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Abstract

:

Improving the quality, developing and implementing systems that can provide advantages to students, and predicting students’ success during the term, at the end of the term, or in the future are some of the primary aims of education. Due to its unique ability to create relationships and obtain accurate results, artificial intelligence and machine learning are tools used in this field to achieve the expected goals. However, the diversity of studies and the differences in their content create confusion and reduce their ability to pioneer future studies. In this study, we performed a systematic literature review of student performance prediction studies in three different databases between 2010 and 2020. The results are presented as percentages by categorizing them as either model, dataset, validation, evaluation, or aims. The common points and differences in the studies are determined, and critical gaps and possible remedies are presented. The results and identified gaps could be eliminated with standardized evaluation and validation strategies. It is determined that student performance prediction studies should be more frequently focused on deep learning models in the future. Finally, the problems that can be solved using a global dataset created by a global education information consortium, as well as its advantages, are presented.
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1. Introduction


Rather than aiming to mimic human intelligence, artificial intelligence (AI) seeks to create a sequence of processes that can implement skills that are inaccessible to human intelligence. However, as the human brain is described as the most complex machine in the universe, all created AI models are consistently compared with human intelligence and efforts have increased to create machines that can think, speak, and make decisions as humans do. Nevertheless, even though the first quarter of the 21st century has almost ended, AI is still mainly used to support humans and appears to be far from being implemented comprehensively.



The application areas of AI and its sub-field, machine learning (ML), are not limited to the subjects in which people have existing knowledge, but have spread to every field that provides new knowledge and developments in different business [1] or scientific areas [2,3]. In almost every field of engineering, social, and medical science, AI research contributes to humanity, science, or artificial intelligence studies, resembling both large and small bricks used to construct a building. In recent years, there has been increased interest in studies on AI in Educational Sciences (ES) as this building remains incomplete.



Education is the most crucial element that facilitates the development and progress of individuals and, consequently, countries. Novel studies are continually being conducted in Educational Sciences to accelerate this development and progress, make it more efficient, and provide new services. At the same time, the importance of AI in research and applications in education is increasing, as AI and ML applications and research are being performed in different ES fields to drive education [4,5]. Updating course content for teachers [6], enabling students to receive personalized education [7,8], promoting smart course selection in higher education [9], and exam-paper preparation [10] are just a few examples of these applications.



In recent decades, attempts have been made to predict student performance, both during and at the end of term, employing the classification and regression skills of ML models by using the information obtained from questionnaires, demographic information [11,12], or stored Massive Open Online Courses (MOOCs), mobile autonomous school (MAS) and blended course information [13,14,15]. These studies aimed to increase student achievement levels, provide more effective and individualized teaching strategies for students, and improve their learning skills by predicting the performance of students at the end of term [16], during the active semester [17], or by determining the risk levels [18,19,20], drop-out probabilities [21,22], or the factors that are most influential on student performance [23].



However, different machine learning models, varied datasets, and different evaluation and validation criteria were reported in these studies, which has led to difficulties in determining the direction of future research, level of success and efficiency, and knowledge provided by the ML models for this field.



This study aims to provide a reference to researchers for developing more applicable prediction systems for real-life situations by identifying the developments and gaps in the existing student performance prediction studies from a broad perspective and proposing remedies to these gaps. Therefore, a summary of the ML models, validation techniques, and evaluation criteria commonly used in ML studies is presented.



Secondly, a systematic literature review was conducted in accordance with the PRISMA statement [24], covering the period between 2010 and 2020. The frequency of use of ML methods, evaluation criteria, and validation techniques obtained in the results were determined as percentages, and the general objectives of the research in this field, their effects in directing these objectives, and the datasets used are listed.



Considering the changing data and developing ML studies, gaps were determined. Possible solutions are presented to carry out student performance prediction studies at a standard level and develop more applicable systems in the future, particularly from the ML perspective.



The rest of the paper is organized as follows: Section 2 summarizes the basic principles of ML models and common metrics considered in the student performance evaluation studies. Section 3 presents the methodology and the results of a systematic literature review on student performance prediction studies. Section 4 presents a general discussion of the obtained results and potential remedies for the identified gaps. Finally, Section 5 presents the conclusions of the study.




2. Overview of Machine Learning Principles


This section summarizes the most widely used ML models in student performance prediction studies. In addition, the common evaluation metrics and validation strategies are reviewed.



2.1. Overview of Machine Learning Models


There are different types of machine learning. Student performance evaluation researchers mostly consider supervised learning [16,25,26], where the corresponding output data are fed to the classifier or regressor with input data.



The supervised learning applications in machine learning methods can be separated into two categories, namely classification and regression methods [27]. Classification tasks have a finite number of output classes, where the input data belong to one of the classes, while in regression tasks, an infinite number of outputs are represented as real-valued data.



Some of the supervised ML techniques can be used for a particular task, whereas others can be used for both classification and regression tasks by applying some modifications.



In supervised learning ML, only the inputs are sent to the model and the aim is to classify the data or divide them into clusters. Table 1 shows the ML models and the tasks that could be considered.



The following subsections summarize the machine learning models commonly used directly or indirectly for predicting student performance.



2.1.1. Decision Trees


A DT is the hierarchical representation of data instances and attributes. Decision trees (DTs) [28] are used for both regression and classification tasks [16,29]. A tree form is created with a starting node (root node), and decisions are performed in decision nodes. The main advantage of a DT is the low computational time required after its creation. However, various different DTs can be constructed by changing the root or decision nodes, and the determination of the sequences of these nodes is the main drawback of the DT [30].



The Gini and entropy algorithms are commonly used to construct decision trees for classification, whereas mean squared error (MSE) is frequently utilized for regression problems.




2.1.2. Random Forest


Random forest (RF) [31] is a tree-based ensemble method that constructs several DTs during data training and applies optimization by considering the mean regression of the constructed individual trees. It is widely used for both classification and regression applications [32,33].




2.1.3. Gradient Boosting


Gradient boosting is another kind of tree-based ensemble machine learning algorithm [34]. It optimizes the outputs by considering the loss obtained by the weak learners, which are also DTs. A newly constructed or modified DT is added to minimize the total loss using a gradient descent algorithm. The gradient boosting algorithm is effectively used for regression and classification tasks.




2.1.4. Extreme Gradient Boosting


Extreme gradient boosting [35] is also an ensemble tree method that applies the principle of boosting weak learners using the gradient descent algorithm, similar to the gradient boosting algorithm. However, XGBoost includes different regularization models (i.e., LASSO) to overcome overfitting problems during the learning process. In addition, built-in cross-validation is applied in each iteration to determine the exact number of iterations on a single run.




2.1.5. Support Vector Machine and Support Vector Regression


The support vector machine (SVM) [36] is a classifier, while its modified version, support vector regression (SVR), is used for regression tasks.



In SVM, support vectors, which are the closest data points of each class to each other, are assigned after mapping the data into hyperspace using a kernel function and then classifying them. Therefore, a subset created by the support vectors from the input data to minimize the distance between the input data points and hyperplane is used for the classification.



SVR uses real-valued data as inputs and produces real-valued outputs for prediction tasks, instead of binary outputs [37]. The mapping procedure of SVR is the same as that of SVM, and the projection of data into a higher dimension makes the classification and prediction of non-linear data possible.



Different kernel functions, such as quadratic, polynomial, linear, and radial basis functions, can be used in both SVM and SVR.




2.1.6. Artificial Neural Networks and Deep Neural Networks


Artificial neural networks (ANNs) try to simulate the human brain’s biological aspects and mimic human abilities on computers. They consist of input, hidden, and output layers, where all layers include different numbers of neurons depending on the application and the parameter tuning. The ANN output is compared to the target outputs in supervised learning and the calculated error propagates back to update weights and minimize error. These self-organization characteristics of ANNs enable the achievement of superior results in complicated and non-linear tasks.



An increase in the number of hidden layers (more than two hidden layers) causes an ANN to become a deep structure called a deep neural network. Generally, it is used for more complicated tasks and datasets with a higher number of instances and attributes [38].




2.1.7. Logistic Regression


Contrary to its name, logistic regression is a method that is only used for classification problems. Although it is characteristically similar to linear regression, it can only be considered in classification tasks since it uses the logistic function (Sigmoid) as the activation function to differentiate the data into certain classes. It is a widely used method in classification studies [39].




2.1.8. Linear Regression


Linear regression is the most common statistical method that is considered in regression tasks. It draws the best-fitting regression line through the observed data points. It is still one of the most popular regression methods since it achieves high prediction rates on datasets in which the attributes and instances have a linear correlation with each other [40].




2.1.9. Long Short-Term Memory Neural Network


A long short-term memory (LSTM) neural network is a special type of recurrent network that can be used for both problem domains. However, it is widely employed in regression problems [41]. There are four major components within the LSTM cell architecture, namely the cell, input gate, output gate, and forget gate. Input gates remove irrelevant information and forget gates add new information into the cell. The output gate fits the information obtained from other gates. The previous errors are remembered by the LSTM cells during the weights updates and enable effective convergence of the network.





2.2. Evaluation and Validation Strategies


The regression and classification tasks have different evaluation metrics since the outputs produced by the models are different. However, the validation of both problem domains has similar approaches related to the division of data for training and testing sets.



2.2.1. Evaluation Metrics for Classification Tasks


Classification studies of student performance prediction, in which the aim is to determine the student performance according to classes (i.e., Low/Medium/High, or Pass/Fail, etc.), generally consider accuracy based on correct and misclassified samples [42,43]. The accuracy is obtained by dividing the total number of correctly classified samples by the total number of samples within the test set. However, there are limitations in terms of accuracy if the dataset is imbalanced. If any class or output of the dataset has significantly more or fewer samples than the other classes, the obtained accuracy prevents the models’ ability from being evaluated [44,45]. The formula for accuracy is shown in Equation (1).


  A c c u r a c y =   T P + T N   F P + F N + T P + T N    



(1)




where   T P  ,   F P  ,   T N  , and   F N   denote the true positive, false positive, true negative, and false negative values obtained by the model.



Even though uncertainties remain in measuring the results obtained on imbalanced data, the receiver operating characteristics area under curve (ROC AUC) is one of the most commonly used metrics, especially for two-class imbalanced data [45]. It is used to measure the ability of the model using the area under the curve of the recall (sensitivity/true positive ratio) and the false positive ratio.



Another common metric is the F1 score. It is defined as the harmonic mean of precision and recall [45]. The F1 score is one of the metrics commonly used in both binary and multiclass problems with imbalanced data. The formula of the F1 score is shown in Equation (2):


  F 1  S c o r e =   T P   T P +  1 2   ( F P + F N )     



(2)







The other evaluation metrics of classification tasks can be listed as recall (sensitivity), specificity, and precision, which are used to measure the particular abilities of the models in detecting specific output classes. The formulae for recall, specificity, and precision are shown in Equations (3)–(5).


  R e c a l l =   T P   T P + F N    



(3)






  S p e c i f i c i t y =   T N   T N + F P    



(4)






  P r e c i s i o n =   T P   T P + F P    



(5)








2.2.2. Evaluation Metrics for Regression Tasks


The general aim of regression studies in student performance prediction is to predict the raw results of the students (i.e., Quiz: 8, Final: 67, Total: 87, CGPA: 2.89). Since the samples are not assigned to a specific class in regression problems, the evaluation of the models is based on real-valued data, usually considering the difference between the predicted and observed data. The most commonly used metrics are mean squared error (MSE), mean absolute error (MAE), and coefficient of determination (  R 2   score).



MSE considers outliers between the predicted and observed data more than other metrics by squaring the difference. However, tolerable errors may cause underestimation of the error [46]. The formula of MSE is shown in Equation (6).


  M S E =  1 N   ∑  i = 1  N    (  y i  −   y ¯  i  )  2   



(6)




where N represents the samples in the dataset, and   y i   and    y ¯  i   denote the actual and predicted values, respectively.



MAE measures the magnitude of the errors between predicted and observed data. The direction of the error is not considered as in MSE. More consistent results might be obtained using MAE [29]. The formula of MAE is shown in Equation (7).


  M A E =  1 N   ∑  i = 1  N   |  y i  −   y ¯  i  |   



(7)







The   R 2   score is the scaled correlation level of predicted and observed data. This allows researchers to generally obtain and analyze the evaluation results more robustly [46]. The formula of the   R 2   score is shown in Equation (8).


   R 2   s c o r e = 1 −   ∑ (  y i  −   y ¯  i  )   ∑ (  y i  −   y ^  i  )    



(8)




where    y ^  i   denotes the mean value of the samples in the dataset.




2.2.3. Validation Methods


ML models are validated using different techniques. Although these techniques vary considerably, studies have considered the hold-out, cross-validation [30], and data selection (data mining) approaches to validate models during the convergence of the models. Determining the instances or attributes with data mining methods enables the direct selection of data for training. However, if training data are not selected with any data mining method, it is known that the most effective method in this situation is the cross-validation method [47].



Small changes in training data could change the results significantly. In comparison, the hold-out method only uses certain dataset partitions in the training and testing phases separately (i.e., 70% training, 30% testing); the actual ability is revealed in cross-validation since all the data are used for both training and testing. Since cross-validation divides the dataset into k partitions and iteratively uses all partitions in the training and testing phases, it produces more realistic results on the skills of the models [47].



Additionally, another advantage of cross-validation is that it can be used for hyperparameter tuning. This provides a faster operation than the hold-out method in order to tune the parameters of the model.






3. Results of Systematic Literature Review


This section presents the methodology and results of the systematic literature review.



3.1. Methodology


3.1.1. Search Strategy


In this study, a systematic literature review was performed to present the frequencies of machine learning models, evaluation metrics, and validation methods used in student performance prediction studies in percentages. Thus, it was shown how the results could vary depending on the methods and datasets used. The number of publications in the considered databases was presented to demonstrate the increasing interest in student performance prediction studies.



This systematic literature review was performed in accordance with the PRISMA statement. A literature search was performed on three citation databases, namely Scopus, Web of Science, and IEEEXplore, for studies published between 1 January 2010 and 31 December 2020.



The literature search consisted of three search terms: “Student Performance”, “prediction”, and “machine learning”. The search query was applied as (Student Performance AND prediction OR machine learning) to extract all articles focused on the prediction of student performance using machine learning models.




3.1.2. Inclusion and Exclusion Criteria


The studies that satisfied the following criteria were included:




	
Research papers (published in scientific peer-reviewed journals);



	
Studies that implemented or proposed machine learning and/or deep learning models to predict student performance for all levels of education;



	
The research was reported in English.








The exclusion criteria were determined as:




	
Studies that focused on student performance but did not implement machine learning models;



	
Review studies, abstracts, commentaries, book chapters, or editorials.









3.1.3. Selection Procedure and Data Extraction


After removing duplicate studies, titles and abstracts were screened to select the relevant studies based on the inclusion and exclusion criteria. All authors participated in the selection of papers that met the exclusion criteria, and the remaining studies were assessed. Figure 1 presents a detailed flow chart of the study selection procedure.



Data were extracted based on five objectives: (1) aim of the study—regression or classification, (2) aims for educational expectations, (3) the methodology used—validation and evaluation of the studies, (4) datasets, and (5) considered machine learning models.



We included 29 studies for further investigation in this review. The studies were selected to cover and answer all the objectives of this study from a broad perspective, such as varied educational levels, objectives, different evaluation and validation techniques, and machine learning models. Table 2 presents the characteristics of the studies selected for further investigation.





3.2. Publication Numbers and Aims


The total number of publications extracted by the literature research conducted between 2010 and 2020 from the three citation databases mentioned above was 297, but this number decreased to 176 when duplicate studies and the publications that met the exclusion criteria were excluded.



It was observed that studies on student performance prediction using artificial intelligence started to gain attention after 2015. While 83.5% (147/176) of the total number of unduplicated studies were published between 2016 and 2020, only 16.5% (29/176) were published between 2010 and 2015. Figure 2 demonstrates the number of publications in the citation databases per year and the publication ratios for the specified years.



We can evaluate the aims of the studies from many perspectives, such as machine learning properties or educational implications (i.e., performance evaluation using historical or current data of student records to predict end-of-term or in-term student performance).



When we consider the implementation of machine learning in studies, they can initially be categorized into regression and classification tasks. In contrast, regression implementations are aimed at predicting the raw end-of-term points that students can obtain (i.e., 85, 23, 98, etc.). Student achievement can be predicted according to categorized classes in classification applications (i.e., Low–Average–High, Passed–Failed, etc.). In this context, it was observed that the studies obtained in the literature review primarily focused on classification. A total of 62% (109/176) of the studies in the literature were on classification, whereas only 38% (67/176) were regression studies.



We can also categorize the studies according to their targeted education level as Higher Education (HE) and High School/Secondary Level (HS/S). The evaluation of the publications demonstrated that the research on student performance prediction primarily focused on the Higher Education level, although studies included both levels. The frequency of publications on the HE Level was 76.60% (135/176), while the frequency of HS/S Level studies was 23.40% (41/176). Figure 3 presents a bar chart showing the regression and classification studies for HS/S, HE, and all levels.



The main purpose of the studies should also be evaluated by considering the educational expectations that they directly target. The primary aims of the studies that stand out in the literature without differentiating as regression and classification applications can be generalized as estimation of course drop-outs [21,22], end-of-term/exam success level prediction [51,52,53], in-term success prediction [14], students’ risk identification [18,19,20], and the estimation of future success [54] for a particular course. Even though the studies were separated into five primary aims, the frequency of the end-of-term success prediction studies was the highest (60.60%—107/176). However, the studies on the prediction of students’ in-term success have gained importance in the last few years because of the increase in big data obtained from online platforms. The frequency of in-term prediction publications was 18.20% (32/176). These two primary applications were followed by drop-out estimation and student-at-risk studies (9.00%—15/176 and 6.10%—11/176, respectively). However, it should be noted that we can assign drop-out and student-at-risk studies to the end-of-term or in-term categories because these studies simultaneously focused on determining the drop-out probability of a particular course during or at the end of the semester.



The ability of ML models enables all studies to be implemented for estimating future success if they are expanded or modified. However, in this study, the publications focused directly on determining the student success for the following semesters are categorized into future success estimation. As a result, the frequency of these studies is only 6.10% (11/176) within all studies. Figure 4 shows the percentages for the identified aims of the student performance prediction studies in detail.




3.3. Model Selection in Studies


In the classification studies, it was seen that the most considered classifier was SVM (19%—21/109), followed by ANN (15%—16/109). When the models were considered independently of each other, the least considered models were DNN with 4% (5/109) and LOGREG with 6% (7/109). However, when we gathered the different neural network models (RNN, DNN, and ANN) into a single model, as neural-based models, it was observed that the total usage rate of neural-based models was 30% (33/109). Likewise, DT and RF had a lower usage rate compared to SVM and ANN when considered separately, but when we considered the two as tree-based models, it was found that the rate increased to 19% (20/109).



When all results were considered for the classification studies, it was observed that SVM and ANN were the most considered independent models in the studies, but, in general, neural-based models and tree-based models were also widely used.



In regression studies, the use of ANNs stands out significantly compared to other models (28%—19/67), followed by SVR and LR (18%—12/67 each). If we categorize the models as in the classification studies, neural-based models increase to 37% (25/67) with the participation of LSTM, while tree-based models (RF + DT) reach 18% (12/67).



If all results are considered without distinguishing between classification and regression and SVR and SVM are considered single models, neural-based models significantly take the lead in student performance prediction studies (32.95%—58/176). While SVR + SVM followed these models, tree-based models (RF + DT) also had a significant consideration rate. Figure 5 demonstrates the percentages of independent model usage in classification and regression studies.



Since predicting which model would achieve superior results in artificial intelligence and machine learning applications is difficult, it is impossible to determine a specific model that would lead to future studies. However, the data created through the development of computer and data storage technologies will make artificial neural networks and deep learning methods that can process and learn big data more widespread for regression and classification tasks. Furthermore, other conventional and tree-based models might be considered more frequently in student performance evaluation studies’ data analysis and data selection stages. However, the models’ abilities should not be underestimated for particular datasets with limited inputs and samples [46].




3.4. Evaluation and Validation Metrics in Studies


As mentioned above, regression and classification tasks have different evaluation metrics. In most of the classification studies, although similar metrics were used, variations were also observed. This diversity may have arisen from the balanced/imbalanced nature of the datasets or the characteristics of tasks such as binary classification, multi-classification, etc. Similar to model selection, even though more than one evaluation metric was considered in the studies, rates were determined based on the main evaluation criteria mentioned by the authors of these studies. The researchers considered accuracy, recall (sensitivity), precision, F1 score, and ROC-AUC score with the rates of 31% (33/109), 24% (26/109), 19% (21/109), 17% (18/109), and 7% (8/109), respectively, in classification studies.



Since each datum represents an independent output in regression studies, there is no balanced/imbalanced problem. Different evaluation metrics give researchers an insight into the ability of the models in terms of the different points that they consider. The most considered evaluation metrics in regression studies were RMSE with 33% (22/67) and MAE with 27% (18/67). Interestingly, the   R 2   score, which is frequently used in regression studies and determines the model’s general regression ability, was one of the least used metrics in the student performance prediction studies (7%—5/67). Figure 6 presents the percentages of the evaluation metrics in the classification and regression studies.



Since training is performed in a similar way in regression and classification studies, no distinction was considered when analyzing validation metrics. Although k-fold cross-validation was implemented more frequently in the studies, the hold-out method, which does not include data mining applications, was still used frequently, despite the advantages stated above. While 30% (54/176) of the studies validated their results using k-fold cross-validation, 26% (46/176) used the hold-out method. The studies that applied data mining/training data selection and studies for which the validation strategies could not be determined both had a frequency of 22% (38/176). Figure 7 shows the percentages of the validation strategies considered in the studies.




3.5. Datasets


Several datasets have been used in different student performance prediction studies in the literature. Although some datasets are more commonly used, studies have generally been performed by considering their primary or current datasets. In this section, the datasets that form the basis of student performance prediction studies are analyzed and their relations are revealed. As mentioned above, datasets are the essential features that determine whether a study can be characterized as classification or regression, high school or HEI, online, on-campus or blended, or all. On the other hand, the dataset’s content significantly determines the target of the studies, such as end-of-term, drop-out, in-term, etc.



The most significant characteristic that distinguishes in-term and end-of-term studies from each other is that the datasets used in in-term studies contain records of online activities (assignments, quizzes, exams, logins, etc.) that students participate in at certain time intervals during the semester [61]. This makes it possible to predict student performance in the following period. These datasets are also used in end-of-term studies, and more accurate results could be achieved from the detailed information that they provide [18].



However, on-campus data contain less information than online data on student activities, and on-campus studies are therefore used to predict end-of-term performance [55]. Questionnaires are also an essential source of information for learning about students and focus on a different approach to end-of-term studies. In the questionnaires, student habits, family information, demographic information, etc., were used to predict the students’ general success in the courses [11,62]. Since these studies did not consider any continuous course information during the semester, they can be included in future prediction studies. However, the diversity of factors affecting a student’s success in a course limited the efficiency of such studies.



Cortez and Silva [62] developed the most widely used questionnaire dataset in the literature. The questionnaire results, including demographic, social, and educational questions, were collected in a Portuguese high school, and the dataset included 33 attributes and 649 instances (students). The effects of demographic, social, and educational habits on the prediction of student performance have been analyzed in many studies [50,56]. With the raw results provided, this dataset is considered in both regression and classification studies for end-of-term and future estimation purposes [27].



Another different dataset is the Kaggle MOOC drop-out prediction dataset available at: (https://www.kaggle.com/samyakjhaveri/mooc-final, accessed on 17 May 20021). The dataset consists of logs for more than 155,000 students for 247 courses conducted through MOOC at a Chinese University. This dataset has been used in drop-out and end-of-term performance prediction studies [63].



The WorldUC dataset (http://www.worlduc.com accessed on 20 August 2020) includes 10,523 records for three years of ten continuous lessons in an online course. The features are considered static, such as gender, age, and expectation score, and dynamic, such as the relevance of learning resources and content, duration time, etc.



The Liru dataset is obtained from Liru Online Courses web site (available at (https://moodle.scnu.edu.cn, accessed on 22 August 2020) and contains data on 1046 students for 18 consecutive lessons. In addition, the dataset includes both static features, such as grade, class, and college, and two dynamic features, namely knowledge level and assignment score, which are different from the WorldUC dataset.



The Junyi dataset is a publicly available (https://www.kaggle.com/junyiacademy/learning-activity-public-dataset-by-junyi-academy, accessed on 14 May 2021) dataset from the Junyi Academy e-learning platform. It contains data for 2063 students with 29 attributes, which are divided into six categories: student modeling, answer time duration, problem taken in exercises, answering accuracy, the user taking exercises, and user answering orders.



Another public dataset—the Open University Learning Analytics Dataset (OULAD) (available at https://analyse.kmi.open.ac.uk/open_dataset, accessed on 22 January 2021)—was released by Kuzilek et al. [61]. Demographic and registration information was used to create a student module that was linked to the results of the students’ assessments and logs of student interactions with VLE. The dataset includes information on 32,593 registered students for 22 modules.



Wang et al. [57] published dataset information that includes the daily campus activities and academic achievements of college students. The data obtained from the smart card system of a university and “books lending data”, “card data”, “dormitory open/close data”, “library open/close data”, and “students achievement data” were used to predict student success. Table 3 shows the properties of the mentioned dataset in detail.





4. Results and Discussion


Artificial intelligence and machine learning have been studied in educational sciences as well as in all areas of life. However, research differs in terms of its purpose, the models used, datasets, evaluation criteria, and validation strategy.



From the point of view of machine learning, although every study contributes to and accelerates student performance evaluations, the differences make it challenging to implement these studies in real life.



Discussions on various subjects have been performed to provide a broad perspective on student performance prediction studies based on the results presented above.



Datasets have a significant impact on the aims of studies and can directly affect the domain of the study, the choice of ML model, and the evaluation metrics used.



Questionnaires cannot generally be used for in-term estimations because of their reliability and discrete training events when they are obtained. However, they continue to be considered in research on the impact of family and personal preferences on student achievements.



Online data have been widely used in end-of-term, in-term, and drop-out studies. The recording of students’ interest in the courses at a certain level and as time-series in these datasets has enabled artificial intelligence and machine learning models to learn more meaningful data and produce more successful results. In addition, they have reduced the number of people that the surveys need to reach, the effort, and the financial costs by obtaining data in digital environments in the infrastructures of educational institutions.



Wang et al. [57] have taken the studies one step further by using a dataset that includes observations of students’ activities and educational habits on campus. Therefore, in the most basic way, where and how much time students spend, the effects of the books they buy from the library, and other aspects could be observed, and student performance predictions could be performed accordingly.



The implementation of classification and regression tasks in student performance prediction studies is also related to the characteristics of the data collected and the aims of the studies. The frequently used Student Performance Dataset [62] allows researchers to perform investigations in regression and classification domains with the raw exam results provided. On the other hand, in other datasets [11,61], the results were classified based on categorized performances or letter grades of students, which complicates the implementation of a regression study on these datasets. The data content might allow researchers to perform prediction studies in the classification domain (i.e., students’ withdrawal from the course, end-of-term success: pass/fail) or in the regression domain (i.e., end-of-term success: exam point).



Regardless of whether the studies are in regression or classification, when they are categorized under the five main headings identified above (estimation of course drop-outs, end-of-term success level prediction, in-term success prediction, students’ risk identification, and future success estimation), different questions might be asked from an educational perspective:




	
Do drop-out predictions contribute significantly to the student and their success levels?



	
When does the prediction of end-of-term success contribute to students’ self-development and their education?



	
Do the in-term performance predictions provide sufficient time to contribute to the students?



	
How early can risk predictions related to courses taken by students contribute to them?








In addition to the effect of the datasets on the studies, reduced errors and more interpretable results in classification studies make them more applicable in this field. However, the analysis of individual results in regression tasks complicates the evaluation of the results since each sample has a unique error.



The results obtained from the systematic literature review showed that all the reasons described above caused the implementation of classification research (62%) to be significantly higher than regression studies (38%).



The considered datasets and problem domain affect the ML model selection in these studies. When the ML models are considered, it can be concluded that the ability of neural-based models to process and learn a considerable amount of data and produce successful results is an essential factor for consideration in most student performance prediction studies [15,16,58]. Furthermore, it has been observed that the use of recurrent neural networks, which can learn by remembering past experiences while learning data, especially in time-series data such as online datasets, has become prevalent [18,57].



Even though the SVM and SVR models were frequently considered in the studies, the optimization of the classification/regression process is one of their crucial characteristics, while the projection of data into another feature space becomes more effective when the data are more informative. For this reason, SVM was generally considered in classification studies with a limited number of data, ensemble/hybrid models, comparative studies, or where attributes or instances were selected using data mining techniques [23,42,59]. Therefore, the classification and regression ability of SVM and SVR were optimized with minimized and selected data.



However, the uncertainties of neural-based models and SVM–SVR regarding interpretability led researchers to implement models with successful and interpretable results. At this point, DT and RF became the focus models of the researchers. Nevertheless, DT’s sensitive approach to data and the risk of obtaining low results highlighted the RF, which optimizes the DT results by producing a certain number of DTs. Thus, the researchers attempted to achieve significant results and identify the factors that directly affect student performance [25,43].



The contribution of all machine learning models to student performance prediction studies is undeniable. The direct use of models, their use in data analysis and selection, and their use in creating hybrid or ensemble models have directed each study to lead to further developments.



The literature review results showed that analysis using deep learning has gained importance in recent years [8,57]. Additionally, the success of artificial neural network models in transferring the obtained knowledge to other models has started to be investigated in student performance predictions [60].



Since predicting which model would achieve superior results in artificial intelligence and machine learning applications is difficult, it is impossible to determine a specific model that would lead to future studies. However, the data created by developing computer and data storage technologies will make artificial neural networks and deep learning methods, which can process and learn big data, more widespread for regression and classification tasks. Furthermore, other conventional and tree-based models might be considered more frequently in the data analysis and data selection stages of studies on student performance evaluation. However, the models’ abilities should not be underestimated for particular datasets with limited inputs and samples [46].



As mentioned above, the dataset, aims, and study domain directly affect the determination of evaluation metrics, which are different in both domains.



The most significant problem encountered in classification experiments is the accuracy obtained in experiments using imbalanced data. In a classification study, where a class with a large number of samples can be better learned, achieving a high accuracy result does not provide information about the efficiency of the other class results, and the accuracy causes misleading results. Therefore, the vast majority of students can be identified in classes, such as pass or fail, risky or not, etc. In imbalanced data, the F1 score and ROC AUC score are evaluated as metrics that show the model’s overall performance more efficiently. In contrast, recall and precision metrics show the success level for specific classes and offer insight for learning the relevant classes. For this reason, the use of the accuracy metric alone might lead to difficulties in the real-life implementation of studies.



The standardization of the F1 and ROC AUC scores in all studies would contribute significantly to the studies’ analysis, the success of models, and the trend of future studies for classification studies.



Similarly, the standardization of the   R 2   score, which provides a scaled and consistent evaluation of the models, would provide a more effective evaluation of the proposed models. However, using additional metrics in regression problems is essential to measure error minimization since the results might differ from obtaining high   R 2   scores. In this case, it is challenging to determine which metric is more efficient, while the aim in measured data would be the determinant. Therefore, the use of a minimum of two error metrics, such as MAE and MSE (or root MSE), could be standardized for all student performance prediction studies.



In both problem domains, the applicability of the obtained results can be defined directly proportionally to the validation techniques.



In order to optimize the learning process, a method that is widely used is to select the instances to be used in training with different techniques. This could increase training and testing accuracy while reducing computational time in big data. However, in studies where attributes are selected rather than instances, it should be considered that each different student entry contains new and independent data for both the training and test phase. Studies have shown that other training instances could change the accuracy by more than 10% [2,46].



The hold-out method does not use all samples during the training and testing phases. It also creates problems in determining the ratio of dividing the dataset into training, testing, or validation sets. Nevertheless, even the hold-out method is preferred to reduce the computational time for big data; computers today can perform a vast number of operations in student performance prediction studies.



For this reason, in studies where instances are not analyzed and selected, k-fold cross-validation, which considers each sample during the learning and testing phase, should be a standard approach for training the model. The average number of folds results should be evaluated as the overall success rate of the model. This will provide a more objective approach for evaluating the obtained results, and the actual abilities of the models will be determined as a result of the evaluations made by considering all the data.



Many different factors, such as changes in the conditions of student admission to educational institutions in countries, education abroad, foreign language level, education in the mother tongue, cultural differences, demographic structure, personal preferences, place of residence, weather conditions of the country of residence, health conditions, etc., and factors that directly affect the university lives of students, were reported in different studies [64,65,66]. Additionally, it is known that students’ skills and their inclination and interest in courses also affect the level of success. If future studies are conducted without considering all these issues, they might experience difficulties in ensuring that the developed systems are applicable. Success only in specific predictions might mislead students and provide incorrect information to the instructors and experts who are responsible for determining education policies.



The spread of flipped classrooms, online education, and distance education during the COVID-19 period enabled the more effective recording of student data, logs, homework, quizzes, exams, feedback, and grades in many educational institutions, especially in HEI.



Educational institutions could enable more comprehensive studies in this mobile era by measuring students’ time on campus, their time on social media, and achievement records with volunteer students by developing special mobile software. Combining all obtained behavioral and educational data with demographic, personal, and cultural data will provide a more accurate prediction of student performance.



Therefore, it will be possible to predict students’ success in in-class and online courses more accurately by combining all the data, not only with questionnaires or online information. This will enable the generalization of AI and ML for both online and in-class courses, and artificial intelligence for student success in educational institutions will become more widespread.



Several studies have demonstrated that regional, national, and cultural differences, education in a foreign language, socioeconomic effects, demographic situation, and the role of instructors could have significant effects on the same scales in predicting student performance [67,68,69]. In addition, the developments in e-learning systems provide significant outcomes [70,71]. In this context, in the globalized world, creating a global education information consortium and the acquisition of data with the same criteria in different educational institutions worldwide will make reaching the goal non-specific and spread it across the globe. Moreover, it will undoubtedly create a tremendous source of information in determining students’ performance in terms of success in the semester, at the end of the semester, and in the next semester, whether it is distance education, in-class education, open education, etc.



Today’s computer technology provides the infrastructure to analyze big data that are obtained. This will make deep learning and data mining more focused on student performance prediction studies and might provide more accurate and applicable results than the results obtained so far.



Therefore, the drop-out and end-of-term predictions mentioned above as research topics will be provided as support points to the students. However, the high prediction success of in-term and risk estimations and the implementation of an early warning system will provide the most significant contribution. This will allow students to observe the risk levels and expected success level at the end of the term after enrolling in the course, and the students’ interest in the course will be increased.



Furthermore, instead of reaching general judgments in predicting students’ performance levels, it would be possible to implement personalized and individualized performance evaluation systems and to further the meta-analysis results of Schneider and Preckel’s [72] studies for HEI.




5. Conclusions


In interdisciplinary studies, artificial intelligence in education has significant importance in various subjects. Student performance estimation studies have been one of the most intensively studied topics in this field in the last decade.



This study aimed to identify the prominent differences, trends, and problems in these studies and to guide future studies with possible remedies.



First, a systematic literature review for student performance prediction and machine learning studies was performed. Then, the studies were classified according to their aims, the considered models, datasets, evaluation metrics, and the validation strategies, and numerical information about the studies was presented.



The differences and problems identified between the studies were determined, and remedies focused on machine learning were proposed in the discussion.



Possible remedies and ideas were presented to make the studies more applicable with a high success rate around the world, and inferences were made about how student performance prediction studies will progress in the coming years.



Based on the results obtained from the analysis of the studies, the use of the F1 and ROC AUC scores, in addition to the other metrics in classification studies, particularly in imbalanced data, and the use of the   R 2   score and at least one additional metric in regression studies as standard evaluation metrics have been proposed.



In order to determine the general ability and applicability of each proposed model, the consideration of k-fold cross-validation as a standard validation technique in studies in which data selection is not applied has been suggested for both problem domains.



It is estimated that future studies will continue to focus on deep learning, particularly recurrent neural networks, as has been the case in recent years, with new opportunities provided by the development of computer technologies and expanding data.



It can be concluded that the data obtained via a global consortium and the importance of deep learning have significance for future studies and could be the solution to many research questions and problems.
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Figure 1. Selection procedure of the study. 
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Figure 2. The number of publications between 2010 and 2020 (n = 297). 
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Figure 3. The aims of student performance prediction studies in percentages (regression vs. classification). 
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Figure 4. The aims of student performance prediction studies in percentages for educational expectations. 
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Figure 5. The use of machine learning models in student performance prediction studies: (a) classification and (b) regression. 
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Figure 6. The frequency of evaluation metrics considered in the student performance prediction studies: (a) classification and (b) regression. 
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Figure 7. Validation strategies in the student performance prediction studies. 
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Table 1. Frequenly used machine learning Models in student performance prediction and their tasks.
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	Model
	Task





	Artificial Neural Networks
	Classification and Regression



	Deep Neural Networks
	Classification and Regression



	Long Short-Term Memory NN
	Classification and Regression



	Decision Tree
	Classification and Regression



	Random Forest
	Classification and Regression



	Ectreme Gradient Boosting
	Classification and Regression



	Gradient Boosting
	Classification and Regression



	Logistic Regression
	Classification



	Linear Regression
	Regression



	Support Vector Machine
	Classification



	Support Vector Regression
	Regression
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Table 2. Characteristics of the selected studies.
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	Author/Publication Year
	Objective
	Type
	Target Level
	Primary ML Method
	Primary Evaluation Metric (s)
	Validation Technique





	Zaffar et al.,

2020 [12]


	End-of-term
	C
	HS+HE
	FCBF + SVM
	Accuracy, Precision

Recall, F1 Score
	10-fold

cross-validation



	Jiang and Wang,

2020 [13]


	In-term
	R
	HS
	PreferenceCD
	RMSE and MAE
	5-fold

cross-validation



	Gitinabard et al.,

2019 [14]


	Early prediction
	C
	HE
	SVM, RF,

Logistic Regression
	F1 Score
	5-fold

cross-validation



	Gamulin et al.,

2015 [15]


	End-of-term
	C
	HE
	DFT + (nB/kNN/ANN/SVM)
	Accuracy
	Hold-out



	Aydogdu,

2020 [16]
	End-of-term
	C
	HE
	ANN
	Accuracy
	Hold-out



	He et al.,

2020 [18]


	At-risk

identification
	C
	HE
	RNN-GRU Joint

Neural Networks
	Accuracy
	Hold-out



	Mengash, 2020

[19]


	End-of-term
	C
	HE
	ANN
	Accuracy, Recall,

Precision, and F1 Score
	10-fold

cross-validation



	Yang et al.,

2020 [20]


	End-of-term, at-risk
	C
	HE
	RF
	Accuracy, ROC AUC, Recall,

Specificity, Precision
	Hold-out



	Figueroa-Cañas and

Sancho-Vinue,

2020 [21]


	Dropout and Final

Exam Performance
	C
	HE
	Conditional Tree
	Recall
	5-fold

cross-validation



	Xing and Du,

2018 [22]


	Drop out
	C
	HE
	DNN
	ROC AUC
	10-fold

cross-validation



	Injadat et al.,

2020 [23]


	In-term
	C
	HE
	Ensemble Model
	Accuracy, Precision, Recall,

F1 Score, FPR
	Hold-out



	Shantini et al.,

2018 [25]


	End-of-term
	C
	HE
	AdaBoost
	Precision, Recall,

and F1 Score
	Hold-out



	Yan and Liu,

2020 [26]


	Predict student performance

in academic competition
	C
	HE
	Ensemble Model

(SVM/RF/AdaBoost)
	Precision, Recall,

F1 Score, ROC AUC
	10-fold

cross-validation



	Sekeroglu et al.,

2019 [27]


	End-of-term
	C
	HS
	ANN + DT
	Accuracy
	Hold-out



	Lu and Yuan, 2017 [42]
	End-of-term
	C
	HS
	integrated Optimized Ensemble

Feature Selection Algorithm by

Density Peaks + SVM
	Accuracy
	10-fold

cross-validation



	Wakelam et al.,

2019 [43]


	In-term, end-of-term,

at-risk
	R
	HE
	DT, KNN and RF
	MSE
	-



	Azcona et al.,

2019 [48]


	At-risk prediction
	C
	HE
	kNN, RF, DT, Logistic Regression,

Linear and Gaussian SVM
	F1 Score, Precision,

Recall
	-



	Hussain et al.,

2019 [49]


	In-term
	C
	HE
	ANN, SVM
	Accuracy, F1 Score,

Precision, Recall
	5-fold

cross-validation



	Imran et al.,

2019 [50]


	End-of-term
	C
	HS
	J48 DT
	Accuracy

(for comparisons)
	5-fold

cross-validation



	Waheed et al.,

2020 [51]


	End-of-term,

early prediction
	C
	HE
	DNN
	Recall, Precision,

Accuracy
	Hold-out



	Yousafzai et al.,

2020 [52]


	End-of-term
	R + C
	PE+HS
	GA-based DT
	Accuracy, RMSE
	10-fold

cross-validation



	Naicker et al.,

2020 [53]


	End-of-term
	C
	HS
	Linear SVM
	Accuracy, ROC AUC
	5-fold

cross-validation



	Elbadrawy et al.,

2016 [54]


	Next-term grade prediction,

In-class assessment prediction
	R
	HE
	RF, FM, PLMR,

Course-specific regression
	RMSE, MAE
	-



	Deo et al.,

2020 [55]
	End-of-term
	R
	HE
	ELM
	MAE, MAPE,

root MSE, RRMSE
	Hold-out



	Yan and Liu,

2020 [26]


	Predict student performance

in academic competition
	C
	HE
	Ensemble Model

(SVM/RF/AdaBoost)
	Precision, Recall,

F1 Score, ROC AUC
	10-fold

cross-validation



	Sekeroglu et al.,

2019 [27]


	End-of-term
	C
	HS
	ANN + DT
	Accuracy
	Hold-out



	Lu and Yuan, 2017 [42]
	End-of-term
	C
	HS
	Integrated Optimized Ensemble

Feature Selection Algorithm by

Density Peaks + SVM
	Accuracy
	10-fold

cross-validation



	Wakelam et al.,

2019 [43]


	In-term, end-of-term,

at-risk
	R
	HE
	DT, KNN and RF
	MSE
	-



	Azcona et al.,

2019 [48]


	At-risk prediction
	C
	HE
	kNN, RF, DT, Logistic Regression,

Linear and Gaussian SVM
	F1 Score, Precision,

Recall
	-



	Hussain et al.,

2019 [49]


	In-term
	C
	HE
	ANN, SVM
	Accuracy, F1 Score,

Precision, Recall
	5-fold

cross-validation



	Imran et al.,

2019 [50]


	End-of-term
	C
	HS
	J48 DT
	Accuracy

(for comparisons)
	5-fold

cross-validation



	Waheed et al.,

2020 [51]


	End-of-term,

Early prediction
	C
	HE
	DNN
	Recall, Precision,

Accuracy
	Hold-out



	Yousafzai et al.,

2020 [52]


	End-of-term
	R + C
	PE+HS
	GA-based DT
	Accuracy, RMSE
	10-fold

cross-validation



	Naicker et al.,

2020 [53]


	End-of-term
	C
	HS
	Linear SVM
	Accuracy, ROC AUC
	5-fold

cross-validation



	Elbadrawy et al.,

2016 [54]


	Next-term grade prediction,

In-class assessment prediction
	R
	HE
	RF, FM, PLMR,

Course-specific regression
	RMSE, MAE
	-



	Deo et al.,

2020 [55]
	End-of-term
	R
	HE
	ELM
	MAE, MAPE,

root MSE, RRMSE
	Hold-out



	Turabieh et al.,

2020 [56]


	End-of-term
	C
	HS
	HHO +

Layered RNN
	Accuracy
	Hold-out



	Wang et al., 2020 [57]
	In-term, end-of-term
	C
	HE
	Attention-based Hybrid

RNN + SVM
	Accuracy,

Recall
	Hold-out



	Adejo and Connolly,

2017 [58]


	Early identification

At risk of dropping out
	C
	HE
	Ensemble Hybrid model
	Accuracy, Precision, Recall,

F1 Score, Error
	10-fold

cross-validation



	Tran et al., 2017 [59]
	End-of-term
	R
	HE
	Hybrid Model
	RMSE
	10-fold

cross-validation



	Tsiakmaki et al.,

2020 [60]


	Students at risk
	C
	HE
	DNN and

Transfer Learning
	Accuracy
	10-fold

cross-validation
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Table 3. Common datasets and properties.






Table 3. Common datasets and properties.





	Dataset
	Level
	Type
	Courses/Modules
	# of Students





	SPD
	SE
	Questionnaire
	2
	649 and 395



	Kaggle MOOC
	HE
	Online
	247
	>155,000



	WorldUC Dataset
	HE
	Online
	10
	10,523



	Liru Dataset
	HE
	Online
	18
	1046



	Junyi Dataset
	HE
	Online
	18
	2063



	OULAD
	HE
	Online
	22
	32,593



	Real-world dataset smart card
	HE
	C. Behaviors
	-
	9207
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