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Abstract: In order to deal with dynamic traffic flow, adaptive traffic signal controls using reinforce-
ment learning are being studied. However, most of the related studies are difficult to apply to the
real field considering only mathematical optimization. In this study, we propose a reinforcement
learning-based signal optimization model with constraints. The proposed model maintains the
sequence of typical signal phases and considers the minimum green time. The model was trained
using Simulation of Urban MObility (SUMO), a microscopic traffic simulator. The model was eval-
uated in the virtual environment similar to a real road with multiple intersections connected. The
performance of the proposed model was analyzed by comparing the delay and number of stops with
a reinforcement learning model that did not consider constraints and a fixed-time model. In a peak
hour, the proposed model reduced the delay from 3 min 15 s to 2 min 15 s and the number of stops
from 11 to 4.7 compared to the fixed-time model.

Keywords: traffic signal optimization; reinforcement learning; adaptive traffic signal control; multiple
intersections; Deep Q-network

1. Introduction

Traffic signal control plays an essential role in city management because traffic conges-
tion brings economic, environmental, and social disadvantages. Traffic signal control aims
to minimize congestion by determining the optimal values of parameters such as the cycle
length and phases duration [1,2]. In many areas, the traffic signal control systems based on
a fixed-time model are still in use [3–5]. While these systems are easy to implement, they
cannot respond flexibly to dynamic traffic flows [6,7].

To quickly respond to variety in the traffic environment, signal control systems should
be able to choose their own actions without waiting for instructions from a central com-
puter [8]. Therefore, reinforcement learning models are being studied that allow the traffic
signal controller to receive realtime data around the intersection, such as traffic volume
and vehicle speed, and change signal appropriately for the given traffic situation [9,10].
If the above sentence is expressed in reinforcement learning terms, the controller is the
agent, the data input to the controller is the state, the controller’s decision is the action,
and the benefit provided to the agent according to the action is called reward. The goal of
reinforcement learning is to maximize the future reward that an agent can obtain [11].

2. Literature Review

Reinforcement learning is the most recently used algorithm in the field of signal
control research. However, most studies have not considered the constraints applied to a
real-world intersection or tested in a local area such as a single intersection. Touhbi et al.
(2017) analyzed the possibility of using the Q-Learning algorithm for adaptive traffic
signal control [12]. The Q-Learning algorithm was helpful in resolving traffic congestion
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compared to the fixed-time model, but different results were obtained depending on the
definition of reward and various traffic volumes. Liang et al. (2019) proposed a DQN-based
signal control model [13]. The state was defined as a grid-type location and the speed of
vehicles around the intersection. The reward was the difference in accumulated waiting
time between learning cycles, and the action was to select one of phases. Wang et al. (2019)
proposed a model based on the assumption that data are collected by a loop detector [14].
Since the state used as input to the model is not a data format that can be obtained, a method
for converting the data acquired through the detector into data useful for the model was
presented. Gong et al. (2019) proposed a cooperative learning method in which signal
controllers at adjacent intersections share a state they can observe with each other [15].
Using this, a traffic signal optimization model for multiple intersections was proposed.

Chu et al. (2019) pointed out the limitations of the centralized reinforcement learning
model and suggested a way to optimize a large-scale road network by placing the model
at each intersection [16]. As the algorithm of the model, A2C (Advantage Actor Critic)
was proposed, and the state of different scales was delivered to the model with city-unit
traffic volume data and actual observable traffic flow data. Egea et al. (2020) pointed out
the limitations of the realtime response of the existing adaptive signal control method
and suggested a reinforcement learning-based signal control model as an alternative [17].
Efficiency was evaluated through various indices for the compensation that is judged to
have the greatest impact on the model’s performance. Rasheed et al. (2020) introduced a
multiagent-based reinforcement learning algorithm [10]. The model was designed to solve
high-level problems such as dynamic traffic volume through cooperation between agents.
As a result of the simulation, it was shown that the travel time was reduced through the
proposed model.

In general, traffic signal control has constraints such as the sequence of phases is
fixed, and the minimum green time is given. However, in related studies, the constraints
are ignored in consideration of only mathematical optimization such as delay minimiza-
tion [18–21]. If the phase sequence is random or does not give a minimum green time,
this can cause over-waiting for vehicles and confuse drivers [16,22]. In this study, we
propose a model that can compensate for the problems that arise when the reinforcement
learning-based signal control models proposed in related studies are applied to actual
road networks. The proposed model maintains the same signal order as the fixed-time
model and gives the minimum green time. Therefore, it can be applied to the actual signal
controller. The performance of the proposed model was evaluated in a simulation envi-
ronment depicting real roads connected with multiple intersections. In order to evaluate
the effect of constraints, a comparative simulation between the proposed model and the
reinforcement learning model that did not consider the constraints was performed.

3. Methods
3.1. Learning Process

Figure 1 shows the learning process of the reinforcement learning-based traffic sig-
nal optimization model. The microscopic simulation environment was implemented by
Simulation of Urban MObility (SUMO). The model received the realtime traffic flow of the
intersection as a state. Based on this, the action determined by the model was implemented
at the intersection by SUMO’s signal controller. Traffic flow changed due to signal control
was delivered to the model as a reward. By repeating this process, the model learned an
optimized signal pattern that minimized traffic congestion, such as the vehicles’ delay and
the number of vehicles stopped. The reinforcement learning model was designed based
on Deep Q-network (DQN). Since the given problem was a classification that selected an
action appropriate for the situation, the SoftMax Function was applied to the activation
function of the output layer.
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Figure 1. Learning process of the reinforcement learning-based traffic signal control model.

3.2. State

The state is defined as Equation (1). Qt represents the queue of each lane at time t.
At an intersection with k incoming lanes, qi

t represents the number of vehicles stopped in
the incoming lane i at time t. Pt indicates which phase is currently on. When there are n
phases, if the jth phase is active, pj = 1, otherwise pj = 0. dt means the elapsed time of the
currently turned-on phase.

St = [Qt, Pt, dt]

Qt =
[
q1

t , q2
t , . . . , qk

t

]
Pt = [p1, p2, . . . , pn]

(1)

Figure 2 shows an example of traffic control at a single intersection. There were 10 in-
coming lanes into the intersection, and phase 4 was in progress for 10 s. Stopped vehicles
are marked in red. Therefore, in the order of the lanes, Qt = [0, 1, 0, 0, 3, 1, 2, 0, 0, 0]
and with phase 4 on, Pt = [0, 0, 0, 1] and accordingly gave a green signal to the 3rd, 4th,
8th, and 9th lanes. Finally, the phase lasted for 10 s, dt = [10].

3.3. Action

The action was to select whether to keep the current phase (At = 0) or change to the
next phase (At = 1). Since the proposed model has a constraint that the sequence of the
phases is maintained, actions such as returning to the previous phase or skipping the next
phase were impossible. In addition, the proposed model included a minimum green time,
therefore, every phase must be active once per signal cycle. In Figure 2, the agent decided
whether to keep phase 4 or change to phase 1. If the minimum green time for phase 4 was
15 s, the agent could only select to keep phase 4 because dt is still 10 s.
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Figure 2. Example of traffic signal control at a single intersection.

3.4. Reward

The traffic flow changed during the time interval ∆t by the action At was given as a
reward to the model. Reward Rt+∆t is defined as Equation (2). qi

t+∆t is defined the number
of vehicles stopped in the incoming lane i at time step t + ∆t and f o

t,t+∆t is defined as the
number of vehicles located in the outgoing lane among the vehicles passing through the
intersection between time step t and time step t + ∆t. Accordingly, the reward Rt+∆t was
defined as the number of passing vehicles compared to stopped vehicles. As the number
of stopped vehicles decreased and the number of passing vehicles increased, the reward
was increased.

Rt+∆t = ∑
l=1

(
f o
t,t+∆t

)
/ ∑

i=1

(
qi

t+∆t

)
(2)

4. Simulation

The performance of the proposed model, the reinforcement learning-based comparison
model excluding constraints, and the fixed-time model, PASSER II, were analyzed for two
scenarios. The training of the proposed model and the comparison model was carried
out by generating random traffic under the same conditions. When the accumulated
waiting time or reward no longer decreased and converged, it was judged that learning
was complete. Table 1 shows the number of repeated episodes until learning was complete.
The simulation time of scenario 2 was based on the period of the acquired traffic data. For
the proposed model to respond flexibly to realtime traffic flow, the time interval ∆t was set
to 3 s. Agents meaning signal controllers are equal to the number of intersections. In this
simulation, it was assumed that the signal controller could obtain the traffic situation in
realtime using the vehicle detectors.

Table 1. Parameters used in the model.

Parameters Scenario 1 Scenario 2

Number of episodes 100 160
Simulation time T

of one episode (second) 3600 18,000

Time interval ∆t (second) 3 3
Learning rate 0.0001 0.0001

Number of intersections 2 6
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4.1. Scenario 1

In Scenario 1, performance evaluation of the proposed model and the fixed-time
model was performed before comparison with the model without constraints. Figure 3
is a simple road structure used in the evaluation. Two intersections were connected, and
the traffic volume is indicated on each lane. The same phase sequence was applied to
both intersections. In the fixed-time model, the duration of each phase was calculated
sequentially as 14, 56, 13, and 27 s. Therefore, the cycle length was 110 s.
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Figure 4 shows the duration ratio for each phase of the proposed model and fixed-time
model. Since the proposed model dynamically responded to realtime traffic flow, the
duration of the phase changed with each signal cycle. The average phase duration ratio
appeared similar to the optimization result of the fixed-time model. Compared to the
fixed-time model, the proposed model reduced the average delay per vehicle from 40 s to
30 s and the average number of stops per vehicle from 2.5 to 2 times.
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4.2. Scenario 2

In Scenario 2, a comparison model without constraints was added to analyze the
performance of the proposed model. Figure 5 show a road network with six continuous
intersections in the real world. The total length of the main road with 6 intersections is
2.5 km, and the distance between intersections is 650 m at the maximum and at least 70 m,
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with an average of 400 m. The model was evaluated by applying the collected traffic
data. From 4 to 6 pm, 8200 vehicles were created, from 6 to 7 pm, 6200 vehicles were
created, and from 7 to 9 pm, 6400 vehicles were created. The least traffic volume was at
intersection 3, with 2000 vehicles per hour. On the other hand, the highest traffic volume
was intersection 6, with 3800 vehicles per hour. The average speed was 70 km/h. As
measure of effectiveness, the cumulative delay, and the cumulative number of stops at
each intersection, and the average delay and the average number of stops per vehicle were
considered. In addition, the proposed model set the cycle length equal to the fixed model
to maintain the set offset at each intersection.
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Figure 5. Complex network with six intersections.

Figure 6 is the same as Figure 4, it shows the phase duration ratio of the proposed
model and fixed-time model. The comparison model could not calculate the duration ratio,
because the phase sequence was not constant. The cycle length was set to 160 s. From
the 41st cycle to the 59th cycle, it was set to 180 s because there was heavy traffic. Unlike
Scenario 1, the average duration ratio of the proposed model was different from that of
fixed-time model. The proposed model showed a tendency to give longer green time to the
main road with a lot of traffic.
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Figure 7 shows the cumulative delay and number of stops for each intersection
during the simulation. At all intersections except for intersection 5, the performance of the
comparison model without constraints was the best. However, the number of stops of the
proposed model and the comparison model was similar. The proposed model reduced
delay by up to 88% to at least 31%, and the number of stops by up to 95% to at least
46% compared to the fixed-time model. The fixed-time model had the worst congestion at
intersection 3, and the comparative model had the worst congestion at intersection 5. The
proposed model had the longest delay at intersection 3, and the highest number of stops at
intersection 5.

Figure 8 compares the average delay and the average number of stops per vehicle
of each model by time period. Compared with the fixed-time model, the reinforcement
learning-based models showed excellent performance. The delay decreased by 48% for
the proposed model and 55% for the comparison model compared to the fixed model. The
number of stops decreased by 67% for the proposed model and 73% for the comparison
model compared to the fixed model.
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From 6–7 pm, the traffic volume increased by 33% compared to other time periods.
Accordingly, the delay and the number of stops also increased. In the peak hour, the fixed
model waited for an average of 3 min and 15 s and the number of stops was 11 times,
whereas in the proposed model, the delay was reduced to 2 min and 15 s, and the number
of stops was reduced by more than half to 4.7. In addition, the number of stops of the
proposed model was 0.7 times from 4 to 6 pm when the traffic volume was low. It was
an ideal result that the number of stops was less than 1 when passing 6 intersections on a
2.5 km road.

Figure 9 shows the signal pattern calculated for each model as a space-time diagram.
It shows the signal patterns of each intersection and the trajectories of vehicles accordingly.
In the case of the fixed-time model, the average travel time per vehicle was 250 s, while
the comparison model decreased by about 60 s to 190 s. The proposed model decreased by
about 30 s to 220 s. However, for the comparison model, the phase duration was irregular
and short.
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Figure 8. Measure of effectiveness: (a) Average delay per vehicle; (b) Average number of stops per vehicle.

Figure 10 shows the traffic situation when the proposed model and the comparison
model were applied to each intersection. The color of the road indicates the average speed
of the vehicles. In the comparison model, traffic congestion occurred at intersection 5.
On the other hand, the proposed model can be seen as a solution to the congestion at
intersection 5. However, some congested sections occurred between intersection 3 and
intersection 4.

During the entire simulation, the comparison model showed 13% shorter delay and
17% fewer stops than the proposed model. Although the comparison model had the
best performance, the proposed model also showed sufficiently ideal results. In addition,
the comparative model calculated an irregular signal pattern, while the proposed model
calculates a realistic signal pattern. Therefore, the proposed model would be the best in
terms of applying it to real-world intersections.
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5. Conclusions

In this study, traffic signal control based on a reinforcement learning algorithm was
proposed to minimize traffic congestion. Early reinforcement learning-based signal control
research focused on mathematical optimization, and when the model was applied to the
road, excessively waiting vehicles and confused drivers could have occurred. Therefore,
this study proposed a reinforcement learning-based traffic signal control model by applying
the constraint that fixed the sequence of the pre-planned phases and provided a minimum
green time.

Simulations of the proposed model and the comparison model without constraints
and fixed-time model were performed in two scenarios. The scenarios included multiple
intersections, and the delay and the number of stops were compared. Compared with the
fixed-time model, the reinforcement learning-based models showed excellent performance.
Although the comparison model showed the best performance, the proposed model also
showed ideal results. Unlike the comparison model, the proposed model will show the
best performance when applied to real world intersections, because it calculates realistic
signal patterns.

Even if the simulation environment is based on reality, implementation will not be
exactly the same. Therefore, it is necessary to test the model on real-world roads in future
research. To this end, more constraints and data for safe road driving and simulations in
various types of road networks will be required.
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