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Abstract

:

Recently, a number of authors have been focusing on drive-by monitoring methods, exploiting sensors mounted on the vehicle rather than on the bridge to be monitored, with clear advantages in terms of cost and flexibility. This work aims at further exploring the feasibility and effectiveness of novel tools for indirect health monitoring of railway structures, by introducing a higher level of accuracy in damage modelling, achieve more close-to-reality results. A numerical study is carried out by means of a FE 3D model of a short span Warren truss bridge, simulating the dynamic interaction of the bridge/track/train structure. Two kinds of defects are simulated, the first one affecting the connection between the lower chord and the side diagonal member, the second one involving the joint between the cross-girder and the lower chord. Accelerations gathered from the train bogie in different working conditions and for different intensities of the damage level are analyzed through two time-frequency algorithms, namely Continuous Wavelet and Huang-Hilbert transforms, to evaluate their robustness to disturbing factors. Compared to previous studies, a complete 3D model of the rail vehicle, together with a 3D structural scheme of the bridge in place of the 2D equivalent scheme widely adopted in the literature, allow a more detailed and realistic representation of the effects of the bridge damage on the vehicle dynamics. Good numerical results are obtained from both the two algorithms in the case of the time-invariant track profile, whereas the Continuous Wavelet Transform is found to be more robust when a deterioration of track irregularity is simulated.
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1. Introduction


Railway bridges represent a widely spread key component [1] within the railway infrastructure system. Most of them were designed several decades ago, when loading conditions and traffic volumes were different from today [2,3]. As a consequence, maintenance activities on the oldest bridges are more challenging, and sometimes linked to the extension of their service life. Improved health monitoring systems can be a valuable means to undertake efficient maintenance activity [4].



Current and established bridge maintenance techniques, embedded into technical specifications, rely on visual inspections and, in particular cases, on dedicated measurement systems to be installed on the bridge.



Visual inspection is effective if clear protocols are followed, according to the typology of bridge, and its main drawback consists of the possible dependence of the outcome on the skill and the experience of the inspecting operators and on the position of the damage, especially if the location of damage is not easily accessible. During these inspections, a quantitative assessment of the bridge status is often not possible or is lacking. Moreover, the time interval between consecutive inspections may depend on the availability of personnel and on the possibility to interrupt the vehicle service on the infrastructure. To improve the effectiveness of the inspections, additional means are desirable, like additional diagnostic systems.



The general way to reveal the presence of a local failure in a structure requires the comparison of some measurable indexes calculated from raw data in the current condition and in a reference healthy condition. The follow-up of such evolution enables, in principle, to distinguish a damaged condition from a healthy one. Basically, there can be two ways to monitor the status of a bridge: the most straightforward is to place dedicated instrumentation [5] on the structure. This solution, that can be called a direct method, can be worthwhile in the case of the main bridges of high-speed lines, but it is not a feasible prospective for regional or national networks, due the large number of bridges and the high related costs [6]. On-site measurements require several sensors to be mounted on the structure, leading to a significant cost of installation and maintenance of the entire set-up.



In order to overcome the issues concerning direct methods, in the last two decades a significant number of researchers have investigated new methods relying on sensors mounted onboard the vehicle [7], rather than on the structure to be monitored. The idea of using an indirect approach for structural health monitoring (commonly named Drive-by Methods [1] for SHM) derived from [8] in which the authors proposed the extraction of bridge frequencies from the dynamic response of a passing vehicle. The fundamental concept behind these approaches is that structural damage causes a change in the mechanical properties of the bridge, and consequently a change in the dynamic behavior of the vehicle interacting with the structure. The bridge health status can then be extracted from the dynamic response measured on-board train, e.g., on the axle box, on the bogie frame and on the carbody. For the time being, drive-by methods have been mainly developed for highway bridges (both numerically and experimentally), but in fewer cases they have been applied to railways too (only numerical studies). A major concern about the practical validity of drive-by approach consists in the fact that the train response might be influenced not only by the bridge status, but also by other factors not related to the damage, like the level of track irregularities, a different dynamic response of the vehicle due to different passenger loads, or other uncertainties related the train speed variation and accuracy of its positioning with respect to the bridge.



They can be divided in two main categories 1: modal parameter-based and non-modal parameter-based methods. The former, consisting in the identification of bridge properties like natural frequencies [9,10,11], damping values [12] and mode shapes [13,14] based on the vehicle response, have been shown to be effective up to limited speeds (i.e., a maximum of 60 km/h), and in the first two cases not able to identify the exact location of a defect. The effectiveness of most of the modal parameter-based techniques was only demonstrated through numerical simulations, and their outcomes can be affected by environmental conditions like temperature, especially in the case of damping and natural frequencies [15,16,17]. Conversely, non-modal parameter-based methods do not explicitly seek the computation of bridge modal parameters, but rather focus on the bridge deflection under passing loads (e.g., apparent profile [18,19] or change of curvature [20,21]) or on the dynamic response of the vehicle crossing the bridge [22,23,24,25,26,27], which is also the method investigated in this paper.



Concerning bridge modelling, most of the mentioned papers adopt a simply supported beam representation considering mainly the vertical deflection. Hester and Gonzalez showed good outcomes when considering single force and a half-car vehicle model crossing a simply supported beam [28]; Bowe et al. [26] investigated a ballasted bridge modelled as a simply supported beam without any track irregularity profile, where the train was modelled as a half-car vehicle (10 DOFs). Fitzgerald et al. proposed a numerical study on the scour phenomenon [29], with a 2D vehicle model (10 DOFs) moving on simply supported beams, with several beams in series to represent a multiple-span bridge. In this latter work, the track irregularity profile is taken into account, by introducing a time-invariant profile which does not allow consideration of any degradation process in the track. The results demonstrated good performance in terms of damage detection for vehicle speeds up to 80 km/h.



In all the mentioned works, the Continuous Wavelet Transform is adopted to analyze the motion of the vehicle: the wavelet coefficients are evaluated separately on the vehicle accelerations resulting from the simulations of the damaged and of the healthy bridges, assumed as a reference condition. The wavelet coefficients related to the damaged and healthy condition are subtracted from each other, so that any peak in the absolute value of this difference is used as an index to reveal the presence of a damage in the bridge structure. In most of the previously mentioned papers, the bridge defect is modelled through an equivalent representation of the damage, consisting of a reduction in the flexural stiffness of one of the finite elements of the beam schematization.



The present paper, starting from the previously mentioned papers, investigates the feasibility of the drive-by method applied to the basic 3D example of a short span Warren truss bridge, which according to the authors’ knowledge has not been done before. These bridges can be subjected to different degradation processes affecting the structure, such as corrosion, ageing, crack-growth and beam connection deterioration. Damage affecting a single member may represent a critical event, and it can lead to an increase in the load on the adjacent elements, and in some cases to sudden failures of the whole structure [30].



Concerning this issue, the studies in [31,32] demonstrate how damage affecting different members can cause different effects on the global response of the structure.



The main objective of the paper is to examine the feasibility to detect the presence of a defect in a steel truss bridge, from the processing of the acceleration recorded on a bogie frame of the train. While in the real system the acceleration would be measured on the bogie frame, in this paper the acceleration is simulated considering the train travelling on the bridge. Simulations of train–track–bridge interaction are carried out by means of the software ADTreS [33]. Some steps forward with respect to the literature are considered:




	
Use of a finer schematization of the bridge, so that it is possible to consider the individual damaged element, and not an equivalent representation as it is necessarily adopted for a simply supported beam model.



	
The schematization considering all the main structural members also enables location of the damage and better reproduction of its influence on train dynamics, following the real path from the defect to the point of acceleration detection on the train.



	
The track and its irregularity are included in the model, considering also track irregularity variation while comparing two different train runs.








The paper is organized as follows: Section 2 describes the bridge model and briefly recalls the vehicle models used for the simulation of the bridge/track/train interaction. The damage consideration and the way track irregularity is taken into account are described, outlining the simulation plan. Section 3 describes the algorithms exploited for the signal processing. Section 4 discusses the results obtained and compares the performances of the Continuous Wavelet Transform against the Huang-Hilbert Transform, when the level of track irregularity is changed between damaged and heathy scenarios. Final conclusions are drawn in Section 5.




2. Models for Numerical Simulations


2.1. Bridge Model


The bridge considered in the analysis is an open Warren truss bridge with a relatively short span (21.42 m) and single track. The bridge is modelled by means of beam finite elements, and the track is modelled by considering the two rails directly connected to the deck of the bridge through fastenings. The track system is intended to be with timber sleepers, which are considered as a rigid body in the present application. The section geometrical properties of the main structural members, shown in Figure 1, are collected in Table 1, while the resulting first bending and torsional natural frequencies of the span are gathered in Table 2.



Rail fastening are spaced along the track every 0.6 m, and reproduced by equivalent elastic springs and viscous elements, with the vertical stiffness of each fastening being equal to 0.95 × 108 N/m. The scheme is completed with a portion of ballasted track located at each extremity of the bridge span.




2.2. Representation of the Damage


When dealing with steel truss bridges, one of the most likely-to-happen damage consists of a partial or total degradation of the fastenings in correspondence of the connections of the bridge elements. Chool-Wu Kim et al. [34] propose an experimental campaign on highway, in which a corrosion damage is reproduced by means of a fully severed diagonal element. The damage is caused artificially, but it is based on real observations performed on a Japanese truss bridge (i.e., Kisogawa bridge), according to [32,35]. In [35] Yamada shows that corrosion phenomena can lead to the total inefficiency of the connection between diagonal elements and lower chords on a steel truss bridge. A similar defect was observed, again in Japan on a steel truss bridge, precisely on the Honjo Ohashi bridge [32]. Following these researchers, two structural defects are considered in this paper, affecting, respectively, the connection of a diagonal member of the side wall (Section 2.2.1), and the deck in correspondence of the cross-girder connection with the lower chord (Section 2.2.2). The finite element schematization adopted following the main geometry of the real structure enables location of the damage in correspondence with the considered nodal connection.



2.2.1. Damage of Diagonal Elements in the Bridge Side Wall


The first damage considered represents a degradation of the connection between a diagonal member and the lower chord. The structural components involved in the damage are highlighted with the dashed green circle shown in Figure 2. In case of total damage, the lateral element does not contribute to the global stiffness matrix of the bridge, since it does not transmit any axial action, but its mass still remains in the model, sustained by the upper connection. This damage can then be modelled by removing the diagonal element from the finite element model of the bridge, and by applying a concentrated inertia at the connection of the removed element with the upper chord (indicated with the black circled marker in Figure 2).



A less severe damage condition, which might occur in the case of partial degradation, is modeled through a reduction in the Young’s modulus of the damaged diagonal member in the FEM model. Clearly this way represents only the overall effect of the damaged connection on bridge dynamics. Three different defect entities have been considered, with a reduction in the Young’s Modulus equal to 30%, 50% and 70%, respectively, with respect to the nominal value.



For each damage type, the simulation plan is carried out by modelling the defect at different positions along the bridge span: this was done in order to assess whether and how the damage location affects the outcome of the detecting algorithms, either in terms of damage detection (i.e., false negative or false positive) or of accuracy in damage localization.




2.2.2. Damage on a Deck Cross-Girder


The second kind of damage simulated aims at representing a degradation of the connection between the lower chord and the cross-girders, as represented in Figure 3.



The beam fastenings might then be affected by bolts’ looseness and consequently by a reduction in the joint pressure and tightness, causing the bolts’ rods to touch with the inner surface of the related holes. As a consequence, due to stress concentration, some cracks may generate and propagate, further decreasing the strength of the joint.



This situation is modelled through an equivalent spring connecting the cross-girder to the lower chord, by substituting the last 200 mm of the deteriorated cross girder with the spring element. The springs are mainly described by two components, one in the z direction and a torsional one around the longitudinal axis x. Two damage entities have been considered in the simulation plan, namely a more severe one (with    K z  = 0.67 ×   10  7    N /  m   and     K  ϑ x   = 0.143 ×   10  8    Nm / rad  ) and a milder one (with    K z  = 0.616 ×   10  8     N  /  m   and     K  ϑ x   = 0.900 ×   10  7    Nm / rad  ).



The first one represents more severe damage affecting the connection between the cross-girder and lower chord. The second one represents, on the other hand, damage at an earlier stage. In this last case, proper values of the stiffness components have been computed by assuming a reasonable relative vertical displacement (i.e., 1 mm) between the two ends of the spring in the presence of a static load of 160 kN, applied on the two rails. This displacement was chosen as a valid and reasonable representation of the bolt clearance.





2.3. Track Irregularity Profile


The presence of track irregularity, and its degradation in the long term, is a disturbing factor which affects the effectiveness of diagnostic methods based on the comparison of a damaged condition against a healthy reference condition. The damage effect might indeed be masked by the evolution of track irregularity.



For this reason, the paper investigates the stability of the outcome obtained by diagnostic algorithms when the accelerations simulated on-board of the vehicle are affected by different levels of track geometrical irregularity.



The irregularity profiles exploited are based on the power spectral density functions provided by report ORE B176 [36]. Different levels corresponding to different fractions of the original PSDs reported in the standard are considered to properly evaluate the robustness of the algorithms for increasing levels of irregularity.



Since the considered bridge is equipped with a non-ballasted track, a lower level of irregularity is set along the bridge span, compared to the two ballasted sections preceding and following the bridge span. This assumption is supported by the fact that, in the absence of permanent deformation of the bridge deck, the only enduring track displacements occurring along the bridge span may be those caused by the local degradation of the timber sleepers.



Two slightly different track profiles are adopted for the case of healthy and damaged bridge to account for a degradation occurring on the same track in a certain period of time. An example of the difference in track irregularity degradation adopted is reported in Figure 4: two different profiles can be observed, one exploited for the damaged bridge and one for the healthy bridge assumed as a reference.



The two profiles are described by two respective values of RMS that differ by 8%. This degradation can be assumed to be mild when dealing with a non-ballasted track [23], but it shall still be considered, since what is important is not simply the level but the associated derivative that causes variations of the vertical acceleration of the wheels.




2.4. Train Model


Two different train types are considered, respectively, featuring a standard two-bogie configuration for each carbody (the TSR train model) and by shared bogies between adjacent carbodies (the CSA train model). A scheme of the two trains is reported in reference [23] together with their dynamic and geometric parameters, not reported here for the sake of conciseness. The carbody and bogie frame have vertical, lateral, roll, pitch and yaw motions, while the wheelsets have vertical, lateral, yaw and roll motions.



The trains speed is in the range 80–140 km/h, corresponding to the real operating condition.





3. Numerical Algorithms for Signal Processing


This section presents the mathematical tools used to process the acceleration signals to be measured onboard. Two time-frequency domain algorithms are exploited, namely the Continuous Wavelet Transform (CWT) and the Huang-Hilbert Transform (HHT). The analysis is carried out by comparing the acceleration simulated in the case of the damaged bridge to the that corresponding to the healthy bridge. The need for comparison of two signals acquired during different train passages on the bridge implies, as a prerequisite, the adoption of precise train localization systems, in order to accurately localize the measurement along the track during the train run [37].



Bogie frame accelerations are considered for the analysis, under the assumption that the accelerometers to be used on the real train can be positioned on bogie frame on right and left side, in correspondence with the axle-boxes. It is worth reminding that the location of the accelerometers is of primary importance [23]: sensors mounted on the axle box require a higher full scale due to the higher level of acceleration they are subjected to, necessarily resulting in lower sensitivity. On the contrary, sensors mounted on the bogie frame can have a lower full scale and higher sensitivity, thanks to the filtering action provided by the primary suspension system.



3.1. Continuous Wavelt Transform (CWT)


The first procedure that is used for damage detection uses the Continuous Wavelet Transform (CWT) to extract useful indexes from the acceleration on the bogie frame.



The CWT [38] can exploit different waveforms to extract time-frequency information from the processed signals, as recalled in the following equation:


   C  s , τ   =  1   s      ∫   − ∞  ∞  x  ( t )  ·  ψ  s , τ  *   (    t − τ  s   )  d τ    



(1)




where τ represents the s time shifting value and s is defined as a scaling factor. Therefore, once the two parameters are set,     ψ  s , τ  *   (    t − τ  s   )    represents a copy of the original mother wavelet scaled by s and centered around time τ. The wavelet coefficients indicate, along the time axis, if the shape associated to the defect is present in the time history of the acceleration on the bogie. The choice of a specific mother wavelet among those available in the literature can be made according to the features to be captured from the signal under analysis, which makes a CWT-based method versatile and flexible as a mean to extract a given signature in a time series. According to previous studies and to the oscillating pattern of the acceleration signals we dealt with in this work (see for example Figure 7, the choice fell on a real-valued Morlet Wavelet.



The scheme of the algorithm flow reported in Figure 5 shows that the CWT is applied separately to the accelerations measured in the case of the healthy and damaged bridge, respectively. Every time a train runs along a specific bridge, the wavelet coefficients of the current acquisition are evaluated and subtracted to the wavelet coefficient of the reference acquisition, corresponding to the healthy state of the bridge. The absolute value of the difference between the two series of CWT coefficients is then calculated: any peak pointing out a relevant difference between the current and the reference signal would indicate the presence of a defect and its position along the bridge span. The possibility to analyze, in a wayside server, data from different trains of an instrumented fleet would enhance the capability of the diagnostic system to filter outliers or false positives.



The comparison between the coefficients of the CWT calculated separately on the damaged and healthy time series, instead of calculating the CWT of the difference between the two time series, is expected to give some advantages in terms of lower sensitivity to extraneous effects not related to the damage.



This aspect will be investigated when considering the impact of different track irregularity in the damaged and healthy conditions.




3.2. Huang Hilbert Transform (HHT)


The second approach proposed in the paper uses the Huang-Hilbert Transform, which is generally adopted for the time-frequency analysis of non-stationary, nonlinear real time signals. It provides time-frequency information from the processed signal, through two steps:




	
In the first step the empirical mode decomposition is applied, dividing the signal into different intrinsic mode functions (IMFs).



	
In the second step the Hilbert transform is applied, from which the instantaneous frequency and the energy of the signal are obtained [39].








The plot of the Hilbert spectrum provides the time-frequency information about the processed signal. This procedure has been exploited in the diagnostics of railway infrastructure [40], while herein it is applied to drive-by methods for the condition monitoring of railway bridges.



As shown in the flow chart of Figure 6, in this work the HHT is directly applied to the difference of the acceleration signals in the time domain: this is necessary to perform the IMF. A peak in terms of instantaneous energy, always associated to a specific frequency, allows detection of the presence of the damage and estimation of its position along the bridge.





4. Results


This section illustrates the results obtained by applying the two aforementioned procedures to the acceleration simulated on the leading bogie of the train. The outcomes achieved from the bogie accelerations corresponding to the side of the bridge damage are shown, with an increasing level of complexity of the simulations to evaluate the robustness of the two methods to disturbing factors.



As a reference example, the results obtained for the CSA train running at 100 km/h are reported, as well as all the remaining combinations of train and speeds leading to consistent results, as reported in the following sections.



The first results presented illustrate the application of the procedures corresponding to the damage affecting the connection between the lower chord and a diagonal member of the bridge, as described in Section 2.2.1. Total damage on the second diagonal member of the third module of the bridge (see Figure 2) is considered, located at around mid-span. For clarity, in this introductory example no track irregularity is included in the simulation. Figure 7 compares the accelerations obtained on the leading bogie of the CSA train in case of a healthy and a damaged bridge, respectively. In the figure, as in all the following ones in this section, the two vertical black lines identify the two extremes of the damaged diagonal chord. The difference between the accelerations corresponding to the healthy and the damaged bridge is clearly visible in an area wider than the one directly affected by the defect. Although the defect is local, it extends its influence to a larger portion of the bridge.



Figure 8a reports the position–frequency map of the difference of the CWT coefficients of the damaged and healthy condition, while the results of the HHT are reported in Figure 8b. In both the cases, the maxima of the index revealing the presence of the damage can identify the damaged region, although the HHT instantaneous energy peak falls at the right margin of the affected region.



The frequencies associated to the peaks detected by the two methods are rather similar (3.68 Hz and 4.2 Hz, respectively), so that the damage-related frequencies can be considered dependent on the nature of the damage itself rather than on the method used to detect its presence. The identified frequencies change proportionally with the train speed, so that they can be related to the extension of the region of influence of the damage on the bridge behavior.



The damage-related frequencies identified from the analysis do not change when an irregularity profile is added to the track. Figure 9 shows the accelerations on the leading bogie in case of the healthy and the damaged bridge with the same track profile (i.e., level 3, the highest level adopted).



Figure 10 reports the results obtained through the CWT (Figure 10a) and the HHT (Figure 10b). Again, the actual damage positions are correctly identified by the CWT and the HHT (the peak falls at the left margin of the damaged region), with damage-related frequencies (i.e., 3.68 Hz and 4.5 Hz, respectively) similar to those observed in Figure 9 without track irregularity. It can be therefore inferred that these appear to be related to the signature of the defect affecting the structure. As in the results of Figure 9, the HHT performs less precisely in locating the defect.



The better performances of the CWT compared to the HHT becomes more evident when the irregularity profile adopted for the damaged-bridge and the healthy-bridge simulations is slightly changed, to represent the track degradation with time which might occur between two consecutive observations. The difference in the irregularity profiles was of the same order as the ones reported in Figure 4: as stated before, the RMS of the two profiles differs by 8%. Figure 11 reports the results obtained by means of the CWT (Figure 11a) and the HHT (Figure 11b).



The CWT is still able to identify the damaged region, whereas the HHT results are affected by the change in the track profile which occurred in the two simulations. In the HHT result of Figure 11b, indeed, the maximum peak of instantaneous energy is detected outside the bridge span. The Continuous Wavelet Transform is therefore proven to be more robust to track profile changes. In this case, the damage-related frequency is similar to that presented in the previous cases (i.e., Figure 8a and Figure 10a), which confirms that it is actually related to the damage presence rather than to the track profile.



Furthermore, the CWT was also found to be robust to the presence of measuring noise, which was modelled in this work by means of a gaussian variable whose standard deviation is 10% of the RMS of the original signal. In fact, as shown in Figure 12, the CWT is still able to correctly identify the damage position across the bridge span, in the presence of a change in terms of track profile, and with the addition of measuring noise.



The results of the entire set of simulations carried out showed that, in the case of the time-invariant profile (and of course without the track irregularity profile), good identification performances are also obtained in the case of lower entity of the damage (i.e., partial damage modeled as described in Section 2.2.1), for both the CWT and HHT methods. However, when modelling a variation of the irregularity profile, even the effectiveness of the CWT method depends on the amount of change in the irregularity profile, and the severity of the damage. Only the total damage, representing a full disconnected joint, was detected for any tested change in track irregularity between the damage and healthy case simulation. Mild damages, on the contrary, are hidden even by low changes in the track profiles.



4.1. Influence of Damage Position


This section investigates the influence of the damage position on the results of the CWT and HHT diagnostic algorithms, without track irregularity. Figure 13 reports the damage-related frequencies as a function of the position of the defect along the bridge span. The results refer to the case of total damage of the diagonal chord.



The trends representing the damage-related frequency obtained from CWT and HHT show almost total agreement, enough to infer that the position of the damage along the bridge does not affect the coherence in terms of frequency information provided by the two different methods.



The damage-related frequency does not change significantly with the defect position, being in all cases close to the frequency values already given in Figure 8, Figure 10 and Figure 11. An exception was found in the points corresponding to the case in which the damage is located in the first module of the bridge (positioned at about 3 m), in which a dominant peak is visible at about 9 Hz. In this occurrence, the lower frequency peak is still present (represented with thinner circles), but it becomes a secondary peak compared to the main one at 9 Hz.



Modal analysis showed that a local mode of vibration at around 9 Hz, caused by the inefficiency of the diagonal chord, appears only in the cases in which the damage affects the first or last module in the bridge. On the other hand, it is not present when the damage is located along the other bridge modules; this may be due to the higher elastic energy which would occur for the local mode shape. This mode shape is represented in Figure 14.



The 9 Hz frequency peak is indeed also found in the CWT when the defect affects the last module, but in this case the dominant peak is the one at low frequency, which is therefore represented in Figure 13 (at the x-axis position of about 18 m): again, the secondary peaks (in terms of magnitudes) are represented with thinner circles.



The above-made observations point out that the damage-related frequency is generally due to the area of influence of the defect (being therefore dependent on train speed), but in some circumstances it can also be related to a mode of vibration of the structure, being therefore independent of train speed.



With the view to applying the drive-by method to a real bridge case, a preliminary modal analysis of the structure should therefore be carried out through FEM simulation of possible damaged configurations. This would allow estimation of the possible frequencies involved in the damaged structure, setting of a frequency range in the results of the CWT algorithm to maintain monitoring during the operation of the diagnostic system.



Figure 15 illustrates the magnitudes of the diagnostic indexes (i.e., CWT and HHT output) as a function of the location of the damage along the bridge span. It is possible to notice that defects occurring at the extremes of the bridge lead to higher magnitudes, if compared to the cases in which the damage affects the structure closer to mid-span. This is clearly visible in both the cases of damage affecting the first and the last module, and therefore not only in the case in which the 9 Hz normal frequency is involved. The reason is due to the fact that at the ends of the bridge the diagonal elements face higher shear forces, so the damage under analysis, involving a diagonal element of the side wall, leads to a more intense difference in the behavior of the bridge under the train passage. This is in agreement to what was observed by the authors in [31,32].



Finally, Figure 16 shows the trend of the relative identification error defined as the difference between the estimated damage position and the closest end of the region affected by the damaged diagonal member, divided by the bridge length. When the estimated damage position falls inside the currently deteriorated region, the relative identification error is null.



As for the train’s speed influence, Figure 16 reports the values of the relative identification error as a function of the position of the defect along the bridge span. The reported results, referring to the CWT algorithm, correspond to simulation cases in which a different track irregularity was adopted in the simulations of the damaged and healthy bridge.


  E r r o r % =    |  E s t i m a t e d   d a m a g e   p o s i t i o n − C l o s e s t   d a m a g e s   e l e m e n t   e n d  |    B r i d g e   L e n g t h   · 100  



(2)







The performances in locating the defect are rather good even in presence of a limited change of irregularity between the healthy and the damaged structure, and they are better when the damage is located close to or beyond the bridge mid-span.




4.2. Damage between Cross Girders and the Lower Chord


This section presents the simulation results corresponding to the second kind of bridge damage simulated, affecting the connection between the cross girders and the lower chord. This kind of defect was found to be more easily detectable by the proposed algorithm, being closer to the train wheel and therefore to the actual interaction point between the bridge structure and the vehicle. It was also detected in the case of mild defect, when changing the track irregularity between healthy and damaged cases.



Figure 17 illustrates the trend identified by the CWT and HHT algorithms in terms of damage-related frequency. The results refer to the CSA train travelling at 100 km/h, in the absence of track irregularity. Again, it is possible to state that the two time-frequency methods led to similar results in terms of frequency identification. The damage-related frequency is similar to the one identified for the previous kind of defect (Figure 13), meaning that the zones of influence of the two defects are rather similar. Moreover, the effect of the bridge damage on the first bending mode of vibration occurring at 16 Hz, is not large enough to be detected by the passing train.



Figure 18 is intended to investigate a possible dependence of the diagnostic indexes on the position of the damage along the bridge span. Compared to the previous damage scenario in Figure 15, it is possible to notice that for this defect the peak values seem to be less sensitive to damage position. On the other hand, the index magnitudes are generally higher, due to the fact that a defect affecting the cross-girder and the lower chord is closer to the points of interaction between the train and the bridge structure.



Finally, Figure 19 illustrates the identification performances of the CWT method as a function of the travelling speed and damage position rail vehicle. Since this type of defect is more local than the previous one, the relative identification error is redefined in Equation (3) as the difference in the estimated defect position and the actual deteriorated cross-girder position, over the length of the bridge:


  E r r o r % =    |  E s t i m a t e d   d a m a g e   p o s i t i o n − A c t a u l   d a m a g e   p o s i t i o n  |    B r i d g e   L e n g t h   · 100  



(3)







The relative identification error identified in the case of damage between the cross girders and the lower chord is less dependent on the damage position, compared to the case of a defect affecting a diagonal element in the bridge side wall (see Figure 16). This may be due to the more direct coupling existing between what is sensed by the vehicle travelling on the bridge and the damage occurring on the cross-girder, rather than on the diagonal chord.



Before moving to conclusions section, it is important to remark that the relative identification error performances were computed differently due to the diverse nature of the two damages, in the sense that, while the diagonal element extends longitudinally (across the bridge span), the cross-girder, instead, is transverse to the bridge’s longitudinal axis.





5. Conclusions


This paper investigated the feasibility of drive-by methods for identifying the presence of damage in a Warren bridge, with single track, short span and a track with a wooden sleeper, which is a kind of bridge still present in regional railway lines. The study was carried out by means of the simulation of train/track/bridge interaction, considering specific defects consisting of loss of efficiency and till full failure of the connection between a generic diagonal member or cross-girder and the lower chord. The adoption of a model that reproduces the layout of the main structural members is a step forward in the field of drive-by methods.



Two different time-frequency algorithms, namely the Continuous Wavelet and the Huang-Hilbert transforms are adopted, both of them being based on the comparison between the acceleration signals measured on healthy and damaged bridge, respectively. In order to introduce disturbing effects which may affect the feasibility of this approach, a change of irregularity is assumed in the healthy and damaged bridge simulations, to represent a rail degradation occurring with time between consecutive runs on the bridge.



Two different damage scenarios are considered: the first one involves damage affecting the connection between the side wall diagonal members and the lower chord, while the second one regards the joint between the cross-girder and the lower chord. Different entities of the defect, different track profiles, travelling speeds and trains are considered in order to properly assess the capability of the algorithms to identify damage presence and position.



Regarding the two time-frequency algorithms the main outcomes can be summarized in the following points:




	
Both the Continuous Wavelet (CWT) and the Huang-Hilbert (HHT) transforms show promising results in terms of damage identification in presence of a time-invariant track profile. This result might be of practical interest, since tracks directly linked to the bridge deck are likely to show a very contained degradation.



	
The damage-related frequencies identified by the two algorithms are in agreement with each other. They mainly depend on the zone of influence of the defect and are therefore dependent on the train speed. However, for some specific cases, the presence of the defect can generate local modes of vibration, whose natural frequency can be detected by bogie accelerations in the case of the damaged bridge.



	
The CWT is shown to be more robust than HHT to changes in the rail irregularity profiles. In fact, while the CWT also provides good results in the case of a varied irregularity profile in the cases of the healthy and the damaged bridge, the HHT becomes ineffective, not being able to identify the defect position with sufficient accuracy.



	
When considering a time-variant irregularity, the effectiveness of the proposed method depends on the damage severity and entity. In fact, when dealing with partial damages, the exploitability of the approach is a trade-off between the damage level and the entity of the variation of the irregularity profile. In other words, time-variant track profiles may hide the damage component, especially in the case of mild damages.



	
Another aspect that, according to authors, deserves to be further discussed is the effect that changes in terms of environmental condition could have on drive-by methods. It is true that the proposed indirect methods have the advantage of being non-modal parameter-based, and therefore they should be less affected by environmental changes as discussed in the introduction. Moreover, it is worth mentioning that the damage-related frequency (around 4 Hz) is far from the first bridge bending frequency (16 Hz). Anyway, a future outlook rising from this work could be represented by the investigation of the effect of environmental changes, such as temperature seasonality, on the vehicle-bridge interaction (VBI).








Furthermore, the two damage scenarios led to the following remarks:




	
In the case of a damage scenario involving a deteriorated connection of the bridge side wall member with the lower chord, the defect identification performances are dependent on the location of the damage along the span. Moreover, a different bridge dynamic behavior was observed when the damage was located in the first or the last truss module.



	
In the second damage scenario, in which the damage occurs on the cross-girder and is therefore more directly sensed by the vehicle travelling along the bridge, the magnitudes of the diagnostic indexes are higher. Both the index magnitudes and the damage positioning error are less sensitive to the position of the damage along the bridge span.








Despite some limitations, the results achieved in this paper encourage further research on the topic of drive-by methods, including more aspects related to real operation.
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Figure 1. The scheme of the open Warren truss bridge considered in the paper. 
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Figure 2. Total damage affecting the side wall diagonal chord. The blue points represent: inside the bridge, the mass of the damaged element concentrated in a specific node, encircled in black, while outside, they represent sleepers masses. The blue lines outside the bridge, identify rail pad connections, modelled by means of springs. 
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Figure 3. Damage affecting the connection between the cross-girder and lower-chord (green dashed circle). The blue points represent sleepers masses. The blue lines outside the bridge, identify rail pad connections, modelled by means of springs. 
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Figure 4. Vertical track irregularity. Example of the differentiation of the vertical profile in the case of a healthy and damaged bridge (instance for the right rail). 
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Figure 5. Scheme illustrating the way in which the CWT was used in the present work. 
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Figure 6. Scheme illustrating the way in which the HHT was used in the present work. 
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Figure 7. Leading bogie accelerations corresponding to the healthy and the damaged bridge. The CSA train travelling at 100 km/h, in the absence of irregularity and total damage affecting the side wall diagonal chord. 
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Figure 8. Damage detection results in the absence of track irregularity; the CSA train travels at 100 km/h and total damage on the fastening between the diagonal member and the lateral chord is considered (a) Module of the difference in wavelet coefficients. (b) Hilbert spectrum. 
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Figure 9. Leading bogie front right accelerations in the case of the healthy and the damaged bridge, respectively, and the time-invariant irregularity profile. Results are for the CSA train travelling at 100 km/h. 
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Figure 10. Damage detection results in the presence of track irregularity, with the CSA train at 100 km/h showing total damage on the fastening between the side wall diagonal member and the lateral chord. (a) Module of the difference in wavelet coefficients. (b) Hilbert spectrum. 
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Figure 11. Damage detection results in the presence of different track irregularities in the healthy-bridge and damaged-bridge simulations with the CSA train at 100 km/h and total damage on the fastening between the side wall diagonal element and the lateral chord shown. (a) Module of the difference in wavelet coefficients. (b) Hilbert spectrum. 
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Figure 12. CWT damage detection results in the presence of different track irregularities in the healthy-bridge and damaged-bridge simulations and measuring noise. 
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Figure 13. Damage-related frequency identified through CWT and HHT as a function of damage position. 
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Figure 14. Local mode shape arising when the damaged diagonal member is positioned in the first module of the truss bridge (the missing AB diagonal member represent the damaged element). 
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Figure 15. Index magnitudes as a function of damage position across the bridge span, with the CSA travelling at 100 km/h and without track irregularity. 
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Figure 16. Relative identification error as a function of travelling speed and damage position, with the CSA train and a slight change of irregularity profile. 
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Figure 17. Damage-related frequency identified by HHT and CWT, respectively, as a function of damage position, in the case of severe damage affecting the cross-girder connection. 
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Figure 18. Trend of coefficients maximum magnitudes as function of damage position. CSA train travelling at 100 km/h, and no track irregularity. 
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Figure 19. Relative identification error as a function of damage position and travelling speed With the CSA train, severe cross-girder damage and mild change of irregularity between the two runs. 
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Table 1. Span dimensions, natural frequencies and geometrical properties of each element shown in Figure 1.
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Element

	
Section Area

	
Torsion Constant

	
Principal Moment

	
Principal Moment




	
A (m2)

	
It (m4)

	
I2 (m4)

	
I3 (m4)






	
1

	
0.0143

	
  1.54 ×  10−6

	
  2.12 ×  10−4

	
  1.8 ×  10−4




	
2

	
0.0148

	
  1.91 ×  10−6

	
  2.14 ×  10−4

	
  1.4 ×  10−4




	
3

	
0.00615

	
  9.2 ×  10−7

	
  1.65 ×  10−4

	
  4.1 ×  10−5




	
4

	
0.0013

	
  4.6 ×  10−7

	
  8.2 ×  10−5

	
  2.1 ×  10−5




	
5

	
0.0167

	
  6.6 ×  10−7

	
  8.97 ×  10−4

	
  1.9 ×  10−5




	
6

	
0.0048

	
  6.4 ×  10−7

	
  2.3 ×  10−4

	
  2.2 ×  10−5
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Table 2. Span dimensions and natural frequencies.






Table 2. Span dimensions and natural frequencies.





	Span length
	21.42 (m)



	Height
	3.71 (m)



	Width
	4.5 (m)



	1st bending mode
	16 (Hz)



	1st torsional mode
	19.5 (Hz)
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