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Abstract: Cloud computing systems are rapidly evolving toward multicloud architectures supported
on heterogeneous hardware. Cloud service providers are widely offering different types of storage
infrastructures and multi-NUMA architecture servers. Existing cloud resource allocation solutions
do not comprehensively consider this heterogeneous infrastructure. In this study, we present a
novel approach comprised of a hierarchical framework based on genetic programming to solve
problems related to data placement and virtual machine allocation for analytics applications running
on heterogeneous hardware with a variety of storage types and nonuniform memory access. Our
approach optimizes data placement using the Hadoop File System on heterogeneous storage devices
on multicloud systems. It guarantees the efficient allocation of virtual machines on physical machines
with multiple NUMA (nonuniform memory access) domains by minimizing contention between
workloads. We prove that our solutions for data placement and virtual machine allocation outperform
other state-of-the-art approaches.

Keywords: cloud computing; resource allocation; genetic algorithm

1. Introduction

We live in an ever-growing digital world with an increasing reliance on data. Enor-
mous volumes of data are now being generated, and it is expected that the amount of
global data accumulated will exponentially increase to 175 Zettabytes (ZB) by 2025 [1]. Due
to the potential benefits of big data to business, companies and information technology
leaders now need to obtain value from all kinds of data [2]. The use of cloud computing
(CC) systems is a suitable choice for dealing with massive data by providing sufficient
analytic capabilities and processing power necessary to extract the value from these data,
which must be stored, processed, and analyzed efficiently [3].

Multicloud architectures have emerged as solutions to improve scalability and avail-
ability, and to reduce vendor lock-in risks. These systems are also increasingly incorporating
different types of storage and multi-NUMA servers. Recently, few efforts have tackled the
problems of data placement separately on heterogeneous storage infrastructure [4] and
virtual machine allocation on servers with multiple NUMA domains [5], and intelligent
cloud resource allocation [6,7]. However, these approaches exclude some cloud storage
types and shared memory patterns of applications, which are meaningful considerations
for efficient resource allocation. There is a need for comprehensive approaches to take
advantage of this increasingly available infrastructure.

Apache Hadoop is an overall cloud framework for running analytics applications on
commodity clusters [8], and the Hadoop Distributed File System (HDFS) allows for the
storage and processing of a significant amount of data. This file system can also work with
heterogeneous storage systems and can take advantage of their benefits, although data
placement algorithms are usually unaware of this. Additionally, most cloud environments
offer NUMA physical machines, which can be exploited to improve the performance of
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an application. Resource allocation algorithms can take advantage of the NUMA infras-
tructure by mapping computation close to memory while avoiding overheads related to
shared memory and data movement. In this work, we propose a hierarchical framework
comprised of a set of genetic programming algorithms to solve data placement problems
on heterogeneous storage and virtual machine allocation on multi-NUMA servers present
in current cloud systems.

In Section 2, we provide key background information on cloud infrastructure for data
storage and processing and a brief introduction to virtual machine allocation on NUMA
nodes. The contributions of this study are then described in detail (Sections 3 and 4), as
follows:

• A resource allocation hierarchical framework (Section 3) based on: (i) an improved
version of our data placement algorithm previously presented in [9], which can now
handle multicloud storage, and (ii) an algorithm for efficient virtual machine allocation
that can handle NUMA domains and the shared memory patterns of applications.

• A formulation of the problem of virtual machine placement on NUMA nodes as a
genetic programming problem, and an implementation of an algorithm based on this
formulation that optimizes virtual machine allocation, with the aim of improving the
performance of applications running on virtual machines allocated to NUMA nodes
(Section 3.1).

• A comparison of our genetic programming algorithms against alternative resource
allocation algorithms by applying them to a big data cluster and NUMA nodes, and
running a set of benchmarks that represent scientific applications (Section 4).

Finally, we give an overview of related work in this area (Section 5) and present our
conclusions and suggestions for future work (Section 6).

2. Background

In this section, we describe the cloud infrastructure for data storage and processing
considered for our approach. We also describe several optimization methods that have
been used to solve the problem of resource allocation in CC environments.

2.1. Cloud Infrastructure for Data Storage and Processing

The use of a distributed infrastructure in the cloud to support ample data storage and
processing is widespread. One of the most commonly used file systems is HDFS. Similarly,
most cloud providers provide NUMA nodes that can be used to optimize the allocation of
virtual machines. Our approach takes advantage of this computational infrastructure and
is described below.

2.1.1. Hadoop Framework

Apache Hadoop is a framework written in Java that can be used for the distributed pro-
cessing of large datasets across clusters of computers using simple programming models [8].
Hadoop distributes data via nodes and parallelizes analysis tasks so that each node in the
cluster processes part of the data, which speeds up the process. Hadoop allows working
with the analysis of structured, semistructured, and unstructured datasets.

Hadoop Distributed File System

HDFS allows for the storage of very large files and runs on clusters of commodity
hardware [10]. Although Hadoop provides its own file system, its use is not mandatory,
and the option to use other file systems is offered. However, HDFS has features that make
it unique and particularly appropriate for the storage of data for analysis. The number of
data replicas used for storage and the size of the data block can be set. The use of replicas
ensures high availability in the cluster, protects data against losses, and improves data
locality by reducing data movement between nodes. The default block size in HDFS is 128
MB, which is large in comparison with the block sizes used by other systems [10]. Since
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HDFS is optimized for large archives, a large block size improves the performance of data
transfers.

Hadoop Heterogeneous Storage

Hadoop Heterogeneous Storage has been integrated since version 2.3, and allows for
the use of four different storage types: RAM_DISK, SSD, HDD, and ARCHIVE (an external
storage resource). These storage types are controlled or used via storage policies that define
where each file or folder is to be stored.

Hadoop offers six storage policies: Lazy_Persist, ALL_SSD, One_SSD, Hot (default),
Warm, and Cold [11]. Each of these policies uses a specified type of storage or a mix of
types. Although several of these policies use only one type of storage, none exclusively use
RAM_DISK; we therefore created a new policy called ALL_RAM, which allows us to store
files only in RAM_DISK [9].

2.2. Virtual Machine Allocation on NUMA Nodes

The number of cores per chip is constantly increasing, meaning that the memory
bandwidth is becoming a performance bottleneck in centralized memory architectures such
as uniform memory access (UMA). The processing speeds of CPUs are becoming faster than
those of memory, and memory access, especially when it is remote, is typically inefficient.
NUMA architecture helps to solve this problem, as it allows each processor to access the
memory used by other processors [12]. On-chip interconnections allow processors to access
each other’s memory using their memory controller, which reduces memory contention
and increases the memory bandwidth per core [12]. The efficient allocation of NUMA
domains and shared memory can impact the performance of virtual machines, and these
should therefore be considered when designing an efficient virtual machine allocation
scheme.

2.3. Optimization Methods for Cloud Resource Allocation

In the following sections, we describe the optimization schemes used by several
algorithms used to solve the problem of resource allocation in CC environments.

2.3.1. Simplex

In this method, the problem usually has some constraints that can be represented
by a region called the feasible region. The point that can take on an objective function’s
maximum or minimum value is generally located in this region.

The simplex method is based on the following assumption: if an objective function Z
does not have a maximum/minimum value at a vertex A, there is then an edge from A to
another vertex that improves the value of the objective function.

This algorithm applies an iterative process that improves on the solution to the
objective function in each iteration. The process finishes when this value stops changing,
i.e., when the optimal solution has been found [13].

The process can start at any point, and the value of this point in terms of the objective
function is evaluated. At each iteration, the algorithm will find another point that improves
on the previous solution. A central feature of this method is that these points form the
vertices of the region determined by the problem constraints. A search is performed by
moving along the edges of this area, moving from the current vertex to an adjacent one
that gives a better value of the objective function. Whenever there is a feasible region, it
will be possible to find a solution, as the numbers of vertices and edges are finite [13].

This method only works when the constraints on the problem are inequalities of type
“≤” (less than or equal to). The independent coefficients of the constraints must also be
greater than or equal to zero. This method is used to solve linear problems, meaning that
the constraints must be standardized so that they comply with these requirements before
the simplex algorithm is applied. If restrictions of type “≥” (greater than or equal to) or
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“=” (equality) arise after this process, or if these cannot be changed, other methods must be
applied to find a solution [13].

Although linear problems can be solved using the simplex algorithm with a graphical
method, this approach is limited by the number of decision variables in the formulated
problem, since it is not possible to show more than three dimensions graphically. In this
method, each vertices is evaluated using the objective function to select the best solution.

2.3.2. Generalized Reduced Gradient

In the same way as simplex, the generalized reduced gradient (GRG) is a numerical
method that can solve a linear problem, although there are several differences between
the two methods. The first is that GRG can solve nonlinear problems. It is also an indirect
method, as it uses derivatives to find the direction of the possible solution [14].

Numerical methods are typically iterative processes that involve the following opera-
tions:

1. Selection of a direction;
2. Movement in the selected direction;
3. Analysis of the convergence criteria.

If the convergence criteria are not met after Step 3, the algorithm returns to Step 1.
Numerical methods can be classified into two types:

• Direct, in which the objective function determines Step 1;
• Indirect, in which the derivative of the objective function determines Step 1.

Step 1—Selection of a Direction

GRG is an indirect numerical method that uses the derivative of the objective function
to select the direction of the search. This search aims to find the optimal value of the
solution [14].

The gradient of the function indicates the maximum growth in the value of the solution.
The maximum value is therefore the goal, and the direction of the gradient (∇ f ) should
be selected. If the best value is a minimum, the correct direction will be opposite to the
direction of the gradient (∇ f ) [15].

Step 2—Movement in the Selected Direction

After the direction of movement has been selected, the step length λ (also known as
the sensibility factor) must be chosen. This factor may be constant or variable.

In this step, the algorithm looks for the next vertex that will give a better value for the
objective function, i.e., we start from Xk and go to Xk+1.

If we are searching for a minimum, Xk+1 will be obtained as follows:

Xk+1 = Xk − λ∇ f (xk) (1)

whereas if we are searching for a maximum, it will be obtained as follows:

Xk+1 = Xk + λ∇ f (xk) (2)

Step 3—Analysis of the convergence criteria

This method needs to define a threshold value to determine if we have found a critical
point or a solution.

When the value of Xk+1 has been obtained, it will be evaluated using the objective
function f (Xk+1).

We then need to evaluate the next operation, | f (Xk+1)− f (Xk)| and if the result is less
than the threshold value, we have obtained a critical point or a solution.

Other convergence criteria are met when the value of the gradient is very small; if
∇ f (Xk)| is less than the threshold, we have obtained a critical point [15].
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In the case where none of the convergence criteria are fulfilled, we return to Step 1
and look for another possible critical point.

2.3.3. Genetic Algorithm

One of the most popular evolutionary algorithms is the GA. This type of algorithm
represents the solution to the problem in the form of a bit string. GAs are well known due
to their effectiveness and simplicity of implementation. Another reason for the popularity
of GAs is the existence of numerous theoretical studies of the underlying mechanisms used
to apply them to a problem [16].

Genetic algorithms begin generating problem solutions as a population of individuals.
This population then undergoes an evolutionary loop. Each iteration includes the following
processes: (i) selection, in which its composition is modified by eliminating specific indi-
viduals and reinforcing others; (ii) reproduction, in which new individuals are introduced;
and (iii) evaluation, in which evolution data such as the fitness value are updated [16].

3. Allocating Resources in Heterogeneous Cloud Infrastructures

This section describes the problems of data placement in heterogeneous storage sys-
tems and the allocation of virtual machines on NUMA nodes and our approach, comprised
of a hierarchical framework, to solving them using genetic programming. Figure 1 shows
the workflow of a user who requests VMs in order to run an application. In this workflow,
two main processes (shown in grey squares) are impacted by our genetic algorithms. Both
VM allocation and data placement are crucial in terms of maximizing the performance of
the application. In Tier-1 of the framework, our proposed VM allocation scheme is aware
of memory sharing patterns on NUMA nodes, and leverages a data placement mechanism,
in Tier-2, to take advantage of the available different types of storage.

Figure 1. Workflow for virtual machines resource allocation and data placement.

3.1. Tier 1: Node Allocation in the Cloud Using Genetic Programming

In CC environments, sharing computational resources such as memory and proces-
sors creates performance impacts when workloads are run simultaneously. The proper
allocation of resources can mitigate these impacts [17].

In this section, we describe our approach to mapping workloads to nodes in CC
systems. Specifically, we map virtual machines to physical nodes using a novel approach
based on genetic programming. To map virtual processors to physical processors efficiently
and to minimize the power consumption through server consolidation, our algorithm
considers how memory is shared between virtual machines when allocating physical
machines with multiple NUMA domains.
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3.1.1. Allocating Nodes to Virtual Machines

The CPU allocation problem in a multiprocessor system has a highly complex com-
putational solution. This is an NP-hard problem [18], and several approximate solutions
have been proposed based on heuristics [19,20]. This section focuses on mapping the
cores of a set of virtual machines to the cores of NUMA nodes in a CC system. Figure 2
shows an example of a possible mapping scenario. In this case, four virtual machines, each
with eight virtual cores, are mapped to a node with eight cores distributed in two NUMA
domains. For efficient mapping, the degree to which virtual cores share memory should be
considered in order to reduce the contention between them. Likewise, an ideal algorithm
would consolidate the virtual cores in the least number of cores in the physical node to
apply low energy consumption mechanisms to the idle physical cores.

Figure 2. Mapping 32 virtual cores to eight physical cores on two NUMA domains.

Additionally, this system should take advantage of the NUMA domains present in
physical machines by mapping virtual cores with a high degree of shared memory to the
same NUMA domain to reduce communication costs. Likewise, virtual cores that do not
share memory to a high degree should be mapped to different NUMA domains, with
the aim of reducing interference problems. Simultaneously, the algorithm should seek
to maximize the use of physical cores and reduce power consumption by consolidating
virtual cores into the fewest possible number of physical cores.

3.1.2. Problem Formulation

To solve the problem described above, we propose an evolutionary algorithm inspired
by genetic programming. Our objective function measures the utilization of each of the
cores in a physical node. Since the problem of mapping workloads to cores in multiproces-
sor systems is complex, this is a suitable problem to be addressed by a genetic algorithm.
In addition, in order to optimize the mapping to maximize utilization and facilitate consoli-
dation, several constraints and penalties must be considered to ensure that the benefits of
the NUMA architecture are exploited. In the following, we describe the objective function
and the variables used, and the restrictions on our model.

Variables

Table 1 summarizes the variables used in our formulation.
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Table 1. Problem model variables.

Variable Description

V Set of virtual cores
P Set of physical cores
Nv Number of virtual cores
Np Number of physical cores
Nm Number of NUMA domains
uij Minimal utilization required by a virtual core i on a physical core j

mij States if a virtual core i is mapped to a physical core j; if that mapping exits,
mij is set to one, otherwise, it is set to 0

Uj Physical core j utilization

Constraints

A virtual core must be mapped only to one single physical core:

∀i ∈ V, ∀j ∈ P
Np

∑
j=1

mij = 1 (3)

The maximum utilization of a physical core is 1:

∀i ∈ V, ∀j ∈ P
Nv

∑
j=1

uijmij ≤ 1 (4)

Objective Function

We consider two objective functions: one that seeks to maximize the utilization without
considering penalties for mappings that do not take advantage of the NUMA architecture
in an efficient way, and another that takes into account these penalties. We describe both of
these functions below.

Objective function without a penalty for NUMA mapping:

f = max∀j ∈ P
Np

∑
j=1

Uj (5)

where Uj > 0.
Objective function using penalties for inefficient NUMA mapping:

fp = f +
z

∑
i=o

ϑi ϕi (6)

where ϕi = 1 if a penalization is considered, and ϕi = 0 otherwise. The value chosen for
ϑi depends on how critical the penalty is. We consider two penalty levels: (i) a penalty
for each pair of virtual cores with a high degree of shared memory mapped to different
NUMA domains, and (ii) a penalty for each pair of virtual cores with a low degree of
shared memory mapped to the same NUMA domain.

3.1.3. The Genetic Programming Algorithm

Our algorithm initially generates a random set of mappings from virtual to physical
cores (represented as individuals in the population) and evolves towards the optimal
mapping solution. The algorithm carries out iterations (or generations) and evaluates the
optimality of the mappings generated in this way by selecting the individuals with the
best characteristics in each iteration. At the end of the iterations, the result will be the
best mapping solution. This algorithm is designed to respond quickly (usually within a
few seconds) and can be used in production environments for the allocation of computing
resources in real time.
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Chromosome

In our approach, a chromosome consists of a matrix in which the rows are virtual
cores, and the columns are physical cores. A value of one in a matrix cell indicates that a
virtual core is mapped to a physical core, while a zero means that the virtual core is not
mapped to the physical core. A valid chromosome must meet the following minimum
conditions: (i) each virtual core must be mapped only to one physical core, and (ii) the
utilization of a physical core must be less than or equal to one (100%). Furthermore, on a
chromosome with efficient mapping, virtual cores with a high degree of shared memory
are mapped to the same NUMA domain, while virtual cores that share less memory are
mapped to different NUMA domains.

Population Initialization

The initial population supplied to the genetic algorithm consists of a set of valid
chromosomes (usually 100 or more). Mapping matrices are generated randomly but
without violating the restrictions on mapping and maximum utilization.

Evaluation, Chromosome Repair, and Population Planning

For each of the chromosomes generated by the algorithm, their fitness is calculated by
applying the objective function described above. Our algorithm ensures a valid mapping:
all virtual cores must be mapped, and each must be mapped to only one physical core.
However, distributing the mapping of virtual cores to physical cores while guaranteeing
less than 100% utilization for each physical core is complex. This is an NP-hard problem
that is generally solved using heuristics. To ensure that our algorithm is efficient, we
do not attempt to repair a chromosome that violates the criteria for use. Instead, these
chromosomes are penalized. Finally, the population is ordered, using the obtained value
for the fitness as a criterion.

Penalties

Chromosomes that do not meet the restriction of maximum use of physical cores are
penalized. A penalty is applied to each core that does not meet the restriction. In order
to achieve a mapping that allows for the optimal use of the NUMA domains, we apply a
penalty to each pair of virtual cores with a high degree of shared memory that are mapped
to different NUMA domains, and also to each pair of virtual cores with a low degree of
shared memory that are mapped to the same NUMA domain.

Elitism

When the elitism technique is used in genetic programming, a small fraction of the
individuals with the best fitness are transferred without modification to the next generation.
Our genetic mapping algorithm uses elitism and selects two individuals by each generation,
which are then included in the next generation.

Selection

In this step, the chromosomes with the best fitness are chosen, and these will be
recombined and passed to the next generation. The tournament selection and roulette
selection algorithms are implemented in this solution. The tournament selection algorithm
randomly selects individuals from the population which then “compete” to enter the
crossover phase. In each tournament, the individual with the best fitness will “win” while
in the roulette selection algorithm, individuals with a fitness value higher than a randomly
chosen threshold are selected, in a similar way to a ball falling into a slot in a roulette
wheel [21].

Crossover

In this step, the chromosomes are recombined. The algorithm uses a two-point
crossover [22], an approach in which two points representing positions on a chromosome
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are randomly selected, and the parts of the chromosome between these two points are
exchanged between the recombined individuals. In this case, the mapping of a virtual core
to a physical core in the target region is exchanged.

Mutation

In this step, the values of the mapping matrix cells are randomly modified based on a
predefined mutation probability.

3.2. Tier 2: Data Placement in Heterogeneous Storage

Intelligent algorithms are widely used for resource allocation in CC [23]. In general,
evolutionary algorithms are used, such as the particle swarm method and artificial neural
networks. This section focuses on improving data placement for heterogeneous storage in
order to obtain better performance.

In the following, we formulate the problem to be solved by our data placement
algorithm, which represents an improved version of our solution presented in [9]. In
the present work, we have integrated an additional type of storage (ARCHIVE) that can
be handled by our algorithm. This type of storage is provided as part of a multicloud
arrangement. Figure 3 illustrates the architecture and the types of storage considered in
this problem.

Figure 3. Hadoop cluster architecture and public cloud.

One of the most widely used file systems in CC is HDFS. This file system supports
heterogeneous types of storage, and to improve the performance of the applications running
on it, we can optimize the way in which it uses these different types of storage. For this
problem, we need to store N datasets in M different types of storage. We can formulate
this problem as an integer linear programming (ILP) problem using the objective function
given below:

M

∑
j=1

N

∑
i=1

DSSi
Bj
× Xij (7)

And the following constraints:

M

∑
j=1

Xij = 1, ∀i (8)

N

∑
i=1

DSSi × Xij ≤ Cj, ∀j (9)
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In this problem, we have one variable that relates to the files, i.e., the dataset size
(DSS), and several that are related to the types of storage, i.e., the capacity (C) and the data
write rate (B). The solution we are looking for is the best data placement (X) for each dataset
(DS). In this case, we propose the use of a genetic algorithm (GA) to solve the described ILP,
in order to optimize the use of the heterogeneous storage using the ARCHIVE storage type.
Algorithm 1 shows the GA that is used to find the best data placement on heterogeneous
types of storage. For a more detailed explanation of the GA used for data placement, the
reader is referred to our previous paper, in which this was developed [9]. In this work,
we use the GA to integrate ARCHIVE into a public cloud, and a third party cluster is
responsible for allocating the data.

Algorithm 1 Genetic algorithm for heterogeneous storage.

Generate random population solutions (Chromosomes)
while generationCounter ≤ maxGenerationValue do

evaluate each chromosome in the fitness function
add penalty factor to the fitness function value
if condition for crossover is satisfied then

select parents with the best fitness value
choose crossover parameters
perform crossover

end if
if condition for mutation is satisfied then

choose mutation point
perform mutation

end if
end while

4. Results and Discussion

In this section, we validate our genetic programming algorithms by applying them to
the problem of resource allocation on a CC infrastructure and comparing their performance
with other approaches.

4.1. Validating the VM Mapping Genetic Programming Algorithm

To validate our genetic programming algorithm for VM mapping, we performed a
set of experiments in which we used the algorithm to generate the optimal mappings of
virtual machines to NUMA nodes. We then used our algorithm to allocate Xen virtual
machines [24] running typical scientific benchmarks to time-shared NUMA nodes, and
compared the performance of our method against other approaches.

4.1.1. NUMA Placement Generation

To evaluate the capacity of our genetic programming algorithm to generate optimal
NUMA placements, we used it to allocate different sets of virtual machines to NUMA nodes.
We considered scenarios in which we used various combinations of input parameters: the
number of virtual cores, the number of physical cores, the number of NUMA domains,
and the percentage of maximum CPU utilization. The output was the progress of the
best fitness and the average fitness across generations. We used a crossover rate of 0.1 for
these tests, a mutation rate of 0.001, a random initial population of 100 chromosomes, 50
generations, and a tournament selection method. Virtual cores on the same virtual machine
were assigned a high level of memory shared communication, and virtual cores of different
virtual machines were assigned a low level.

In the first experiment, we created three configurations, using the objective function
without penalties for suboptimal NUMA mappings. For this experiment, we used a CPU
utilization of 90%. The algorithm performance was optimal, and the evolution towards
the best results happened very fast, as shown in Table 2. Although we ran 50 generations
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for each experiment, we achieved the best results from the 20th generation. This means
that the algorithm is very practical for real world use, since 20 generations can be run very
quickly, and our algorithm can therefore be used in real CC environments. Figure 4 shows
the average and best fitness values for Nv = 32, Np = 16, Nm = 2, Nvm = 4.

Table 2. Experiment 1. GP algorithm using objective function without penalties for suboptimal
NUMA mappings.

Test Parameters Time to Solve (s) Best Fitness Avg. Fitness

1

Nv = 32,
Np = 16,
Nm = 2,
Nvm = 4

0.67 0.8 0.37

2

Nv = 32,
Np = 80,
Nm = 4,

Nvm = 16

3.24 0.79 0.27

3

Nv = 64,
Np = 160,
Nm = 8,

Nvm = 16

13.69 0.67 −0.7

Figure 4. Average and best fitness for experiment with input Nv = 32, Np = 16, Nm = 2, Nvm = 4.
No penalization used for suboptimal NUMA allocations.

In the second experiment, we used the objective function with a penalty for suboptimal
NUMA assignments while keeping the CPU utilization at 90%. In the same way as in the
first experiment, significant improvements in fitness were evident across the generations.
Figure 5 shows the average and best fitness values for Nv = 32, Np = 16, Nm = 2, Nvm = 4.
Although the performance of the algorithm is affected by the penalty operations, as shown
in Table 3, it is still efficient.
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Table 3. Experiment 2. GP algorithm using objective function with penalties for suboptimal NUMA
mappings.

Test Parameters Time to Solve (s) Best Fitness Avg. Fitness

4

Nv = 32,
Np = 16,
Nm = 2,
Nvm = 4

9.82 −1.59 −2.3

5

Nv = 32,
Np = 80,
Nm = 4,

Nvm = 16

14.05 −0.003 −0.32

6

Nv = 64,
Np = 160,
Nm = 8,

Nvm = 16

85.91 −2.27 −2.89

Figure 5. Average and best fitness using penalization for suboptimal NUMA placements and Nv = 32,
Np = 16, Nm = 2, Nvm = 4 as input.

In the third experiment, we used different values for the CPU utilization, ranging from
50% to 90%. The results were comparable to those obtained in the second experiment (see
Table 4). For these experiments, we used the version of the algorithm with penalties and
the following parameters for all the tests Nv = 32, Np = 80, Nm = 4, Nvm = 16. Figure 6
shows the average and best fitness values.

Table 4. Experiment 3. GP algorithm using objective function without penalties for suboptimal
NUMA mappings.

Test Parameters Time to Solve (s) Best Fitness Avg. Fitness

7 Umax = 50 16.69 0.68 −0.81
8 Umax = 70 15.49 0.71 −0.72
9 Umax = 90 14.22 0.66 −0.31
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(a) Test 7 (Umax = 50) (b) Test 8 (Umax = 70)

(c) Test 9 (Umax = 90)

Figure 6. Average and best fitness for Experiment 3 configurations .

4.1.2. NUMA Placement Performance

To validate the performance of our algorithm in terms of the allocations made, we
used Xen virtual machines running typical scientific benchmarks mapped to time-shared
NUMA nodes. This experiment was conducted on CloudLab [25], using University of
Wisconsin Madison nodes. For this study, we used the c220g2 nodes, each of which had two
Intel E5-2660 v3 10-core CPUs at 2.60 GHz (Haswell EP) with two NUMA nodes, 160 GB
ECC memory (10x 16 GB DDR4 2133 MHz dual-rank RDIMMs), one Intel DC S3500 480 GB
6G SATA SSDs, two 1.2 TB 10 K RPM 6G SAS SFF HDDs, and dual-port Intel X520 10 GB
NIC (PCIe v3.0, eight lanes). Frequency scaling was disabled for all nodes. The operating
system was CentOs 7 and Linux kernel 3.10.0-1127.19.1.el7.x86_64.

The benchmark suite used to test the resulting allocation of the virtual machines was
HPC Challenge (HPCC) [26], a suite of benchmarks with different memory access patterns
designed to run on petascale computing systems. We ran this suite concurrently on four
virtual machines with four virtual cores and 1 GB of RAM mapped to a NUMA node. We
compared the performance obtained with our genetic algorithm to the default settings and
other types of mapping (see Figure 7). Our genetic algorithm was compared against the
following configurations:

• Default: This is the default mapping of the virtual cores to the physical Xen cores. The
default allocation has been modified since Xen 4.2, and now uses a heuristic method
to find the VM allocation [27].
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• Pinned: After creating a default virtual machine, we can pin each virtual core to each
physical core. In this case, each virtual core of a virtual machine is pinned to a different
physical core in the same NUMA domain.

• All memory local: After creating a virtual machine, each virtual core is pinned to
different physical cores in the same NUMA node. Regarding performance, this is the
best case.

• All memory remote: The virtual machine is created and pinned to one node, and is
then moved to another node, meaning that all memory accesses are remote.

The results in Figure 7 show the execution times for a test of the HPCC suite which
was run concurrently on four virtual machines and repeated 10 times. The time at which
the last VM was finished is reported for each run. As expected, the All Memory Remote
allocation scheme had the slowest execution time, while the All Memory Local allocation
had the fastest. When the memory is remote from all of the processors, the time taken to
process data will be longer; conversely, if the memory is located close to the processors, a
shorter time will be required. This is the default allocation since Xen 4.2 works as a bin
packing algorithm, where a heuristic tries to achieve the best allocation for the virtual
machines [28]. Pinning a virtual machine after it has been created means that some of its
memory becomes remote. Finally, due to the use of penalties in our genetic algorithm, the
allocation scheme reduces remote memory accesses by allocating each virtual machine core
to the same NUMA node. Therefore, our genetic programming solution performs better
than the alternative algorithms, apart from the ideal All Memory Local algorithm.

Figure 7. Mapping 16 virtual cores to 40 physical cores.

4.2. Allocating Storage in a Hadoop Cluster

We used instances of Amazon S3 as ARCHIVE storage. For each node, we used an
S3 bucket configured with S3fs-fuse, which allows a bucket to be mounted in Linux via
FUSE (Filesystem in Userspace). In this way, a virtual file system can work transparently
by making a remote system operate in the same way as a local directory.

4.2.1. Experimental Setup

We used the Chameleon Cloud testbed [29] to build a cluster of five nodes, one of
which was the master node, and the other four were the workers, on which the datasets are
stored. For more information about the cluster parameters, please see Table 5.
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Table 5. Experimental setup.

Parameter Element

Number of datasets 15, 35, 50
Number of storage types 3

Total cluster RAM_DISK storage capacity 200 GB
Total cluster SSD storage capacity 4 TB

Total cluster ARCHIVE storage capacity Unlimited
RAM_DISK bandwidth 1870 MB/s

SSD bandwidth 295 MB/s
ARCHIVE bandwidth 22 MB/s

Dataset size 0 ≤ DSS ≤ 200 GB

4.2.2. Placing Datasets into an HDFS Cluster Using ARCHIVE

We compared the performance of the data placement solution obtained by our GA
with the performance of other algorithms such as simplex and GRG. To test these solutions,
we developed a synthetic benchmark that created a different number of datasets and wrote
them into the HDFS cluster.

We performed an experiment using a replication factor of three and the following
storage types: RAM_DISK with the ALL_RAM policy, SSD with the ALL_SSD policy, and
ARCHIVE with the COLD policy. Figure 8 shows the write throughput, and Figure 9
shows the read throughput. Our GA achieved the best writing and reading performance.
It should be borne in mind that the bandwidth of the file corresponds to the speed of the
internet connection, since the stored files are being uploaded to a public cloud.

Figure 8. Write throughput using replication factor 3.

Figure 9. Read throughput using replication factor 3.

5. Related Work

In [5], Sheng et al. model the virtual machine allocation on multi-NUMA servers using
the Markov Decision Process (MDP) mathematical framework and propose a reinforcement
learning algorithm to solve the problem. This approach, however, has scalability limitations,
since the state space and action space increase exponentially, making the Markov decision
process difficult. Their approach is based mainly on maximizing the number of created
virtual machines during scheduling. In contrast, our work aims to efficiently allocate
virtual machines on multi-NUMA servers taking into consideration the memory share
patterns of the workloads running on the allocated VMs. In addition to the VM allocation
problem, our work presents a solution for data placement in cloud environments.
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Qian et al. in [30] present a framework for virtual machine consolidation on NUMA
systems that optimizes the performance of cloud workloads. This framework includes
management for load-aware global resources, and manages the resources of the virtual
machines according to demand. This scheme has an overhead due to the CPU runtime of
close to 9% higher than the Linux resource management tool, due to the other tasks that
are carried out. This optimization approach is based on the number of memory accesses
and I/O transfers, and does not consider memory sharing.

vProbe, proposed by Wu et al. in [31], is a virtual CPU scheduler that is aware
of NUMA domains and can improve memory-intensive performance applications by
reassigning VCPUs to NUMA nodes based on their memory access patterns.

The authors of [32], describe some of the disadvantages of applying quadratic pro-
gramming to the problem of mapping virtual machines to NUMA domains. They show
that for a problem formulated as a nonconvex quadratic, the solutions are suboptimal,
and that reducing the complexity by dividing the mapping problem into subproblems can
improve the algorithm. However, the scalability of their solution is limited compared to
the genetic algorithm proposed in the present work.

Rao et al. in [33] propose a NUMA-aware approach for virtual machine scheduling
that uses penalties to access memory subsystems. This solution can be applied to scenarios
in which a few virtual machines are mapped to a limited number of nodes. However, an
analysis of the different mapping options can become unmanageable for more complex
systems, which require intelligent analysis methods such as the one described in this paper.

Ali et al. in [34] present a Discrete Nondominated Sorting Genetic Algorithm II
(DNSGA-II) as an optimization model to allocate tasks to fog and cloud nodes. They
formulated the problem as multiobjective to minimize nodes’ total makespans and cost.
This model considers different factors like the total number of task instructions, required
memory, bandwidth, and computing rate, as well as the cost of those computing resources.
Their genetic algorithm uses randomly selected parents for the crossover, while we use
the elitism method to select them. Contrary to our work, they run their experiments on a
simulation environment and not on real cloud infrastructure.

The authors in [35] propose a Cooperative Coevolution Genetic programming ap-
proach to allocate containers to virtual machines, and then virtual machines to physical
nodes. In their approach, they consider virtual machine overheads, virtual machine types,
and affinity constraints. Containers are allocated into virtual machines according to their
CPU occupation, memory occupation, and operating system. A limitation in their model is
that neither virtual machines nor physical nodes are time-shared. Conversely, our approach
allocates virtual machines in a time-shared environment, trying to minimize interference
based on workload memory patterns.

Belgacem et al. propose in [36] a metaheuristic for resource allocation that reduces the
execution time of different tasks. This heuristic is based on the Symbiotic Search Algorithm.
Authors neither consider virtual machine allocation nor data placement techniques; they
allocate tasks according to the millions of instructions per second (MIOPS) supported by
every virtual machine and the task execution time. Their experiments were simulated
using CloudSim with different tasks requirements and virtual machine characteristics.

Wang et al. formulated in [37] a mixed-integer linear programming problem and used
some heuristics algorithms to solve it. Their model goal is virtual machine placement
and workload assignment, trying to minimize the use of infrastructure in edge and cloud
computing, according to applications’ latencies. Similarly, we formulated resource allo-
cation problems as an ILP, but we propose genetic programming solutions focusing on
heterogeneous hardware infrastructure in multicloud environments.

The authors in [6] analyze a task scheduling problem in edge computing formulated as
a Markov Decision Process. They propose a deep reinforcement learning approach to solve
this problem, seeking to optimize the mapping of tasks to virtual machines, considering
heterogeneity in terms of the VMs computing capacity. In contrast, our work focuses on
allocation of data and virtual machines to heterogeneous physical infrastructure, where
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heterogeneity is considered in terms of servers with nonuniform memory access and
different storage types. Additionally, their results are based on simulations, while we focus
on validation on real hardware.

Gao et al. present in [7] a hierarchical multi-agent optimization algorithm to maximize
resource utilization and reduce the cost of the bandwidth. They present some simulated
experiments where their algorithms have better performance than greedy and Viterbi
heuristics. Their work is neither focused on storage nor virtual machine allocation on
multi-NUMA servers.

Liu et al. [38] present an approach to virtual machine resource allocation which focuses
on minimizing latency degradation while optimizing power consumption. To that end,
they propose a hierarchical solution comprised of a global tier based on deep reinforcement
learning (DRL) to solve the problem of virtual machine allocation to servers, and a local
tier that leverages a long short-term memory (LSTM) network for workload prediction
and a model-free reinforcement learning for power management. On the contrary, the
optimization goals of our hierarchical solution are different: we propose a solution that
includes two tiers based on genetic algorithms to tackle the allocation of resources on
heterogeneous hardware comprised of multi-NUMA servers and different types of storage.
The first tier solves the problem of VM allocation on servers with multi-NUMA architecture,
trying to achieve server consolidation and considering the way in which memory is
shared between virtual machines when allocating physical machines with multiple NUMA
domains. A second layer performs data placement considering the different types of
storage present in heterogeneous storage infrastructure.

In [4], Jeong et al. propose a data classification method to use hybrid SSDs. They
use dynamic data separation for the allocation of the data in different blocks or regions
to support a merge-tree based key-value store system. Their method consists in moving
data from single-level cell NAND (SLC) to multilevel cell (MLC) NAND and vice versa.
Hot data is moved to SLC and cold data is moved to MLC. Authors use storage simulators
for experiments and show that their approach reduces I/O latency and improves device
durability. Our solution takes into consideration multiple types of storage, in addition to
SSDs, for data placements.

In [39], Yang et al. propose a cloud service platform based on software-defined storage
(SDS) that integrates heterogeneous storage technologies such as Hadoop, Ceph, and
GlusterFS to offer users a virtual storage pool. They also put forward a policy for the
allocation of storage resources. SDS can operate with several storage file systems, and these
authors used file systems rather than heterogeneous storage devices, and therefore did not
take advantage of their benefits. All of the file systems integrated into their system were
mounted over HDD without using any other as SSD.

In [40], the authors propose a strategy for optimizing the use of HDFS that includes
hierarchical storage, which makes use of the hotness or coldness of the data. The data
are classified as hot or cold based on the access frequency. This strategy involves moving
data from one type of storage to another after the data are already in HDFS. In contrast,
our algorithm allows us to store the dataset directly in a particular type of storage, thus
optimizing the write and read times.

The authors in [41] use a genetic algorithm to find the optimal configuration param-
eters for a MapReduce application in a Hadoop cluster. They also propose a model of
job execution times that uses random forest regression and a packing algorithm. The
proposed model defines the input for the genetic algorithm, which is in charge of selecting
the best configuration of Hadoop parameters, in order to get the best execution time of
MapReduce jobs. Our approach attempts to maximize an application’s performance in
a Hadoop environment by taking advantage of each storage device’s characteristics in a
hierarchical storage infrastructure.

Qian et al. in [42] propose a randomized algorithm that selects a heterogeneous
storage device (SSD or HDD) to execute each task, based on certain probabilities. This
algorithm solves a workload scheduling problem that is formulated to avoid the redundant
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fetching of tremendous amounts of data from different types of storage. This work mainly
focuses on optimizing the average data fetching, whereas our algorithm optimizes the data
placement process in order to fetch and write data under the best conditions.

In [43], Guerrero et al. describe a multiobjective optimization algorithm based on
genetic programming that solves the problem of VM allocation and replicas for Hadoop.
The objectives of this scheme are to minimize power consumption, the waste of physical re-
source, and the unavailability of files. VM allocation is carried out based on the distribution
of the chunk replicas to data nodes. To optimize storage, they consider the replica factor for
Hadoop. Their methods of VM allocation and data placement are different from ours, as
they neither consider the mapping of virtual cores nor take advantage of the heterogeneous
storage capabilities of Hadoop.

6. Conclusions and Future Work

Cloud computing still poses challenges in terms of efficient resource allocation that
must be considered in order to offer better systems for users. This study proposes a novel
approach comprised of a hierarchical framework to virtual machine allocation on NUMA
nodes and efficient data placement in the current cloud infrastructure, using multicloud
storage.

Using two types of optimization (data placement and node placement), we have
formulated problems with constraints that are related to the resources we are optimizing.
However, genetic algorithms cannot usually integrate constraints when used alone. An
optimal approach for work with genetic algorithms while applying constraints is to include
a penalty system to guarantee that each selected chromosome fulfils the constraints. Our
genetic programming approach, therefore, includes the use of penalty mechanisms.

One possible direction for future work would be to design a performance model to
inform resource allocation optimization algorithms. Statistical models can supply essential
data to improve the performance of these algorithms. Genetic algorithms consider different
inputs, and these models can provide some relevant information about the resources to be
optimized, with the aim of obtaining better solutions from algorithms.
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