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Abstract: There has been a growing interconnection across the world owing to various multimedia
applications and services. Fixed wireless access (FWA) is an attractive wireless solution for deliv-
ering multimedia services to different homes. With the fifth-generation (5G) and beyond mobile
networks, the FWA performance can be enhanced significantly. However, their implementation will
present different challenges on the transport network due to the incessant increase in the number
of required cell-sites and the subsequent increase in the per-site requirements. This paper presents
a comprehensive tutorial on the enabling technologies, design considerations, requirements, and
prospects of broadband schemes. Furthermore, the related technical challenges of FWA are reviewed,
and we proffer potential solutions to address them. Besides, we review various transport network
options that can be employed for FWA deployment. In this regard, we offer an in-depth discussion
on their related requirements for different use cases. Moreover, we give an insight into the 3GPP
RAN functional split implementations and implications on the 5G FWA transport network solutions.
The concepts of virtualized RANs for attending flexibly to the dynamic nature of different use cases
are also presented.

Keywords: 5G; 6G; beamforming; enhanced mobile broadband; radio access network; fixed wireless
access; fronthaul; functional split; massive MIMO; millimeter wave; passive optical network;
path-loss; transport network

1. Introduction

There has been an unprecedented increase in the amount of multimedia-based and
Internet-enabled mobile devices that have been putting growing bandwidth and latency
demands on the access network. Furthermore, the envisaged massive broadband connec-
tions and the related traffic require high-bandwidth transmission systems for effective
performance. Consequently, to attend to the stringent network demands and the persistent
need for swifter access by the users, innovative broadband technologies are required [1–4].

Furthermore, note that some of the existing fixed-line broadband technologies can ef-
fectively support the network demand. Nevertheless, their deployments to the termination
point such as neighborhoods, cabinets, buildings, homes, and premises require trenches
to be carved into streets and sidewalks. Moreover, due to the varying soil composition
(i.e., rocks and rivers) with the region, network planning and deployment timelines may
be challenging if not impossible. Therefore, the implementation is not only relatively
inflexible, but also cost-intensive and time-consuming. Besides, the cost implication can be
more felt in sparsely populated areas with small-cell networks [5–7].
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In order to attend to the challenges, there have been significant research efforts on
solutions that are capable of delivering broadband services at fiber-like/fiber-grade speeds
with low latency, while employing wireless mobile technology instead of the traditional
fixed-line or cable technology. One of such promising technologies capable of deliver-
ing high-speed wireless internet access/services is the fixed wireless access (FWA) [8,9].
In addition, the fifth-generation (5G) network is envisaged to support a broad range of
heterogeneous services; nonetheless, enhanced mobile broadband (eMBB) and FWA ser-
vices are anticipated to be the initial commercial applications [10,11]. No wonder that some
providers such as Verizon, Starry, AT&T, and C Spire have been developing significant
interests in the FWA for their business and service initiatives. Moreover, they have been
using a range of technologies and spectrum bands for the target environments [12–14].

In essence, mobile network operators (MNOs) and mobile virtual network operators
(MVNOs) are expected to exploit the 5G technological enhancements in delivering well-
improved broadband services. For that reason, 5G FWA is anticipated to be a promising
scheme for an enhanced broadband experience. Nevertheless, the 5G network requirements
will impose a number of limitations on the transport network. In this tutorial, we present a
comprehensive overview of enabling technologies, requirements, prospects, and challenges
of broadband solutions. Furthermore, we offer possible solutions for realizing an efficient
and scalable 5G FWA. Moreover, a number of transport network solutions that can be
utilized for FWA deployment and their associated requirements for different use cases are
considered. Moreover, we look at different 3GPP RAN functional split architectures that can
be adopted by the 5G FWA to relax the stringent transport network requirements regarding
the system cost, complexity, latency, and bandwidth demand. This helps in understanding
the RAN functional split implementations and implications on 5G FWA transport network
solutions. The concepts of virtualized RANs (vRANs) with programmable transport
network (PTN) for attending flexibly to the dynamic nature of different use cases by
exploiting an open PTN interface (PTNI) that supports multi-vendor interoperability
and protocol stack (PS) adaptation are also presented. This will enable dynamic split
options with efficient load management and real-time performance optimization. Moreover,
the architecture can offer on-demand resources provisioning with optimal utilization based
on context-aware service delivery using network slicing. We also present and discuss
cost-effective architectural variants that offer relatively simplified distributed unit (DU)
designs with a low footprint.

1.1. Review of Related Works

In this section, we present a review of related works on 5G FWA. In this regard, we
consider different aspects of the FWA which are grouped into transport solutions, enabling
technologies, and design considerations.

1.1.1. Transport Solutions

The increasing demand for broadband services has instigated an unprecedented
deployment in different wireless technologies. The resulting wireless technologies have
different capacities, and the appropriate application of each technology depends on a
specific deployment scenario. Consequently, wireless systems have to be well-classified for
effective application and performance. In [15–22], wireless systems were classified, and the
state of wireless access was discussed. Moreover, how future wireless technologies can
support broadband wireless access services was considered. Note that, for ubiquitous and
flexible connections, there should be a seamless convergence of wireless and high-speed
fiber networks. Therefore, a wide variety of optical transport schemes that can support
5G FWA use cases was considered in [5,8,11,23–27]. A review of the key attributes of the
evolving passive optical network (PON) and the fourth-generation (4G) mobile broadband
technologies were presented in [28]. Besides, viable ways to leverage both access schemes
in order to achieve a hybrid fiber-wireless network were discussed.
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Furthermore, in [29], a unified cable and wireless cellular access network was pro-
posed by employing the infrastructure of hybrid fiber-coax (HFC) cable network as the
fiber fronthaul network for the cellular wireless services. Furthermore, to facilitate the
efficient operation of the unified network, a remote fast Fourier transform (R-FFT) node was
presented. This performs physical (PHY) layer processing and helps in ensuring that the
LTE and the DOCSIS are based on a shared FFT module. Furthermore, means of reducing
the fronthaul bitrate requirements and supporting statistical multiplexing through the
caching of repetitive quadrature amplitude modulation (QAM) symbols in the R-FFT node
were proposed. The Remote PHY (R-PHY) and Remote MACPHY (R-MACPHY) modular
cable access network architectures were compared in [30]. In the former architecture,
the PHY layer processing is implemented in the remote node (RN) that is close to the cable
modems (CMs), and for the upstream transmissions, the medium access control (MAC)
layer processing is handled in the headend, while for the latter architecture, both PHY and
MAC layers are processed in the RN. Besides, analytical delay models were developed for
polling-based MAC with gated bandwidth allocation in both architectures. Likewise, it
has been identified that seamless convergence of optical and wireless access technologies,
termed hybrid fiber-wireless (FiWi) access networks, has the potential of supporting a
plethora of emerging and future broadband services and applications on the same infras-
tructure. Consequently, the main enabling optical and wireless technologies along with
their corresponding responsibilities in the emerging FiWi access networks were explained
in [31]. Moreover, the need for effective design of the future FiWi network architectures and
protocols were examined. Besides, the radio-over-fiber (RoF) and radio-and-fiber (R&F)
testbeds were highlighted. Furthermore, the future opportunities and challenges regarding
integrated path selection, hybrid MAC protocols, bandwidth allocation, integrated channel
assignment, wireless frame aggregation, optical burst assembly, and flow and congestion
control were outlined. Besides, a concept that focuses on the realization of a unified Internet
protocol/digital video broadcasting (IP/DVB) networking platform for always-on connec-
tivity and triple-play services was presented in [32]. In this, by exploiting the advances of
DVB and the synergy with wireless/wired telecommunication technologies such as xDSL
and WLAN, a common networking infrastructure was realized.

Moreover, an architecture and optimization framework that enables the detection of
optimum operating conditions in a converged 5G infrastructure was presented in [33].
The work considered a common transport network in which optical and wireless network
sections with computing/storage domains are integrated. Furthermore, the proposed
optimization framework helps in the identification of the processing modules and opti-
mal mix of the optical and wireless transport network technologies that are essential for
supporting 5G BH and FH services in a cost-effective and energy-efficient manner. It was
also demonstrated that with a suitable selection of transport network technologies and
appropriate BBU functions allocation to proper compute modules, the system utilization
can be enhanced and relatively higher energy efficiency can be realized. To meet the
relatively higher throughput requirements in the 5G networks, a set of multicast techniques
that can be employed for fixed and mobile optical wireless backhaul in such networks
were presented in [34]. In an effort to attend to the traditional fixed backhaul limitations,
a dynamic integrated satellite-terrestrial backhaul network based on the mm-wave band
was proposed in [35]. The work was on seamless integration of the satellite and the terres-
trial backhaul segments and exploitation of software-defined intelligent hybrid network
management for the topology reconfiguration in accordance with the traffic demands.

1.1.2. Enabling Technologies

A review of the emerging optical access network schemes for supporting 5G wireless
applications was given in [24]. The work focused on the achievement of a low-latency,
high-capacity, low-cost, as well as low-power per bit network. To achieve this, advanced
modulation and detection schemes were considered along with the tailored digital signal
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processing (DSP). Furthermore, means of improving the network performance with efficient
fronthaul schemes were deliberated.

Moreover, the envisioned massive broadband connections and the associated traffic
will not only result in stringent demands on the transport networks regarding an end-to-
end latency and bandwidth, but will also cause considerable complexity in the radio access
network (RAN). To address these, some research efforts on disruptive scheme concerning
RAN functional split have been reported in the literature. In [5,8,11,23,25,27,36–48], RAN
split options were studied along with the associated transport requirements, and some
recommendations regarding a cost-effective solution for lower-layer and higher-layer RAN
split options were given.

Furthermore, to enable the MNOs networks to offer advantages such as high flexibility,
scalability, reliability, efficiency, and low complexity, there is utmost need for a transition
from the vendor-specific, hardware-based to the software-based network functionalities.
Furthermore, when software-defined network functions are exploited, the underlining
network will be able to meet the growing increase in on-demand services efficiently and
cost-effectively. In this perspective, the architectural challenges and viable solutions like
software-defined networking (SDN), network function virtualization (NFV), and SDN-
enabled NFV solutions were discussed in [49]. The advantages of SDN in addressing
the traditional space-based network architecture performance limitations were analyzed
in [50]. Besides, in [51], a setup that combines SDN and NFV technologies was presented
to address the realization of network slices. This was due to the observation that a specific
SDN architecture lacks certain key capabilities that can be offered by the NFV. Furthermore,
for effective fulfillment of the requirements, an orchestration system conceived to choose
and assign virtual resources in distributed data centers (DCs) that are interconnected
through multi-layer networks was presented in [52]. In the work, to support the ingress
demands, orchestration algorithms were considered. This is an effort to satisfy different
requirements regarding the bandwidth, computing, and end-to-end latency constraints.
Likewise, a multi-objective technique to realize an optimized resource orchestration among
cloud-based slices was presented in [53]. Moreover, in [54], a comprehensive survey on
software-defined optical networks (SDONs) was presented. A major consideration was
given to studies on network virtualization and orchestration of multilayer as well as multi-
domain networking. Besides, optical performance monitoring frameworks and flexible
SDN-controlled switching paradigms were investigated. Similarly, to optimally minimize
the monitoring cost in the optical network, a traffic trail that employs traffic lightpaths
rather than dedicated supervisory lightpaths (monitoring trail) was presented in [55]
to localize a single link failure in an SDON. Furthermore, in SDONs, network services
are offered based on virtual optical networks (VONs) that impose further constraints
compared with the electrical domain virtual networks provisioning. In [56], a mapping-
based VON provisioning technique for distance-adaptive flexible-grid optical networks
was presented. Likewise, to maximize the spectrum utilization efficiency, the impact
of flexible virtual nodes-to-physical-node mapping on network resource utilization was
investigated. Similarly, in [57], a unified SDN was presented as a common control scheme
for end-to-end optical circuit switching (OCS)/optical packet switching (OPS) networks,
with the introduction of OpenFlow agent. The SDN control plane was employed in the
OPS network to offer advantages such as optimal network organization, simplified data
plane design, improved control flexibility, contention alleviation, and advanced handling
of network dynamics. Furthermore, leveraging the SDON platform, a service design idea
for an enhanced network abstraction was introduced. Besides, for efficient fault-tolerant
control and effective detection of attacks in the SDON, a distributed control architecture
for SDON based on the blockchain concept was proposed in [58]. In [59], a service-
variable optical equipment that is capable of supporting several services is presented.
Furthermore, a multi-layer restoration system in a service-oriented SDON was proposed
and the feasibility of the scheme was experimentally validated. Furthermore, a control
architecture that is based on an SDON for optical transport networks was presented
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in [60]. The proposed architecture can support control layer artificial intelligence (AI) as
well as onboard AI. Furthermore, experimental results were presented to demonstrate
the viability of the cross-layer optimization and coordination between the onboard and
control layer AIs. In addition, an Internet of Things (IoT)-aware multi-layer transport SDN
and cloud/edge orchestration architecture were presented and experimentally validated
in [61]. This helps in the deployment of IoT flow monitors as well as traffic congestion
avoidance algorithms integration into the control and orchestration platform. Similarly,
it facilitates the dynamic and effective distribution of IoT processing from the core data
centers to the network edge based on the actual network resource state. This enables
efficient offload of the packet and optical transport networks at the infrastructure layer.
Furthermore, an SDN-enabled container-based edge node was presented and integrated
into the SDN control architecture. This is in an effort to reduce network bandwidth
utilization. Moreover, a hybrid SDN network with a combination of SDN and legacy
network devices was comprehensively surveyed in [62]. In an effort to meet diverse
application requirements, an integrated heterogeneous networking scheme was proposed
in [63] for fiber-wireless access network and multi-access edge computing network. In the
paper, network virtualization was exploited for the dynamic orchestration of computing
resources and network storage. Similarly, resource allocation methods that enable frequency
reuse and interference avoidance for the BFWA system were investigated in [64–67] to
improve the system performance. Furthermore, to ensure effective implementation of
beamforming in the open RAN (O-RAN), the main research challenges are presented
in [68]. In this regard, different beamforming techniques in O-RAN were analyzed for
ultra-reliable low-latency communications. Based on this, a zero-forcing equalizer was
recommended as a precoding vector for the beamforming method that leverages the
channel information.

1.1.3. Design Considerations

Moreover, although, broadband networks such as fiber-to-the-home (FTTH) or dig-
ital subscriber line (DSL) variants are widely deployed in the network, fixed wireless
access (FWA) systems can be employed in an area or scenario where it is technically or
economically unviable to exploit other wireline solutions. Based on this, FWA systems
were developed to offer higher transmission rates by exploiting a higher portion of radio
spectrum bands [5,8,9,27,69]. Nonetheless, it has been observed that conventional FWA
services are only limited to certain users. This is as a result of the associated high-cost and
high-physical footprint of the employed equipment. To address this, a lightweight and
compact wireless terminal (WT) with high antenna gain for outdoor and indoor use was
presented. Design of WT that mainly focuses on a unique antenna and RF module for a
point-to-multipoint (PtMP) FWA system known as Wireless IP Access System (WIPAS) was
described in [70,71]. To improve the performance of WIPAS, an advanced WIPAS was pre-
sented with system specifications and concepts in [72,73]. Furthermore, prototype models
were developed and evaluated. A generalized joint-optimization framework for planning
wireless access and optical transport concurrently for 5G FWA networks was presented
in [23] to reduce the related deployment cost and to meet several network requirements.
Furthermore, a market, as well as system overview on FWA, were examined in [74].

Furthermore, the demand for very high throughput and seamless coverage in the
5G wireless networks is one of the strong motivations for the implementation of higher
segments of the frequency spectrum. In this regard, radio system designers have been
paying considerable attention to the practical application of millimeter-wave (mm-wave)
communication. Therefore, to support different broadband services, 5G FWA is expected
to leverage mm-wave technology. Based on this, several research efforts have been pre-
sented in [75–82] to exploit the scheme and enhance its performance considerably. In [83],
the propagation characteristics and the potential of leveraging the E-band spectrum for
mobile broadband communications were discussed. Furthermore, means of addressing the
coverage problem to improve the system performance in the network area were presented.
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Besides the mm-wave technology, ultra-dense small-cell will be deployed in the 5G FWA
to improve the network penetration, efficiency, and reliability; however, this results in ad-
ditional expenses. The related cost can be alleviated with the implementation of advanced
multi-antenna technologies in which beamforming (BF) techniques and advanced signal
processing are implemented. Therefore, there are several articles in which advanced multi-
antenna and BF technologies are considered to attend to the issue and ensure seamless
connectivity as well [84–92]. Furthermore, in [93], an optical BF architecture that was based
on dispersive media and optical switches was experimentally demonstrated. The architec-
ture presents a number of salient features such as huge bandwidth, potential fast-switching,
and immunity to electromagnetic interference (EMI) which make it attractive for fixed and
mobile broadband access networks that operate at the mm-wave band.

In addition, note that radio propagation conditions at higher frequency bands are
relatively demanding; this is due to the inherent lossy nature and high susceptibility to
environmental conditions. As the propagation condition determines a suitable application
scenario for the system deployment, there are several studies on the effect of environmental
and climatic conditions on the FWA channel quality of service (QoS). In [94], building pen-
etration loss was analyzed, and measurement results on high-frequency band FWA were
presented for the related losses for houses with plain-glass windows and low-emissivity
windows. In [95,96], Markov-based techniques for the estimation of packet loss rate charac-
teristics for dynamically varying line-of-sight (LoS) channel between the subscribers and
the base stations (BSs) for high-frequency band broadband FWA (BFWA) were presented.
Additionally, in [97], a broadband system was designed and evaluated for an FWA network
with channel measurements to establish the appropriate temporal, spatial, and frequency
characteristics. Furthermore, it was demonstrated that self-interference due to channel
estimation errors is the main constraint on the system performance. Furthermore, in [98],
a BFWA link fading channel was demonstrated based on an analytical model that correlates
the Rician K-factor with the rain fading effects to realize a prediction model for the Rician
K-factor cumulative distribution. Similarly, the Ricean fading channel model was employed
in [99] for the characterization of LoS multiple-input, multiple-output (MIMO) schemes
channel for the fixed wireless systems. A physical model was offered in [100] regarding the
BFWA QoS statistics to study the effect of climatic conditions on the BFWA channel QoS.
The BFWA channels interfered by the adjacent terrestrial links that operate at the same
high-frequency band were considered to investigate the spectral and spatial coexistence of
point-to-point (PtP) links and BFWA networks. In the paper, it was established that, as a
result of rain spatial inhomogeneity, the resulting attenuation is the main fading mecha-
nism that severely worsens the interference level. Similarly, in [101], interference levels
in the BFWA were quantified in view of realistic rainfall variations over the propagation
paths. It was inferred that, for an FWA system that operates at mm-wave frequencies, there
is a need to consider rain-induced interference. Apart from the fact that this will help
in effective radio communication planning, it will also facilitate an adequate design and
implementation of mitigation techniques.

Furthermore, to demonstrate the 5G FWA technical viability, there is a need for system-
level simulations for performance analysis for different use cases. Regarding this, 5G radio
deployment scenarios for FWA were defined using radio simulations in [5,8,11,27]. In
addition, based on empirical data measurements, the uplink (UL) traffic behavior in a
BFWA network was studied in [102]. Besides, support for non-real-time and real-time
BFWA network communication services was discussed in [103]. The proposed media
access control (MAC) protocol in the work was based on the probing process in which
information coordination and exchange between the BSs is not necessary for data packet
transmission improvement.

1.2. Contributions

As previously mentioned in Section 1.1, there have been considerable contributions in
the literature to broadband communications. Nevertheless, the usual space constraints for
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publications have been preventing a comprehensive research work in which the assiduous
efforts towards broadband communications development can be presented. Therefore,
an all-inclusive tutorial in which the trends in broadband communications can be studied
is highly imperative. Based on this, apart from being a good complement to contributions
of the existing work, this paper also offers in-depth clarifications regarding different related
concepts and architectures. In this regard, the main contributions of this tutorial paper are
as follows.

(i) A comprehensive tutorial on various broadband technologies considering their capa-
bility in meeting the current and future network requirements is comprehensively
studied, focusing mainly on the technological evolution and associated features.
In this context, insightful analysis of their achievable rates, reaches, advantages,
and limitations are presented.

(ii) Apart from the 5G-based FWA prospect that we consider, an extensive analysis of dif-
ferent FWA design considerations that can facilitate system planning and deployment
are presented. Besides, related technical challenges are studied and we proffer viable
solutions to address them.

(iii) Furthermore, an in-depth discussion on the 5G FWA field trials by various opera-
tors is presented. In this regard, we present different metrics for the FWA system
performance evaluation.

(iv) A number of potential transport network solutions that are capable of supporting
the 5G FWA deployment scenarios are presented and due attention is paid to their
capability, advantages, and disadvantages. Based on this, we present a detailed
classification of different transport network solutions considering their suitability for
ultra-dense deployment and the number of subscribers that can be supported.

(v) Apart from a comprehensive review of different RAN decomposition schemes that
are capable of relaxing the transport network constraints, we expatiate the need
for the RAN decomposition scheme. Furthermore, we present the effects of the
RAN decomposition scheme on the 5G FWA transport network solutions with the
main focus on their implementations and implications. Additionally, based on the
3GPP WG3 5G, we evaluate and simulate the required transmission bandwidth for
some split options. To ensure effective RAN virtualization and to meet the MFH
requirements, we present a high-level concept of vRANs with PTN for attending
adaptively to the dynamic nature of different use cases.

1.3. Article Structure

Having introduced the need for broadband service delivery at fiber-like speeds with
low latency and the importance of the 5G technological enhancements in achieving the
object, we present a comprehensive overview of the broadband system considering fixed-
line and wireless broadband technologies in Section 2. In the section, we offer broad
descriptions of different typical architectures along with network evolution in view of
the technology types and the associated features. Moreover, Section 3 presents FWA and
emphasizes the 5G-based FWA prospect, transport requirements, as well as planning and
deployment. Furthermore, Section 4 presents different FWA design considerations and
challenges that should be noted in the 5G FWA system planning and deployment. Further-
more, viable solutions for alleviating the associated technical challenges and performance
issues are proffered. In Section 5, we give a comprehensive overview of 5G FWA field
trials by various operators with a case study and trial results. Section 6 considers a number
of potential FWA transport network solutions in conjunction with their advantages and
disadvantages. Based on their suitability for the envisaged ultra-dense small cells and
massive DUs deployment, in Section 7, we focus on the PON transport solutions that
can efficiently support a huge number of the anticipated subscribers. Section 8 offers
comprehensive explanations on the need for the RAN decomposition scheme regarding its
implementations and implications on the 5G FWA transport network solutions. Further-
more, in accordance with the 3GPP WG3 5G, we evaluate and simulate the UL transmission
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bandwidth requirements for a number of split options. In addition, we present a high-level
concept of vRANs with PTN for attending adaptively to the dynamic nature of different
use cases. We present conclusions and final remarks in Section 9. The tutorial is organized
as outlined in Figure 1.
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Figure 1. Schematic of the tutorial organization with related content.
Figure 1. Schematic of the tutorial organization with related content.
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2. Broadband System

Generally, broadband solutions can be categorized as fixed-line broadband and wire-
less technologies. In a fixed-line broadband solution, a physical network with a direct
“wired” connection between the subscriber and the service provider is employed. On the
other hand, radio or microwave frequencies are used for the network connection in the
wireless solution [16]. The concept of the FWA system in which wireless mobile network
technologies are employed for broadband services delivery is presented in Section 3. Some
broadband solutions are discussed in the subsequent subsections.

2.1. Fixed-Line Broadband System

In this subsection, we review various fixed-line broadband technologies and con-
sider their capability of meeting future broadband network requirements. Note that this
subsection is not meant to present exhaustive detail on different broadband technologies.
However, it is intended not only to offer the basic technology overview, but also to be an
enabling background for Section 3.

Over a century, there have been three media technologies being employed for commu-
nication. One of such extensively deployed media, being initially utilized for delivering an
analog telephone line to the subscribers’ premises, is a twisted-pair copper wire. It has also
been employed in digital data transportation in DSL technology. With TV-wide acceptance,
operators have embarked on delivering TV signals into different homes from a master
antenna (the headend) deployed in the area with the aid of coaxial cable. The concept
was known as the community antenna TV (CATV) system. This technology has currently
evolved to the state that the cable is not only capable of transporting TV signals for the
satellite but can also support voice and telephony services [104].

Furthermore, the evolution has led to a broadband network in which optical fiber
and coaxial cable are combined. This network is known as a hybrid fiber-coax (HFC)
system. Some of the notable advantages of optical fiber in the network are that, compared
to that of coax, it exhibits very low signal loss and high-electromagnetic immunity. Based
on that, signals can be efficiently transported over a very long distance with no need for
amplification. Consequently, it can be translated into better quality, improved reliability,
and lower operational expenses. Moreover, evolution results in FTTH. It has been observed
that, when an operator migrates from either HFC or twisted-pair network to FTTH, about
75–95% saving in the operational expense could be realized [104].

Moreover, to deliver the ‘triple play’ services (i.e., voice, data, and video) on a single
connection, broadband service providers have been exploiting various competing technolo-
gies for effective service provision. However, note that each of the existing technologies
has related limits regarding system reliability, cost, bandwidth, and coverage. Optical
fiber-based technology has different inherent advantages that are highly promising for
efficient service delivery. Therefore, these make the fiber-based technology to be dominance
and unmatched with other current broadband technologies. Notwithstanding, there have
been notable developments in other competing technologies. Consequently, they have
been able to address the ever-growing bandwidth requirements [16].

As previously mentioned, fixed-line broadband technologies implementation depends
on a direct physical connection between the operator’s network and the subscriber’s
building. A number of broadband technologies like digital subscriber line (xDSL), cable
modem, and broadband over power lines (BPL) have significantly evolved and employed
the current form of subscriber connection. For instance, the cable modem systems are
based on the existing HFC Cable TV networks. Furthermore, the traditional twisted copper
pairs being employed for voice services by the Plain Old Telephone Service (POTS) are
used in the xDSL systems. Moreover, the power lines feeding the subscriber’s home or
apartment are employed in the BPL technology for broadband service delivery. On the
other hand, depending on the network configuration, the FTTx system demands additional
installation and connection of fiber from the central office (CO) straight to or in proximity to
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the subscriber. This requirement makes FTTx system deployment relatively expensive [16].
In the subsequent subsections, we consider some fixed-line broadband systems.

2.1.1. Hybrid Fiber Coax Network

There has been an extensive deployment of communication media by cable TV
providers. The network mainly comprises coaxial cables which are normally deployed
between a central point (optical node) and homes. In addition, a number of optical nodes
are connected to a head-end through optical fibers. Therefore, the cable TV operator’s
HFC network is a combination of both coaxial cable and fiber. Note that HFC network
bandwidth limitations are mainly as a result of the employed coaxial cable [105].

The HFC MAC mechanism could be based on the Multimedia Cable Network System
Partners Limited (MCNS) or IEEE 802.14 standards [106–108]. Furthermore, DOCSIS of
the MCNS is the de facto standard in the cable industry [107]. For instance, in the United
States, a very huge number of broadband subscribers that are about 40% more than fiber
and DSL subscribers are being served by the cable companies [109,110]. The trend can
be mainly attributed to a notable relentless evolution in cable technology as presented in
Table 1.

In 2013, the Cable Television Laboratories, Inc. (CableLabs) announced an updated
DOCSIS specifications (DOCSIS 3.1) [109]. Moreover, in 2017, CableLabs, completed its
Full Duplex DOCSIS 3.1 specification with improved capacity and support for symmetric
multi-gigabit services [111]. The evolution has brought considerable enhancement that has
changed the signal from single-carrier QAM (SC-QAM) to orthogonal frequency division
multiplexing (OFDM). In addition, higher-order modulations up to 4096 QAM have been
adopted with optional support for 8192 and 16384 QAM. Furthermore, like Long-Term
Evolution (LTE) networks in which carrier aggregation (CA) is supported, recent DOCSIS
specifications support channel bonding [110]. The enhancements enable support for mobile
backhaul/fronthaul (MBH/MFH), ultra-high resolution videos (4K/8K), and other virtual
reality and IoT-enabled emerging applications. Consequently, with cable technology
evolution, broadband capabilities, significant flexibility, and ability to support a massive
number of users, the HFC networks are expected to continuously dominate the broadband
access market [109,112]. Nevertheless, as illustrated in Figure 2, cable TV broadband
services depend on shared network infrastructure. Therefore, the network dependence on
the number of subscribers sharing the head-end connection limits the effective bandwidth
that can be delivered [16,113].

Internet

telco

Head 
end 

switch

Head end 
optical 

transceiver

Fiber 
Coaxial cable

Optical node

Line RF 
amplifier

Figure 2. A typical HFC architecture.
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Table 1. DOCSIS evolution.

DOCSIS
Version

Downstream
Capacity

Upstream
Capacity

Production
Date Features Reference

1.0 40 Mbps 10 Mbps 1996 Initial release with high-speed internet access [114–120]

1.1 40 Mbps 10 Mbps 1999 Added voice over IP service, streaming, and gaming
capabilities [114–120]

2.0 40 Mbps 30 Mbps 2001 Improved upstream speed and symmetric service
capability [114–120]

3.0 1 Gbps 100 Mbps 2006 Offers increased capacity (both downstream and
upstream). Also supports IPv6 and channel bonding [114–120]

3.1 10 Gbps 1–2 Gbps 2013 Considerable efficiency and capacity advancement,
wideband channel, OFDM [114–120]

(3.1) a 10 Gbps 10 Gbps 2017 Enhanced upload speeds and symmetrical streaming [111,114,115,117–120]
a Full duplex.

2.1.2. Broadband Powerline

Power Line Communication (PLC) is a concept that is based on the use of electrical
wires for data transmission [121]. A typical BPL system is depicted in Figure 3. The main
motivation for its deployment is the need for alternative means of offering broadband
last-mile access in diverse areas [122,123]. The BPL technology is relevant in this scope
due to the existing connection from the power grid to different homes and offices us-
ing the grid infrastructure. This saves the need for further investment in the backbone
installation [124–126]. Note that apart from being used for electrical power transmission,
it can be also employed for the transmission of additional audio (speech and music) and
video signals. Based on this, different applications such as in-home automation, broadband
Internet access, broadband LAN connectivity, smart city, wireless power transfer, automatic
remote metering, telemetry, in-vehicle communications, and other transport systems can
benefit from PLC network [121,126–128].
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Figure 3. A typical BPL architecture.

2.1.3. Digital Subscriber Line

DSL technology offers means of delivering digital broadband services through the
local telephone network [129]. There has been notable competition between the DSL service
providers and the cable companies to offer the triple play services—the Internet, Internet
protocol TVs (IPTVs), and VoIPs. Consequently, DSL is one of the dominating broad-
band access technologies in the network [129]. For efficient support of data-intensive and



Appl. Sci. 2021, 11, 10427 12 of 104

multimedia services, DSL providers are striving for higher data rates to ensure effective
competition through several innovative technologies with different features [129] as sum-
marized in Table 2. One notable approach of realizing higher speed access being adopted
by DSL service providers is bandwidth expansion. On the other hand, the approach
may result in crosstalk that can subsequently cause interference in the system [129,130].
Therefore, in DSL networks, the major impediment to performance improvement is the
electromagnetic interference between different lines of a cable bundle being produced by
the electrical energy carried by the individual line [129–131].

Moreover, Far-End-Crosstalk (FEXT) and Near-End-Crosstalk (NEXT) are the crosstalk
types normally observed in the DSL networks. The observed crosstalk by neighboring
lines at the transmitter (Tx) side is known as NEXT while the one being observed by
neighboring lines at the receiver (Rx) side is FEXT. In DSL, Frequency-Division Duplexing
(FDD) is normally employed to eliminate the NEXT interference. Although, with FDD
implementation, the FEXT signal is considerably attenuated, however FEXT interference
is still present. Therefore, improved data rates can be realized by eliminating the FEXT
interference [7,131,132]. In general, the crosstalk can be effectively addressed through
proper Spectrum Management (SM) [7,129–131].

Table 2. DSL technology types and features.

DSL Type Acronym Downstream Capacity Upstream Capacity Range (m) Standard Reference

Asymmetric ADSL 1.5–9 Mbps 16–640 kbps 5500 ITU G.992.1, ANSI
T1.413, ITU-T G.992.3
(ADSL2)

[133–136]

ADSL Version 2 ADSL2 Up to ∼10 Mbps Up to ∼1 Mbps 5500 ITU G.992.3 [135,137]

ADSL Version 2
Extended bandwidth

ADSL2+ Up to ∼20 Mbps Up to ∼2 Mbps 5500 ANSI T1.413, ITU
G.992.5

[135,137]

Splitterless G.lite 1.5–6 Mbps 16–640 kbps 5500 ITU G.992.2 [133,134]

High-bit-rate HDSL 1.544 or 2.048 Mbps 1.544 or 2.048 Mbps 4000 ITU G.991.1, ETSI TS 101
135, ANSI T1.TR.28

[133,134]

High-bit-rate 2nd
generation

HDSL2 1.544 Mbps 1.544 Mbps 4000 ANSI T1.418, ITU-T
G.991.2

[133–135]

ISDN IDSL 144 kbps 144 kbps 5500 T1.601 [133,134]

Single-pair SDSL 1.544 or 2.048 Mbps 1.544 or 2.048 Mbps 4000 Proprietary [133,134]

Very-high-bit-rate VDSL 13–53 Mbps 1.5–2.3 Mbps 330–1500 ANSI T1.424, ITU-T
G.993.1, ETSI TS 101 270

[133,134,136,137]

Very-high-bit-rate
Version 2

VDSL2 13–53 Mbps 1.5–2.3 Mbps 330–1500 ITU-T G.993.2 [137]

Very-high-bit-rate
Version 2 Vectoring

VDSL2 Vectoring 100 Mbps 40 Mbps 500 ITU-T G.993.5 [138,139]

Very-high-bit-rate
Version 2 Bonding

VDSL2 Bonding 200 Mbps 50 Mbps 400 ITU G.998.1/2/3
(G.bond)

[138]

Static SM (SSM) is the basic form of SM that can be employed; however, its implemen-
tation is based on the assumption of a worst-case scenario for all users, which is not ideal.
Consequently, the SSM approach may cause inefficient spectrum use, subsequently result-
ing in sub-optimal performance. To improve the DSL system performance, dynamic SM
(DSM) can be employed. Basically, DSM is based on transmission coordinate over multiple
DSL lines through adaptive application of different spectral masks for each user, in order
to maximize system throughput [7,129]. Three levels of DSM have been presented for
performance improvement. The spectrum balancing is implemented independently from
line to line to alleviate crosstalk in the DSM Level 1. On the other hand, in DSM Level 2,
the implementation is done cooperatively through multiple lines. Moreover, signal-level
coordination is done on Level 3 to remove the crosstalk [7,140].

In addition, as presented in Table 2, neither asymmetric DSL (ADSL) nor symmetric
DSL (SDSL) is capable of meeting the required bandwidth for HDTV as listed in Table 3.
Besides, it might be challenging for the schemes to effectively offer the fundamental video
services and/or VoD services over the network. Nevertheless, very-high-bitrate DSL
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(VDSL) and an extended version of ADSL broadband technology, ADSL2+, can provide
bandwidths that are sufficient for supporting video services over a relatively short distance.

Table 3. Data rate requirements for HD and UHD video considering various codec technologies [141].

Codec Technology

Video Format HEVC a (Mbps) VVC b (Mbps)

720p HD (1280 × 720) 2 1.3
1080p HD (1920 × 1080) 4 2.6
4k UHD (3840 × 2160) 12 7.8

a Current. b Future. HEVC: High-efficiency video coding; VVC; Versatile video coding.

Note that xDSL is distance-sensitive, and its performance depends significantly on the
distance between the exchange and the respective home/office. Furthermore, the sensitiv-
ity to distance varies from one variant of DSL to the others. Therefore, the subscribers that
are in close proximity to the exchange can enjoy significantly higher DL connection speeds,
when they are supported by ADSL2 or ADSL2+ compared with ADSL technology. How-
ever, with an increase in the distance, there is no significant difference in their performance.
Similarly, broadband signals are susceptible to attenuation during propagation from the
exchange to the user’s modem. This brings about a considerable reduction in the actual
speed that could be delivered to the user. Furthermore, the line attenuation/line loss is
a function of the total cable length and distance; for instance, with up to 50 dB line loss,
ADSL2/2+ offers some performance gains compared with the ADSL technology [142].

Furthermore, as xDSL is a distance-sensitive technology, for VDSL to deliver services
to a substantial amount of the populace, the DSL access modules (DSLAMs) have to be
in close proximity to the subscriber. For instance, it can be relocated to street cabinets,
and the fiber feeds have to be deployed up to the street cabinets. Moreover, ADSL is a
more attractive option for homes that are considerably farther from the DSLAM compared
with VDSL. In addition, note that, although ADSL is more widely deployed and less
susceptible to attenuation, it offers significantly slower connection than VDSL. However,
the associated expenses for the system upgrade and fiber deployment make VDSL to be
expensive compared with ADSL technology [16].

2.1.4. Fiber Technologies

A notable solution for enhancing the system performance is fiber-based technology.
It entails the deployment of optical fiber straight from the CO to each provider’s equip-
ment that is located on the customer’s premises (Customer premises equipment (CPE)).
The resulting network loops are known as FTTH loops [18].

An FTTH network can be implemented based on architectural solutions such as Pas-
sive Optical Network (PON), point-to-point (PtP) fiber, and hybrid PONs architectures.
As discussed in Section 7, PON is the most widely employed solution, and it enables multi-
ple homes to coexist on shared passive fiber infrastructure. Consequently, all subscribers
share the exchange costs, and the cost per subscriber metric is significantly reduced. Apart
from the fact that the passive nature of the PON solution helps in reducing network com-
plexity, it also aids in improving the system’s reliability. Similarly, the PtP network, also
known as All-Optical Ethernet Network, offers a dedicated line connection from the oper-
ator to each subscriber’s home or apartment. This presents a significant benefit over the
PON networks. Higher bandwidth with enhanced traffic security can be easily delivered
to the subscriber. Moreover, due to its close similarity to the Local Area Network (LAN),
the PtP network can effectively leverage the existing LAN equipment and components
in order to reduce the network cost. Nevertheless, in PtP networks, powered or active
nodes are required for management purposes. This may result in expenditure increase
and reduction in the system reliability [16,18]. Another FTTH network architecture is the
hybrid PON system in which PtP and PON architectures are combined [18].
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Note that FTTH network deployment may be a very costly investment. Consequently,
for a cost-effective realization of the network requirements, service providers with copper
wire network and DSL technology are exploiting hybrid optical fiber and/or the existing
network [7].

Moreover, some of the existing optical broadband network architectures are signifi-
cantly addressing the network performance bottleneck through progressive service delivery
in close proximity to the customers. Furthermore, the generic term for describing some
variants of fiber-based broadband network architecture is FTTx. A typical FTTx architecture
is shown in Figure 4. Note that optical fiber can be employed for all or part of the last-mile
network local loop. Therefore, the employed FTTx type, like fiber to the node (FTTN), fiber
to the building (FTTB), fiber to the cabinet (FTTC), fiber to the premise (FTTP), and FTTH,
is majorly determined by the termination of optical fiber and the copper line with respect
to the CO and the CPE [7,143,144].

FTTH

FTTB

FTTC

FTTN

Fibre cable
Copper cable

Figure 4. A typical FTTx architecture.

In addition, with reference to the PON system that will be presented in Section 7,
FTTx networks can be effectively supported by the architecture. This depends on the
ONU deployments as well as the demarcation point between the optical fiber and copper
cable termination. For instance, with the implementation of FTTC, ONUs deployment can
be effected beside the telegraph pole junction boxes. Based on this arrangement, some
twisted-pair cables can be employed to connect the individual customer to the ONUs.
Note that FTTC network is not only a cost-effective technology, but also a practical so-
lution for supporting narrowband services. Nevertheless, it is not an ideal solution in a
scenario where narrowband and broadband services are to be merged [143,144]. In the
FTTB solution, there is further optical fiber penetration and ONU can be deployed nearer
to the users. Then, LANs, cables, or ADSL broadband communication technologies can be
used to connect the ONU to the users’ homes. Compared with the FTTC solution, FTTB
deployment requires more optical fiber. Consequently, the offered additional optical fiber
penetration makes it more suitable for integration services. Moreover, in the FTTH solution,
ONUs can be deployed right inside the subscribers’ offices or homes. This network imple-
mentation enables a fully transparent network in which the ONUs are independent of the
bandwidth, wavelength, transmission mode, and transmission technology. The advantages
aid the FTTH scheme to be an ideal solution for the access networks [143,144]. Further-
more, the broadband service diffusion study in [145,146] shows that FTTH subscribers
are significantly increasing. Moreover, since 2002, DSL was a widely adopted solution.
However, after a peak around 2006, DSL subscribers are decreasing. Subsequently, DSL
subscribers were surpassed by FTTH subscribers in 2009. Besides, it has been observed in
a similar study on global market outlook report that, DSL is fast losing its importance as
the main broadband technology. This is mainly owing to the offered advantages such as
better performance, upgradeability for higher-bit rates (scalability), and the passive nature
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of the PON system in which there is no need for power supply. It is also due in part to
the aggressive manners in which the FTTx scheme is being deployed. Consequently, it is
envisaged that the FTTH scheme will become the widely deployed broadband technology
for supporting different services [147]. A broad overview of optical access system develop-
ment is comprehensively presented in [148,149]. The wireless counterparts of the fixed-line
broadband system are presented in Section 2.2.

2.2. Wireless Broadband System

Note that most of the existing broadband networks are largely based on optical fiber
cables for different network elements connections. Nevertheless, with the envisaged
massive machine-type communications (mMTC), provision of eMBB services using fiber
might be time-consuming and cost-intensive. In view of this, wireless solutions have been
gaining significant attention. The growing recognition is due to the salient advantages
such as higher flexibility, lower cost, and ease of deployment [47].

In general, wireless broadband solutions are technologies in which PtP or PtMP
microwave in various frequencies are employed for transmitting signals between the
hub sites and the end user equipment. Furthermore, licensed and unlicensed bands can
be employed for wireless broadband technologies. Within the wide range of applicable
frequencies, higher frequencies offer a set of benefits such as more spectrum availability,
smaller antenna dimensions, and better directivity. The advantages result in ease of
installation and performance improvement. On the other hand, high-frequency systems
are susceptible to attenuation caused by poor weather conditions. This may constraint the
system operation to the LoS and consequently results in distance/coverage limitations [16].
Besides, the density and height of the obstacle are other limiting factors [27,150].

Mainly, wireless solutions can be grouped into the LoS and non-LoS (NLOS) technolo-
gies. For instance, PtP microwave, Free Space Optics (FSO), Local Multipoint Delivery
Service (LMDS), and Broadband Satellite are LoS technologies. This is due to the fact that
LoS is required for effective signal transmission when they are implemented. In contrast,
cellular technologies such as CDMA, GSM, WiMax, Wireless Fidelity (Wi-Fi), 3G, as well as
fixed wireless broadband technologies like Multichannel Multipoint Distribution Service
(MMDS) do not require LoS for reliable signal transmission. Therefore, unlike LoS solutions,
NLOS technologies offer better benefits regarding ease of system deployment and broader
network coverage [16,18,151]. In the subsequent subsections, we present an overview of
some viable wireless technologies.

2.2.1. Microwave Links

Microwave link is a PtP LoS wireless transmission technique. The benefits of a
microwave link can be felt in areas with high population densities or difficult terrains.
In such scenarios, the cabled network installation costs are prohibitively high. Unlike the
cabled network, the microwave links are simple to install and economical. Nevertheless,
the link possesses comparatively limited bandwidth, which makes it to be less relevant
for high-capacity network link applications. Furthermore, being an LoS solution, it offers
a relatively shorter transmission distance. Microwave-based network capacity can be
improved through the deployment of additional links. However, the relatively high
expenditure involved in additional link installation may hinder the cost-effective benefit of
the microwave link [16].

2.2.2. Multichannel Multipoint Distribution Service

MMDS is a broadcasting and communication system that is also known as Broad-
band Radio Service or wireless cable. It was primarily presented as an alternative to
conventional Cable TV. Nevertheless, its application has been extended to the Internet and
telephone/fax communication services [16,18]. MMDS operates in the lower end of ultra-
high-frequency (UHF) range between 2.1 and 2.7 GHz [16,151,152]. As aforementioned,
a typical microwave link is a PtP LoS wireless transmission system with a relatively shorter
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coverage area. To extend the coverage, a considerable number of PtP links will be required.
The limitations can be addressed with MMDS implementation. In MMDS, the usual PtP
antenna system of microwave links is replaced with a sector antenna system. The configu-
ration enables signal transmission to multiple locations within a 60◦ or 90◦ angle sector.
Apart from being an effective microwave solution for attending to the PtP microwave link
limitations, relatively wider coverage can be realized at a reduced cost per link. The offered
PtMP architecture can be employed for video and voice communications [16].

2.2.3. Local Multipoint Distribution Service

The LMDS wireless access technology concept is very similar to that of MMDS. It is
a terrestrial PtMP radio service that offers wireless broadband access to the subscribers’
fixed networks located throughout the target service area [16,113,153]. It offers an ideal
solution for offering high-bandwidth services to subscribers, especially over an area where
the wired network might be uneconomical or inconvenient. As illustrated in Figure 5,
a sector antenna is employed at the BS for signal transmission in a PtMP manner over
a planned coverage area. Therefore, the BSs are generally configured as a sectorized
site to ensure frequency reuse while multiple users can be assigned to any of the sectors.
Usually, the number of channels as well as the general frequency plan is determined by
the available spectrum in a specified market and the aggregate capacity demanded in
a particular geographic zone. However, LMDS typically operates in the higher radio
frequencies between 27.5 GHz and 31 GHz [16,113,151,154]. As a result of this, it gives
considerably better bandwidth compared with MMDS. In addition, LMDS can give two-
way broadband services such as multimedia data, voice, internet, and video [16,155].
For effective transmission, LoS is required between the BS and customer transceiver (TRx)
with typical downstream (DS) rates between 45 to 155 Mbps. Moreover, for wide-area
coverage, LMDS presents a more cost-effective solution compared with PtP microwave
links. Nevertheless, owing to challenging issues such as multipath fading, shadowing,
rainfall, and free-space attenuation effects at the frequency of operation, its range capability
is limited [16,113,156–158]. Similarly, the available radio spectrum limits the achievable
capacity and individual peak data rate for the subscriber [16]. Besides, another related
problem is a way of gaining access to the rooftops for antenna installation [159].

Switch data

Internet

Voice

Broadcast video 
servers

Other Network Services 
Servers

Figure 5. A typical LMDS architecture.
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2.2.4. Free Space Optics

As illustrated in Figure 6, an FSO system is an LoS technology in which infrared
sources, namely, lasers, are employed to provide optical bandwidth connections. It has
been gaining significant attention for a prompt establishment of broadband PtP communica-
tion links for rural and urban applications due to its bandwidth and protocol-independent
nature. Based on this, FSO systems can be employed for applications like provision of PtP
LoS link, last-mile access, metro network extension, wireless backhaul, enterprise connec-
tivity, as well as fiber backup [160–162]. Furthermore, FSO technology offers advantages
such as license-free operation [16,160,161,163], highly secure wireless system [160,161,163],
ease of deployment [163], full-duplex transmission [163], low installation costs [16], wide
communication range [160], immunity to radio frequency interference [161], and extremely
high-speed data transmission [163]. Nevertheless, owing to the FSO system PtP LoS link
nature, its deployment for the envisaged massive devices in the 5G and beyond broadband
networks might not be cost-effective. Besides, it has a number of associated challenges
regarding the inability to propagate through obstacles and susceptibility to poor weather
conditions and atmospheric effects. The effects can bring about beam wandering and scin-
tillation, which may subsequently result in the fluctuation of the received optical intensity
and system outage. Therefore, the degree of the effects can be used to determine the system
availability and reliability [16,160,161,163–168].

FSO Channel

Figure 6. A typical FSO system.

Note that the wavelength ranges of 780–850 nm and 1520–1600 nm are usually em-
ployed in the current FSO equipment [169]. Additionally, the employed wavelengths in
the scheme significantly assist in atmospheric absorption losses mitigation. For instance,
an attenuation of less than 0.2 dB/km is typically experienced by wavelength windows in
the region of 850, 1060, 1250, and 1550 nm wavelengths. Remarkably, the 850 nm, as well as
1550 nm transmission windows, that are now being employed in the FSO systems coincide
with the standard transmission windows of fiber optic systems. Therefore, to encourage
the employment of the existing commercial off-the-shelf (COTS) equipment, most of the
viable FSO systems operate at 850 nm and 1550 nm transmission windows [166,169].

In addition, the 1520–1600 nm wavelengths are compatible with and can leverage
erbium-doped fiber amplifier (EDFA) and COTS wavelength-division multiplexing (WDM)
transmission equipment which can help in realizing high-power and high-data-rate sys-
tems. Moreover, about 50–65 times more average output power can be transmitted at the
wavelengths compared with 780–850 nm for a given eye safety classification due to the low
transmission of the human eye at 1520–1600 nm wavelengths [166,169]. In Section 6.1, we
give a further discussion on the FSO system.

2.2.5. Terrestrial Wireless Broadband

Wireless broadband systems offer effective ways of delivering wireless connections
between the users’ devices and communication networks. Services such as high-speed data,
telephony, and other multimedia applications can be effectively supported and delivered
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to unspecified areas within subscribers’ locations such as homes and offices [5,19]. In this
subsection, we present several terrestrial wireless broadband technologies that are generally
employed for delivering wireless connectivity.

Wireless Fidelity

Wi-Fi is a wireless networking protocol that can be viewed as a considerably confined
version of MMDS in which LOS is not required. It is the Wi-Fi Alliance trademark and a
wireless LAN protocol that is established on the IEEE 802.11x network standard. Moreover,
Wi-Fi works in the low-frequency area of UHF in a PtMP manner and transmits in the
unlicensed spectrum at 2.4 GHz and 5 GHz radio bands. Besides, mm-wave-based Wi-Fi
can also operate at 60 GHz (IEEE 802.11ad). Furthermore, there has been growing Wi-Fi
signal penetration with its adoption in various areas. This enables the Wi-Fi transmitters to
operate at low power while still attaining ranges of about 30 and 450 meters in the door
and outdoor applications, respectively. Wi-Fi is primarily intended for delivering localized
wireless radio access to the end user equipment such as PCs, TV, and phones that are close to
the access point (AP). Currently, some devices like smartphones, personal digital assistants
(PDAs), and tablets are being equipped with Wi-Fi chips. This makes them capable of
sending and receiving media-rich content from any location within the signal reach of
Wi-Fi AP. In general, the devices should be within 300 m efficiency range [16,170,171].

As shown in Table 4, there are various categories of Wi-Fi networks with capabilities
for supporting different data rates that are shared between multiple subscribers. Besides,
Wi-Fi is very effective for in-building applications. Note that Wi-Fi service providers have
been expanding and pervasively setting up multiple sites for delivering a ‘wireless cloud’
that covers hot-spot areas. The resulting Wi-Fi hot-spot access network with several APs
can offer Wi-Fi connectivity to private/public enterprises such as airports and hospitals
over a considerable range. Moreover, it is noteworthy that the precise coverage area
dimensions vary and depend on the equipment power specifications and environmental
conditions [16,172].

Note that an increase in the number of Wi-Fi APs will increase the network capacity.
Nevertheless, the capacity may be hindered by the associated mutual interferences be-
tween the contending APs. The problem can be addressed with cooperative transmission
and effective interference cancellation. In [170], the distributed cooperative APs primary
challenges and viable means of addressing them are presented.

Table 4. IEEE 802.11 network PHY standards.

Standard 802.11 802.11a 802.11b 802.11g 802.11n 802.11ac 802.11ad 802.11af 802.11ah 802.11ax 802.11ay Reference

Released
date

1997 1999 1999 2003 2009 2013 2012 2014 2016 2019 a 2019 a [173–175]

Frequency
band (GHz)

2.4 5 2.4 2.4 2.4/5 5 60 2.4/5 2.4/5 2.4/5 60 [18,132,173–178]

Modulation DSSS, FHSS OFDM DSSS DSSS,
OFDM

OFDM OFDM SC,OFDM OFDM OFDM OFDM SC,OFDM [173,176,177]

Range (m) b 20 35 35 38 70 35 3.3 1000 1000 304.8 10 [174,176,177]

Advanced
antenna
schemes

N/A N/A N/A N/A MIMO,
up to 4 SS

MIMO,
MU-MIMO,
up to 8 SS

BF MIMO,
up to 4 SS

MIMO,
up to 4 SS

MIMO,
MU-MIMO,
up to 8 SS

MIMO,
up to 4 SS

[173,175,177,179]

Bandwidth
(MHz)

20 20 20 20 20, 40 20, 40, 80,
160

2160 6–8 1–16 20–160 8000 [173,175,177,179,180]

Data rate
(Mbps) c

2 54 11 54 600 6933 6757 568.9 347 10,530 20,000 [18,132,173–
176,178,180]

a Expected release date; bApproximate range; c Maximum theoretical data rate (Note: the peak speed depends on the actual channel
bandwidth, number of spatial streams, constellation density, and per-symbol overhead [181]).

Worldwide Interoperability for Microwave Access (WiMAX)

Another broadband wireless technology that is designed to offer Wi-Fi-type con-
nectivity is WiMAX. It is a PtMP last-mile broadband wireless access scheme that offers
standard-based solutions for portable, fixed, and mobile devices at a relatively wider
range [16,182]. Furthermore, WiMAX can be based on LoS or NLOS wireless signal propa-
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gation, which enables it to operate both in PtP and PtMP configurations, respectively. Due
to its ability to support a large coverage area, as well as capability to provide competitive
and consistent broadband service, the NLOS systems are usually deployed by the operators
for delivering large-scale broadband services [16].

Note that WiMAX products and specifications are based on the IEEE 802.16 group
wireless metropolitan area networking standards with well-defined air interface proto-
cols. Furthermore, note that its preliminary specifications and products focused on fixed-
broadband solutions. However, they have been amended to support mobile services,
majorly to enhance the use cases and market prospects [16,182]. Consequently, wireless
broadband services such as nomadic, fixed, and mobile have been provided based on
NLOS communication [16]. In addition, WiMAX has been attracting considerable attention
as a promising next-generation wireless broadband technology that can be employed not
only for backhauling Wi-Fi hotspots but also deployed for metro access coverage [132].
Furthermore, Mobile WiMAX has been recognized as an IMT2000 technology as well as an
attractive candidate for IMT-advanced. Advanced schemes such as multi-antenna system
and orthogonal frequency division multiple access (OFDMA) technology are employed in
the mobile WiMAX air interface [182]. Table 5 presents basic data on IEEE 802.16 standards.

Typically, for portable and fixed access applications within 3 to 9 km cell radius
deployment, WiMAX systems intend to offer up to 75 Mbps capacity per channel, while
for mobile network deployments up to 15 Mbps capacity is envisaged within up to 3 km
cell radius. Nevertheless, the existing realistic bandwidth capabilities are relatively lower.
Furthermore, being a shared bandwidth technology, the eventual bandwidth offered to the
subscriber could be lesser than the channel capacity. Besides, the achievable bandwidth
depends on the number of subscriber per-channel contention ratio [16,182]. Consequently,
due to the relative bandwidth limitation, WiMAX might not be able to support ubiquitous
high-data-rate broadband services for the envisaged massive devices [16,182].

Table 5. Basic data on IEEE 802.16 standards.

802.16 802.16-2004 802.16e-2005 Reference

Completed December 2001 June 2004 December 2005 [159,183]

Frequency band 10–66 GHz 2–11 GHz 2–11 GHz for fixed; 2–6 GHz for
mobile applications [159,178,183–185]

MAC architecture PtMP, mesh PtMP, mesh PtMP, mesh [159,183,185]

Application LoS, fixed NLOS, fixed NLOS, fixed and mobile [159,183–185]

Gross data rate 32–134.4 Mbps 1–75 Mbps 1–75 Mbps [159,183–185]

Modulation QPSK, 16-QAM, 64-QAM QPSK, 16 QAM, 64 QAM QPSK, 16 QAM, 64 QAM [159,183,184,186]

Transmission scheme SC only SC, 256 OFDM or
2048 OFDM

SC, 256 OFDM or scalable
OFDM with 128, 512, 1024,
or 2048 subcarriers

[159,183,185,186]

Multiplexing Burst TDM/TDMA Burst TDM/
TDMA/OFDMA Burst TDM/TDMA/OFDMA [159,183,186]

Cell radius Over 10 km 7–10 km 2–5 km [183,184]

Direct Broadcast Satellite (DBS)

Apart from being a wireless solution for direct-to-home digital TV/radio broadcasting
services, Direct Broadcast Satellite (DBS) can also support two-way remote telephoning
and high-speed Internet access to the subscribers. In DBS, geostationary satellites that are
operating in the Ku band are usually employed. The downlink (DL) and UL frequencies are
12 GHz and 14 GHz, respectively. A typical DBS architecture can be PtP or PtMP topology,
as depicted in Figure 7. A digitized video and data composite signal from the Earth station
is relayed through broadcast from the satellite to the required subscribers’ location [16].
The subscriber can send and receive data through a rooftop installed satellite dish [19].
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Earth station

Figure 7. Direct broadcast satellite architecture.

Furthermore, typical achievable data rates are between 16 kbps and 155 Mbps [16].
Besides, it has been noted that there is a high similarity between satellite broadband
and DSL broadband regarding the cost and performance. Moreover, although the fiber
solution offers relatively superior performance, the required roll-out time and cost make its
deployment unsuitable for an immediate solution. On the other hand, satellite solution’s
accessibilities are instant. This makes DBS a nice solution for areas without or with limited
terrestrial or wireless broadband access [19]. However, about 250 ms delay could be
experienced in this kind of network. The associated network delay is mainly due to
the geostationary satellites that are located at about 22,300 km from the surface of the
earth. Noted that in some broadband applications and services, the resulting latency is
unacceptable for effective operation. This challenge can be alleviated with the aids of
a network of satellites (around 700 per system) in the low Earth orbit (LEO) which are
located at ~1000 km from the earth’s surface. Consequently, with LEO implementation,
the signal propagation delay is comparatively lower. Subsequently, the latency can be
reduced to about 50 ms. Note that the LEO implementation may demand an entirely
different antenna constellation at the subscriber end. In addition, as DBS is based on
the constrained RF spectrum, its capacity is limited by the available bandwidth [16,19].
Based on the advantages of SDN, its integration with LEO satellite networks can offer
more flexible network monitoring and management. Besides, it can considerably facilitate
network expansion [50].

TV White Space: Broadcast to Enhanced Mobile Broadband

The growing increase in the various multimedia applications and services has been
contributing significantly to the radio spectrum scarcity, which is one of the key bottle-
necks in wireless communications. In recognition of this, the Federal Communications
Commission (FCC) has observed that despite the increase in demand the spectrum access,
the allocated licensed spectrum bands including the bands for TV broadcasting, have
not been efficiently utilized at certain times and locations. In this regard, a substantial
portion of allocated very high-frequency (VHF) and ultra-high-frequency (UHF) radio
spectrum channels in different geographic areas may not be used for the intended broad-
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cast services by the TV stations (primary network) owing to the probability of instigating
interference. This implies that there is a high potential for unlicensed cognitive devices
(secondary users) to operate in such unoccupied spectrum bands known as TV White Space
(TVWS), alleviating the global radio spectrum congestion and improving the spectrum
efficiency. The TVWS signifies the TV channels that are unused or underutilized by any
licensed services at a certain location and a specific period. It is normally employed to
define contiguous or interleaved unused portions of the spectrum in the broadcast TV
frequency bands (VHF and UHF) that exist among various assigned channels to prevent
interference. Based on this, the FCC has authorized the license-exempt use of TVWS for the
new wireless applications/services support. This is also facilitated by the cognitive radio
systems. Although TVWS offers an attractive spectrum opportunity for wireless broadband
services, its exploitation is based on the condition that there should be no interference to
the incumbent users [187,188].

Moreover, the transition from analog to digital TV has brought about the local accessi-
bility of benign wireless communication channels in the TVWS spectrum. Consequently,
reallocation of unused broadcast TV spectrum to broadband and other wireless services
enables unlicensed access for fixed and mobile applications [187]. Furthermore, it has been
demonstrated that the unused spectrum can be exploited to deliver broadband Internet
access while functioning amicably with the neighboring TV channels. Note that the TVWS
spectrum can penetrate obstacles such as trees, doors, and walls. These features make it
highly attractive for various applications such as cost-effective Internet services beyond the
Wi-Fi range and surveillance purposes in areas with challenging topography/during harsh
weather [189]. Besides, opportunistic access to TVWS can offer low energy consumption
and cost-effective spectrum access for a number of outdoor and indoor communication sys-
tems, including home networking, rural broadband, and device-to-device communication
via efficient radio spectrum utilization, making it a good candidate for the 5G FWA [190].

Note that there are a set of requirements regarding frequency agility and strict spectral
mask that have to be met by potential white space devices (WSDs) for effective wireless
transmission over TVWS. For instance, based on their frequency agility, they should be
able to select and change channels considering their geolocation. Furthermore, they have
to strictly adhere to the imposed spectral masks to guard the incumbent users [191]. Conse-
quently, one of the main problems of dynamic spectrum sharing in TVWS is the manage-
ment of the interference. This will help in protecting both the incumbents and the cognitive
users from a variety of interference sources. Likewise, to facilitate interference-free co-
existence between heterogeneous unlicensed networks, the geolocation-based approach
and spectrum sensing techniques are normally implemented for spectrum sharing in the
TVWS [190]. In this context, spectrum regulators have encouraged a database-assisted
TVWS network architecture in which unlicensed WSDs have to acquire the TV channel
information from a cloud-based geolocation database [188].

A database-assisted TVWS network architecture that is based on a heterogeneous
communication model is illustrated in Figure 8. It comprises a primary network, macrocell
network, and femtocell network. The primary network contains the TV tower and TV
receivers that are the license holders of TV white spaces that have the entire priority to use
it. Furthermore, the macrocell network consists of Macro Secondary Users (MSUs) and
Macro Base Station (MBS). The MBS in each macrocell is demanded to serve each MSU.
Similarly, the Femto Secondary Users (FSUs) and Femto Base Station (FBS) are entities of
the femtocell network in which the FBS is expected to offer service to FSUs. Moreover,
the femtocells and macrocells are the secondary networks. The secondary systems are
the WSDs that can opportunistically exploit the TVWS [192]. Note that logical entities
such as a coexistence discovery and information server (CDIS), coexistence manager (CM),
and coexistence enabler (CE) are important for the coexistence of various cognitive radio
systems [193].
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Figure 8. A typical heterogeneous database-assisted TVWS network architecture. TVA: TV Antenna,
TVWS: TV white space, MSU: Macro secondary user, Macro base station (MBS), FSU: Femto secondary
users, and FBS: Femto base station.

In this configuration, for the WSDs to access any of the TVWS, they first need to
report their immediate locations to a geolocation spectrum database (GLSD). Based on the
location information, the database estimates and presents the available TV channels that
can be exploited by the WSDs in a certain period. Note that the database-assisted TVWS
system represents a standard cloud-enabled virtualized network. In this regard, each of
the WSDs denotes an infrastructure-based device such as a base station of a secondary
operator. These WSDs offer various cellular-based wireless services to their subscribers
using the obtained TV channels. However, certain technical challenges regarding the
design, accuracy, and management of geolocation databases demand concerted research
effort to ensure an effective database-assisted TVWS network. Besides, efficient means of
deploying and optimizing a database-assisted TVWS network are also imperative [188].

2.3. Mobile Network Evolution

Although the path to a real mobile wireless communication system has been con-
siderably lengthy, there has been a great evolution in the networks. The system has
revolutionized from being an expensive analog signal delivery technology that can be
afforded by a small number of dignitaries to ubiquitous systems being employed by a
majority of people for supporting enhanced multimedia applications and services [20].
For instance, from the analog first-generation (1G) mobile communication, the digital trans-
mission second-generation (2G) mobile networks, which are based on the global system for
mobile communications (GSM) have evolved to high-speed third-generation (3G) mobile
networks such as Universal Mobile Telecommunications System (UMTS) [16,17]. The 3G
systems being the first mobile networks with broadband data handling, have also evolved
to the LTE, which through further evolutionary steps, subsequently developed to the true
4G systems, LTE-Advanced (LTE-A) [20,21].

In this section, we discuss generations of mobile networks that could be considered
broadband technologies. In addition, we present an overview of the mobile wireless net-
work evolution considering features like data rates, employed technologies, supported
services, and adopted multiplexing schemes, summarized in Table 6. Furthermore, a typi-
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cal mobile wireless network architecture that could be distributed and/or centralized is
depicted in Figure 9 and explained in Section 6.

Table 6. Mobile network evolution.

Features 1G 2G 3G 4G 5G Reference

Deployment 1970–1980 1990–2004 2004–2010 2010–2020 2020 [17,194–198]

Switching Circuit Circuit, packet Packet except for air
interface

All packet All packet [17,194,199–201]

Technology Analog cellular:
AMPS, NMT, TACS,
RTMI, ETACS,
JTACS, Netz-C

Digital cellular:
D-AMPS (IS-136),
CDMA (IS-95),
GSM, GPRS, PDC,
EDGE, HSCSP

UMTS (WCDMA),
GSM PS & CS evols.,
1x EV-DO Rel. 0, A,
B; cdma2000 (IS-95C);
HSPA evol.; WiMAX;
LTE Rel. 8, 9

LTE Rel. 10–14,
WiMAX 2, Unified
IP & seamless
PAN/LAN/WLAN
amalgam

3GPP NR Rel. 15 &
3GPP NR Rel. 16

[17,194,195,197–206]

Core network PSTN PSTN Packet network Internet Internet [17,199,200]

Data rate 2 Kbps 14.4–64 Kbps 144 Kbps–2 Mbps 200 Mbps–1 Gbps >1 Gbps [17,194,199,200,202,207]

Service Mobile telephony Digital voice, voice
mail, SMS

Integrated
high-quality video,
audio, & data,
streaming

Dynamic
information access,
wearable devices

Dynamic
information access,
wearable devices
with AI capabilities

[17,194,199–201]

Multiplexing FDMA TDMA/CDMA CDMA CDMA, SCDMA,
OFDMA

CDMA, OFDMA,
GFDM, SCDMA,
VFDM

[17,194,199,200,208]

Hand off Horizontal Horizontal Horizontal Horizontal &
vertical

Horizontal &
vertical

[17,194,199,200]

PAN: Personal Area Network; LAN: Local Area Network; WLAN: Wireless LAN; WAN: Wide Area Network; AMPS: Advanced Mobile
Phone System; NMT: Nordic Mobile Telephone; TACS: Total Access Communication System; ETACS: European TACS; JTACS: Japanese
TACS; RTMI: Radio Telefono Mobile Integrato; Netz-C: C450-20 network; D-AMPS: Digital AMPS; PDC: Personal Digital Cellular; GSM:
Global System for Mobile Communications; EDGE: Enhanced Data rates for Global Evolution; GPRS: General Packet Radio Service;
HSCSP: High-Speed Circuit-Switched Data; UMTS: Universal Mobile Telecommunications System; EV-DO: Evolution-Data Optimized Or
Evolution-Data Only; HSPA: High-Speed Packet Access; LTE: Long-Term Evolution; WiMAX: Worldwide Interoperability for Microwave
Access; SMS: Short Message Service; PSTN: Public Switches Telephone Network.

Core
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BBUBBU
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Figure 9. Typical mobile wireless access network (a) distributed and (b) centralized architectures.
BBU: Baseband unit; RRH: Remote radio head.

(i) 1G Mobile Systems: As previously mentioned, 1G is an analog radio transmission
system. The 1G major technologies are Nordic Mobile Telephony (NMT), Advanced
Mobile Phone System (AMPS), and Total Access Communication System (TACS).
Note that the 1G-based mobile communication systems are limited. This is due to the
fact that voice services are only supported by the system [20,21].

(ii) 2G Mobile Systems: The first analog mobile communication systems present certain
challenges regarding quality and capacity. To address these challenges, the 2G digital
mobile system has been developed. The standard digital 2G GSM-based mobile
systems support voice, as well as limited (low) data services. Note that the GSM is
a circuit-switched network in which Frequency Division Multiple Access (FDMA)
and Time Division Multiple Access (TDMA) are employed to support multiple user
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access at transfer rates of ~14.4 kbps [16]. As faster rates are not supported by the
related modulation technique and the GSM channel structure, the High-Speed Circuit-
Switched Data (HSCSD) service is presented in the GSM Phase 2+. Furthermore,
in order to permit several CA for higher speed, packet-switched functionality is
added to the GSM via General Packet Radio Service (GPRS) development. Addi-
tionally, further improvement on the GSM technology with advanced modulation
schemes results in the Enhanced Data rates for Global Evolution (EDGE). This helps
in enhancing the data rate by about threefold in the same bandwidth. Moreover,
the combination of EDGE and GPRS results in a potential system comparable with
the International Telecommunication Unions IMT-2000 perception [201,209].

(iii) 3G Mobile Systems: The 3G network development presents the right phase for high-
quality mobile broadband (MBB) service delivery. Consequently, mobile operators
have upgraded their networks to 3G technology to offer several broadband applica-
tions with fast wireless internet access to various subscribers. For instance, operators
with GSM have evolved their networks to 3G through high-speed packet access
(HSPA) and UMTS deployment. Moreover, the traditional operators with CDMA
solutions have deployed 1x EVolution data optimized (1x EV-DO) for the system
upgrade to the 3G network. However, the presented 3G solutions are only capable of
delivering data throughput between a few hundred kbps to a few Mbps [159]. HSPA
and 1x EV-DO are discussed in the following enumeration.

(a) HSPA: To start with, High-Speed Downlink Packet Access (HSDPA) is defined
in the Third-Generation Partnership Project (3GPP) UMTS Release 5 specifica-
tions as a DL-only air interface. It can effectively support a peak user data rate
of about 14.4 Mbps with a 5 MHz channel, depending on the number of the
employed codes. For instance, when 5 codes are used, HSDPA can offer peak
data rates of about 3.6 Mbps; however, with 10 codes, it can give peak rates
of about 7.2 Mbps. Furthermore, typical average rates by the subscribers are
between 250 kbps to 750 kbps. Note that the basic HSDPA system performance
can be considerably improved by employing schemes like spatial processing,
multiuser detection, and diversity reception. In addition, the High-Speed
Uplink Packet Access (HSUPA) is a UL version of HSDPA standardized in
the 3GPP Release 6 (feature for WCDMA) specifications. It is not only based
on the support for about 5.76 Mbps UL data rates, but also on capacity and
throughput increase [210]. Besides, HSUPA aims at reducing the associated
latency [211]. The combination of HSDPA and HSUPA technologies is known
as HSPA. Therefore, it aids in packet data transfer optimization in the DL
and UL. Note that HSPA also helps in enhancing UMTS network capacity for
data transmission and offers considerable latency reductions [159,210–212].
Furthermore, in the 3GPP Release 7, 8, 9, and 10, additional enhancements
to the HSPA have been specified in the context of HSPA evolution (HSPA+).
The main goal is to improve the HSPA-based radio network performance
regarding the peak data rate, spectrum efficiency, and latency [213]. This is
to deliver a system with performance that is comparable to that of LTE in a
5 MHz carrier and as well as backward compatible with earlier releases [214].

(b) 1x EV-DO: The 3GPP2 standards organization-defined 1x EV-DO as a high-
speed data standard, which is an evolution to second-generation IS-95 CDMA
systems. A peak DL data rate of 2.4 Mbps can be supported in a 1.25 MHz
channel. Typically, the subscribers can experience average download through-
puts between 400–600 kbps. Similarly, average upload throughputs of about
500 to 800 kbps, with low latency can be achieved. In the 1x EV-DO Revision
A and B versions, a peak rate of 3.1 Mbps and 4.9 Mbps, respectively, can be
offered to the mobile user. Furthermore, both versions can offer UL data rates
of about 1.8 Mbps. In addition, it should be noted that, Rev. B has optional
support for higher channel bandwidth operations [159,215,216]. For instance,
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about 73 Mbps and 27 Mbps in the DL and UL, respectively, can be achieved
when operated at 20 MHz [159]. Typically, in a 3 carrier deployment, Rev. B
can deliver a peak rate of 14.4 Mbps. Furthermore, there has been a notable
evolution in the 3G systems to support multimedia services [215]. A good
instance is the 1x EV-DO Rev A that supports video and voice telephony over
IP [159]. An additional step in this technology is based on the development of
1x EV-DO Rev. C that is also known as Ultra MBB (UMB). It includes support
for OFDM-based multi-antenna schemes, spatial multiplexing, and channel
bandwidth up to 20 MHz. However, the UMB is not backward compatible with
the earlier CDMA2000 standards [20–22,217]. Besides, although the 3G mobile
system can support up to 2 Mbps broadband data transmission, the associated
capacity is inadequate to make the 3G system a key broadband technology
market competitor. Consequently, mobile 3G has been offering complementary
broadband services [16].

(iv) 4G Mobile Systems: The 4G mobile communication is well-signified by the LTE tech-
nology. Compared with HSPA, LTE not only offers higher efficiency, but also further
improves the mobile-broadband experience regarding the achievable end-user data
throughputs. The offered improvement is a result of the implemented advanced
schemes such as OFDM and multi-antenna technologies that present wider transmis-
sion bandwidths. In addition, 3G supports mobile communication in the unpaired
spectrum, whereas LTE offers both time-division duplex and FDD operations. There-
fore, within a common radio-access technology, LTE accommodates operation in both
unpaired and paired spectra [21].

(v) 5G Mobile Systems: The 5G network is the mobile telecommunication system that
was officially launched in 2020. Basically, it is envisaged to transform mobile networks
and considerably improve the existing 4G/LTE network performance. Furthermore,
it is expected to support many advanced radio technologies such as network slicing,
to facilitate quick deployment of different services; Information-Centric Network-
ing (ICN), for the reduction in network traffic; Software-Defined Networks (SDN),
to ensure sufficient network flexibility; and Massive MIMO and millimeter-wave
for enhancing the system capacity [218,219]. Moreover, it is envisaged to deliver
enhanced transmission rates with a minimum rate of 1 Gbps so as to offer an out-
standing mobile experience through an eMBB. Similarly, it should offer end-to-end
latency of about 1 ms or less to support ultra-reliable and low-latency (URLLC) appli-
cations. Apart from the performance improvement regarding substantial high data
rates and low latency, massive connection density based on massive machine-type
communications (mMTC), as well as other improvements, are anticipated. In this
context, use cases such as mMTC, eMBB, and URLLC have been defined by the In-
ternational Telecommunication Union (ITU) for the 5G networks [218]. Furthermore,
the 5G system is a converged network in which wired and wireless systems are to
exploit the same infrastructure [220]. In general, 5G is an integrated network that
will cooperatively operate for efficient and seamless communication, resulting in a
fiber-like user experience [19,48,208].
Note that as the 5G network deployment is in its early stage, different teething
problems are envisaged. Besides, like its predecessor networks, 5G might not be
able to stand the test of time in offering future system requirements regarding full
connectivity. Therefore, research attention should be focusing on beyond 5G wireless
communications [218].

(vi) Network 2030 and Beyond: The low-frequency spectrum band is capable of long-
distance propagation and consequently can support wide coverage. However, owing
to its relatively narrow bandwidth, the achievable transmission rate is significantly
low. Furthermore, due to the growing increase in traffic and the associated network
requirements, the mm-wave band is recommended for the 5G. This band can offer
bandwidths in the order of some gigahertz. However, with the current trend in the
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traffic increase, the mm-wave band may not be an efficient solution that can effectively
meet the bandwidth requirements of the Network 2030 (6G and Beyond). In the light
of this, the International Telecommunication Union (ITU) has established another ITU
Focus Group for Network 2030. The Group aims to guide the global information
and communications technology (ICT) community in the analysis of the network
capability for the year 2030 and beyond. In this context, some extensive researches
are ongoing regarding 6G [218,221].
Moreover, 6G is envisioned to be based on major innovative technologies such as super
Internet-of-Things (IoT), mobile ultra-broadband, and AI. Besides, it is envisaged that
terahertz (THz) communications should be a viable solution for supporting mobile
ultra-broadband. Furthermore, super IoT can be achieved with symbiotic radio and
satellite-assisted communications. Besides, machine learning methods are expected
to be promising solutions for AI networks [218,221,222]. As summarized in Table 7,
6G is envisaged to offer a considerable improvement on the 5G by employing AI to
automate and optimize its operation.
In addition, concerning the data rate enhancement and bandwidth improvement,
the THz band can ideally deliver three orders of magnitude greater than the realizable
ones by mm-wave band [221]. At large, one of the main goals of the 6G networks
is to achieve ubiquitous connectivity. In this context, satellite and underwater com-
munications networks will be integrated to offer global coverage. Moreover, innova-
tive service classes/use cases such as ubiquitous mobile ultra-broadband (uMUB),
ultrahigh-speed-with-low-latency communications (uHSLLC), and ultra-high data
density (uHDD) will be defined for the 6G networks [219]. Based on this, a study
group has been dedicated in the IEEE 802.15 for THz spectral allocations and stan-
dardizations. Likewise, some companies like Huawei and Intel have been carrying
out different experiments in these bands [218,221]. Consequently, to give an overview
of the main broadband technologies and help in their selection, we consider different
salient factors such as coverage, capacity, benefits, and limitations in Table 8.

Table 7. Requirements of 4G, 5G, and the envisioned 6G.

Features 4G 5G 6G Reference

Use cases MBB
• eMBB
•mMTC
• URLLC

• LDHMC/uMUB
• FeMBB/CAeC
• ELPC
• ERLLC/MBRLLC/mURLLC/EDuRLLC
• umMTC

[223–226]

Applications

•Mobile Internet
•Mobile pay
• High-definition videos
• Voice
•Mobile TV

• V2X
• VR/AR/360 degree videos
• Telemedicine
• UHD videos
• IoT
• Smart city/factory/home
•Wearable devices

• Internet of Bio-Nano-Things
• Tactile/Haptic Internet
• Full-sensory digital sensing & reality
• Fully automated driving
• Space travel
• Holographic verticals and society
• Deep-sea sightseeing
• Industrial Internet

[223,224,227,228]

Network
characteristics Flat & All-IP

• Virtualization
• Cloudization
• Slicing
• Softwarization

• Slicing
• Intelligentization
• Cloudization
• Virtualization
• Softwarization

[223,226,227]

Peak data rate 100 Mb/s 20 Gb/s ≥1 Tb/s [223,224,228–232]

Experienced data
rate 10 Mb/s 0.1 Gb/s 1 Gb/s [223,228,231]

Spectrum efficiency 1× 3× that of 4G 5–10× that of 5G [223,229]

Network energy
efficiency 1× 10–100× that of 4G 10–100× that of 5G [223,229]

Area traffic capacity 0.1 Mb/s/m2 10 Mb/s/m2 1 Gb/s/m2 [223]

Connectivity
density 105 devices/km2 106 devices/km2 107 devices/km2 [223,224,228–230]

Latency 10 ms 1 ms 10–100 µs [223,224,229,231,232]

Mobility 350 km/h 500 km/h ≥1000 km/h [223,229]
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Table 7. Cont.

Features 4G 5G 6G Reference

Technologies

• D2D communications
• OFDM
• Turbo code
•MIMO
• Hetnet
• Carrier aggregation
• ICIC
• Unlicensed spectrum

• LDPC & polar codes
• Flexible frame structure
•Massive MIMO
• Ultradense networks
• NOMA
• SDN/NFV/network slicing
• Cloud/fog/edge computing

• AI/machine learning
• SM-MIMO
• Laser & VLC
• LIS and HBF
• OAM multiplexing
• Blockchain-based spectrum sharing
• Quantum communications & computing

[223,225,226,229,231]

Frequency bands Sub-6 GHz (0.6–6.0 GHz)
• Sub-6 GHz
•mm-wave for fixed access
(30–300 GHz)

• Sub-6 GHz
•mm-wave for mobile access
• Exploration of higher frequency and THz bands
(0.06–10 THz)
• Non-RF (e.g., VLC, optical, etc.)

[223,224,226,227,230,
231,233]

Reliability (%) 99.99 99.999 99.99999 [224,229,232]

IoT: Internet-of-Things; D2D: Device to device; ELPC: extremely low-power communications; AR: augmented reality; ERLLC: extremely
reliable and low-latency communications; EDuRLLC:Event-defined uRLLC; uHSLLC: ultra-high-speed-with-low-latency communications;
MBRLLC: mobile broadband reliable low latency communication; mURLLC: massive ultra-reliable, low latency communications; uMUB:
ubiquitous mobile ultrabroadband; eMBB: enhanced mobile broadband; uHDD: ultrahigh data density; LDHMC: long-distance and
high-mobility communications; FeMBB: further-enhanced mobile broadband; CAeC: Contextually agile eMBB communications; NFV:
network function virtualization; mMTC: massive machine-type communications; UHD: ultrahigh definition; SDN: software-defined
networking; URLLC: ultra-reliable and low-latency communications; umMTC: ultra-massive machine-type communications; V2X: vehicle
to everything; VR: virtual reality; AI: Artificial intelligence; LDPC: low-density parity-check codes; KPI: key performance indicator; ICIC:
Inter-cell interference coordination; Hetnet: Heterogeneous network; mm-wave: Millimeter-wave; LIS: Large intelligent surface; HBF:
Holographic beamforming; OAM: Orbital angular momentum; VLC: Visible-light communications; OFDM: Orthogonal frequency-division
multiplexing; NOMA: Non-orthogonal multiple access; MIMO: Multiple-input multiple-output; SM-MIMO: Supermassive MIMO.

Table 8. Broadband technologies comparison.

Technology Down-/Upstream
Rate a

Efficiency
Range (km) a Advantages Limitations Reference

Wired Broadband Technologies

ADSL, ADSL2,
ADSL2+

24/3 Mbps 5 • Employs existing POTS
• Fast installation

• Limited bandwidth
• Distance sensitive bandwidth
• Small efficiency range

[16,19,234,235]

VDSL, VDSL2,
Vectoring

100/40 Mbps 1

HFC 40/30 Mbps b 2–100 c • Employs existing cable TV
network

• Fast installation
• High bandwidth

• Limited bandwidth per-channel
• Shared bandwidth
• Very low upstream rates

[16,19,234,235]

BPL 200/2 Mbps 1–3 • Employs existing power lines • Cost-intensive
• Shared bandwidth
• Small efficiency range
• Interference problem

[16,18,236]

Fiber 10/10 Gbps (even
more)

10–60 • Relatively unlimited
bandwidth

• High efficiency range
• Less susceptible to interference

• Cost-intensive [16,18,19,234–236]

Wireless Broadband Technologies

LMDS 155/1.54 Mbps 2–8 • PtMP
• Higher capacity
• Fast deployment
• Scalable

• LoS
• High deployment cost
• Not standardized

[16,18,237,238]

MMDS 1.5/0.3 Mbps 56 • PtMP
• Lower deployment cost

• NLOS
• Lower capacity
• Not standardized

[16,18,237,238]

FSO 5/3 Gbps d 4 d • Unlicensed spectrum
• Low setup cost

• LoS
• Susceptible to weather

condition
• Small efficiency range

[16,166]

Wi-Fi (802.11n) 600/600 Mbps 0.2 • Ethernet compliant
• Cost-effective
• Fast implementation
• Ease of deployment

• Shared medium
• Small efficiency range

[16,19,234,235]

WiMAX 6/4 Mbps 60
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Table 8. Cont.

Technology Down-/Upstream
Rate a

Efficiency
Range (km) a Advantages Limitations Reference

LTE (Advanced): 4G 100/30
(1000/30) Mbps e

3–6 • Very appropriate for remote
area coverage

• Fast implementation
• Ease of deployment
• Mobile terminals use existing

cellular network

• Shared medium
• Limited frequencies
• Limited applications

[16,19,234,235]

HSPA/HSPA+: 3G 100/40 Mbps 3

5G 10/20 Gbps 3–6 • Low latency
• High capacity
• High reliability
• Spectrum flexibility
• Massive connectivity
• Higher frequency bands
• Advanced multi-antenna

schemes

• Shared medium
• Limited frequencies

[19,234,235]

Satellite 30/10 Mbps 1000–36,000 • Very appropriate for remote
area coverage

• Appropriate for multicast
applications

• Large coverage
• Fast implementation

• Run time latency
• Asymmetric
• Cost-intensive
• Limited per subscriber capacity

[16,19,234,235]

a Technical standard maximum [235]; b Depends on the DOCSIS version (standard); c Depends on the amplification; d Depends on the
Channel state and distance; e Depends on the employed frequency spectrum.

3. Fixed Wireless Access

In Section 2.1, we discussed different fixed-line broadband technologies. This section
focuses on the broadband wireless scheme features, design considerations, challenges,
and viable solutions. Broadband wireless is based on exploiting the inherent advantages
of wireless technologies in offering a broadband experience with a variety of unique
benefits to the subscribers. Basically, broadband wireless can be categorized into fixed
wireless broadband and MBB. The former tries to deliver many services that are similar
to the one offered by the traditional fixed-line broadband while employing a wireless
transmission medium. Consequently, it can be seen as a good alternative to the cable
modem or DSL. In addition, the latter presents additional features, such as nomadicity,
portability, and mobility [159].

The FWA is based on the notion of broadband services (internet access, voice, and video)
provision to the households and Small and Medium-sized Enterprises using wireless mobile
network technologies instead of cable or fixed-line systems [8,27,151,239–241] as discussed in
Section 2.1. In FWA technology, an access unit attached to the street or parking sign connects
wirelessly to an Rx being deployed in the subscriber property. At that point, the Rx feeds
a router that offers a wireless signal in the building [4]. This concept is more desirable in
scenarios where no infrastructure is available for delivering wired broadband service through
fiber, copper, or hybrid schemes. FWA also finds applications in a situation where the existing
infrastructure is inadequate and/or underperforming. In essence, FWA offers the providers
the opportunity of delivering faster network connectivity to subscribers that need an upgrade
and also help in extending high-speed broadband services to regions without access to the
existing fixed-line broadband network [8,27,151,240,242–248]. As a result of this, the potential
of ubiquitous FWA emerges considerably with each generation of wireless mobile technology
discussed in Section 2.3. Moreover, one of the salient features of mobile technology generations
is the support for network convergence. This helps in delivering both fixed and MBB access
using the same technologies and shared infrastructures. For instance, FWA could be helpful
in the LTE and LTE-A networks as an add-on enhancement to the MBB. Moreover, with LTE
evolutions, the implementation happens to be stronger.

Note that there have been notable concerns about the related costs and performance
issues of the earlier FWA system compared to the fixed-line broadband system. For instance,
the present mobile system cannot match either the latency levels or download speeds of
the modern fiber broadband connection [6,249]. This is because the WiMAX-based system
can deliver tens of Mbps speed services, while the LTE-based system can provide tens
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to hundreds of Mbps. On the other hand, the 5G-based system is envisaged to offer
Gbps speed services, resulting in fiber-like user experience [48,249]. The outstanding
improvement will be partly due to the advanced multi-antenna technologies that would be
exploited [10,84,86,88–90].

It is remarkable that, MIMO schemes can help in achieving broader coverage in the
5G network [250]. For instance, the capacity of Nr × Nt MIMO scheme can be expressed
as [165,251,252]

C = log2

[
det
(

INr +
γk,j

Nt
HH†

)]
b/s/Hz

=
min(Nt ,Nr)

∑
i=1

log2

(
1 +

γk,j

Nt
λi

)
b/s/Hz

(1)

where Nt denotes the transmit antennas, Nr is the receive antennas, INr denotes an
Nr × Nr identity matrix, λi, ∀i = 1, · · · , m represent the eigenvalues of matrix HH†,
m = min(Nr, Nt), H ∈ CNr×Nt denotes the channel matrix whose entries are assumed to
be independent and identically distributed, γ is the instantaneous electrical SNR, and (·)†

represents the Hermitian transpose.
In addition, the cumulative distribution function (CDF) curves of Nt × Nr MIMO

schemes’ capacity for different antenna configurations and channel widths are illustrated
in Figure 10. For example, the performance analysis of 8 × 4 MIMO schemes for channel
bandwidths of 20 MHz, 40 MHz, and 80 MHz are shown in Figure 10. Note that an increase
in the channel bandwidth increases the average cell throughput. For example, an increase
from 40 MHz to 80 MHz channel bandwidth for the same antenna configurations doubles
the average cell throughput. Furthermore, the cell edge performance improves by about
1.97× of the achievable rate at 40 MHz. Moreover, for the same 80 MHz channel width,
but with 8 × 4 and 16 × 8 MIMO schemes, about 2× and 2.14× increase in the average cell
throughput and cell edge performance can be realized [252].
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Figure 10. Performance analysis of MIMO scheme for different channel widths and antenna configu-
rations based on the cumulative distribution function of capacity.

In addition, the faster speeds of a 5G-based system can as well be a result of the
spectrum capacity that will be exploited by the 5G network. For instance, 5G will support
considerably higher frequencies such as mm-wave bands that have a more exploitable
spectrum compared with the existing LTE networks. The offered additional spectrum can
be translated into more data traffic support and better download speeds. Moreover, one
of the salient features of mm-wave is that it has a tighter radio beam, which can be well-
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focused for effective employment by a few numbers of specified users in a close area. Thus,
unlike the existing solutions where the user’s high concentration hinders performance,
the 5G-based solution will offer enhanced performance. Furthermore, a 5G has emerged
to attend to the latency issue and envisaged to offer extremely low latency. To achieve
this, different innovative technologies such as mobile edge computing will be employed
in its implementation not only to reduce the end-to-end latency but also to enhance the
broadband experience of the mobile users. Furthermore, another disruptive scheme to be
supported is the RAN functional split option (FSOn) as discussed in Section 8 [249]. Based
on this, 5G-based solutions will be able to compete favorably with other existing high-speed
broadband solutions. Besides, 5G-based solutions are envisioned to offer unprecedented
user experiences that we never had and are not being observed in the WiMAX or LTE
variants [6]. Consequently, it has been observed that FWA implementation will be more
advanced with the evolution towards the 5G system. As aforementioned, this is due to
the associated 5G technology options and the prospect of using a higher amount of the
radio spectrum bands. This will not only offer a more convenient and feasible approach for
service provision, but will also help in rendering the envisaged performance improvements
regarding better rate (multi-gigabit bandwidth) and latency to the end user. Therefore,
the 5G technology potentials can facilitate high-speed MBB resulting in an eMBB and cost-
efficient FWA massive scale solutions [8,27]. Besides, it has been observed that, even with
the progress in both mobile and fixed broadband, a considerable underserved household
market still exists. Adoption of FWA based on mobile technologies like HSPA, LTE, LTE-
A, and 5G New Radio (NR) can help considerably in meeting the market demands in
cost-effective ways [253,254].

In addition, FWA has been seen as the first 5G roll-out with the potential of simultane-
ously enhancing the impact of 5G use cases regarding fixed broadband and MBB. Besides,
5G FWA presents a number of notable advantages such as rapid service roll-out time, lower
roll-out costs, and lower operational expenditure (Opex) compared with the traditional ca-
ble/fiber installations such as FTTH, as well as other wireline solutions. These advantages
are not only beneficial to the service providers but also for the subscribers [27,247,255–260].

It is remarkable that, in the deployment of wireline solutions such as FTTH, the major
cost and complexity are in the last portion that connects the end-user premises [8]. Without
the need for highly expensive infrastructural investments, 5G FWA is expected to deliver
peak cell rates, which can only be matched with few fixed technologies. Moreover, a 5G-
based FWA is anticipated to offer robust, flexible, and highly sustainable services, capable
of meeting the current and future home use needs [27]. Furthermore, the operators that
have deployed FTTx networks can employ 5G FWA as an option in the areas where their
FTTx networks are not yet covered. In addition, apart from being a good solution for
operators that find FTTx deployment uneconomical, it can help in preparing the operators
for the full-scale 5G deployments. Consequently, it offers a promising platform for a swifter
and smoother transition to the 5G network for fully mobile service delivery. This is because
enabling and innovative technologies such as massive MIMO, mm-wave, software-defined
networking/network functions virtualization (SDN/NFV), and network slicing, which will
be integral parts of the 5G network, can be exploited by the 5G FWA. Therefore, the initial
expertise with the technologies through the 5G FWA deployment will help the operators
in supporting other 5G applications [5,6,249]. Besides, for low fiber penetration urban
and dense urban areas, 5G-based FWA schemes are capable of delivering low-latency
and fiber-like speeds which can support Internet access and help in the distribution of
high-resolution TV services. Moreover, advanced MBB services could be delivered to
indoor/outdoor users using the same 5G deployment [8]. This is mainly applicable to
low-latency and high-speed service connectivity for outdoor/indoor hotspots [12].

Note that the 5G beams that are serving mobile outdoor users during the day could
also be redirected to the FWA terminals in the evening when people might have returned
home. This can help in making 5G a sustainable and affordable technology [27]. Further-
more, the market insights report has shown that the 5G FWA is capable of reducing the



Appl. Sci. 2021, 11, 10427 31 of 104

required connectivity cost by about 40% compared with the physical fiber-based broadband
network solutions [249,261].

In addition, regarding the residential broadband technology, 5G in lower frequency
bands (i.e., 3.5 GHz) unwraps considerable capacities for the 3GPP radio access. Further-
more, for dense urban deployments, 5G FWA may be employed in enhancing the existing
fixed broadband access to accomplish better peak rates, as well as meeting the growing
bandwidth and latency demands. This can be achieved with no significant need for broad
physical infrastructure upgrades [27].

Furthermore, 5G FWA is a promising solution that can be employed for attending
to the bandwidth saturation concern being posed by the ever-increasing bandwidth and
latency demands of the usual residential services like IPTV. Besides, the associated low-
latency of the 5G-based FWA is a possible enabler for future applications. Similarly,
the 5G-based FWA solution is envisaged to be a principal media distribution scheme due to
the supported techniques such as variable bitrate video, adaptive bitrate streaming, as well
as high-efficiency data compression methods. For instance, variable bitrate video facilitates
additional video streams transport with a reduced amount of bandwidth. Furthermore,
high-efficiency data compression techniques permit high-resolution video delivery with
less bandwidth. Moreover, adaptive bitrate streaming permits the best feasible multimedia
viewing experience. This is due to its capability to automatically adapt to any network
condition changes like available bandwidth fluctuations [27].

As a result of the aforementioned advantages of the 5G FWA scheme, there have
been renewed research interests in investigating novel and cutting-edge radio techniques
that can facilitate its deployment. Although there are considerable research interests
in the wireless parts of 5G FWA solutions, much concern has been given to associated
transport requirements. Noted that for effective fixed connectivity across various cell
sites, the FWA transport requirements impose different challenges. For instance, based on
the specified operating frequency and service, denser small cell sites may be demanded
by the FWA deployment, compared to the traditional macro cell sites. Consequently,
the required dense or ultra-dense network imposes more pressure regarding the number of
fronthaul connections and the associated traffic. Note that the transport network capacity
requirements are not the only contingent on the RAN deployment, but also on the adopted
RAN FSOn as explained in Section 8 [8]. In this section, we consider different aspects
of 5G-based FWA, ranging from its prospect to the transport network requirements for
effective system deployment.

3.1. 5G-Based FWA Prospect

It is remarkable that for the wireless technology to meet the service demands of fixed
broadband regarding better system capacity, as well as enhanced user data rates, it also has
to exploit a broader spectrum. Consequently, it has to make use of the highly exploited
legacy cellular bands in which there have been notable spectrum shortage challenges
and also has to exploit the underutilized higher frequency bands [8,27,262,263]. This
will facilitate network elements massive connection by means of a simple, cost-effective,
and low-energy consuming solution [4]. As a result, to realize better system capacity
and enhance user data rates, the 5G FWA networks are also anticipated to employ mm-
wave bands.

In addition, the band options include 3.5 GHz, 28 GHz, 37 GHz, 39 GHz, and 70 GHz,
with greater portions of the spectrum gaining considerable attention [9,27,252]. How-
ever, radio propagation conditions at higher frequency bands are relatively demand-
ing. Therefore, operation at the bands demands the BF technique. The BF technique
is capable of compensating for the associated path loss of mm-wave bands. In addi-
tion, apart from the fact that the technique helps in addressing the coverage issues by
producing narrow beams, the generated beams may be easily redirected as demanded.
Moreover, with multi-user MIMO (MU-MIMO) scheme, signals emanating from mul-
tiple user terminals may be concurrently multiplexed on the same frequency and time
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resource; however, in different beams. In addition, higher frequencies bands seem to be
highly promising due to the prospect of high-gain antennas employment on the terminal
side [8,27,75,77,78,80–82,249,264]. Nevertheless, their employment may bring about further
expense in addition to system complexity [5,9,69,265]. In general, the accessible bandwidth
in the specific band, as well as the propagation condition, determine the appropriate
application scenario for the 5G FWA deployment [252].

3.2. 5G-based FWA Planning and Deployment

The FWA system can be quickly as well as easily installed and configured by anyone
as no or minimal engineering work is required at the customer end. The most important
thing is the CPE delivery by the network provider to the subscriber. Furthermore, the CPE
can be self-installed by the customer as the minimal and effortless installation is required.
Consequently, it demands lower capital investment and time-to-service, compared with
the fixed-line network [246,249,259]. In addition, FWA can offer a wireless 5G connection
between a centralized BS and several fixed or nomadic user locations [12], as illustrated in
Figure 11 . FWA functions by employing wireless technologies to connect a wireless AP or
BS to the user terminal known as a fixed wireless terminal (FWT). Also, the FWT offers
backhauling services to the CPE. Note that the FWT and CPE could be integrated into a
package (into a device). However, the FWT is usually a fixed installation that is close to the
outdoor antenna. An FWA deployment scenario where the antenna is mounted on a utility
pole is depicted in Figure 11. The CO is connected to the fiber distribution point (FDP) by
means of fiber. The FDP is also linked to the antenna site through the fiber. Furthermore,
the FDP connects wirelessly to a typically integrated high-gain antenna and CPE, which
is normally deployed at each end user side (home or office). The CPE offers wireless
signals in the building, to facilitate subscribers’ connection to the network. Note that the
CPE could be deployed at various locations such as outdoors (i.e., mounted on exterior
walls or rooftops) and indoors. The indoor unit can be positioned within the building
by the consumer. Furthermore, note that the system performance can be considerably
influenced by the unit’s location; the placement is even more important at higher frequency
bands [8,27,266]. Moreover, it has been observed that the best performance normally occurs
near the window. In addition, an exterior window-mounted system can be employed. This
system is normally placed where it can suitably capture signals without the penetration
loss that may be due to structural obstruction. The captured signals can afterward be
transmitted to a subsequent device that is closely located inside the window [252,267].
Means of FWA network design and system optimization considering the BS deployment,
as well as the configuration of the necessary infrastructure for delivering the required
service to a set of subscribers, are given in [268,269]. Note that the 5G FWA transport
requirements depend on the specific deployment scenario [252].

3.3. 5G-Based FWA Transport Requirements

Note that FWA is progressively becoming a suitable option for the fixed broadband
access. This can be attributed to different technological advancements in the 4G/5G system.
Furthermore, the advancements are coupled with the adoption of different schemes such as
BF, terminal advancements, more spectrum aggregation, distribution media optimization,
as well as RAN and core virtualization. However, 5G FWA implementation presents
different challenges on the transport network pertaining to the growing increase in the
number of required cell sites to be connected/supported, as well as the corresponding
increase in the per-site requirements. Noteworthy that the required inter-site distance (ISD)
significantly varies and depends on the employed frequency band for 5G radio deployment.
Moreover, the FWA system performance depends on various scenarios/use cases.
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Figure 11. FWA deployment scenario (adapted from [27,252]).

In addition, the required system performance and coverage are mainly contingent
on factors such as the employed frequency band, terminal antenna placement, and the
operating environment [8,27,267,270]. For instance, low-frequency FWA solution such as
3.5 GHz provides a lot of suitable mobile coverage, leading to relatively extended reach.
Although the solution offers smaller obtainable bandwidth, implementation of MU-MIMO
and massive BF offers suitably high spectral efficiency (SE) for the cell. This makes the low-
frequency band FWA a promising solution for video service delivery and home broadband
connectivity. Besides, this will help in facilitating the envisaged massive connections for
billions of people in remote and rural areas. On the other hand, the high-frequency FWA
solution such as 28 GHz offers comparatively lower cell range (covers shorter geographic
distance). This is a result of severe propagation and environmental conditions. Therefore,
the achievable ranges in this band are contingent on the following factors [27,150]:

1. Terminal antenna placement
2. Density and height of the obstacle (foliage density, trees, and buildings)
3. BS antenna height and placement.

Furthermore, in view of the fact that high-frequency band FWA is more susceptible
to diffraction losses as well as building penetration losses, rooftop terminal placement
is capable of offering a wider range because of the elevated LoS between the terminals
and the BS. Note that the employment of indoor and outdoor wall-mounted terminals can
considerably reduce the range. Moreover, to make high-frequency band FWA efficient for
fixed wireless applications and services in urban and dense suburban areas, the system
capacity can be enhanced by employing greater bandwidth, as well as a massive number
of antennas for substantial BF realization as depicted in Figure 12. This will help in
achieving higher beam gain that is capable of mitigating the inherent higher path loss at
mm-wave frequencies and aids in supporting multiple streams of signal to multiple users
(MU-MIMO) [5,69,271].



Appl. Sci. 2021, 11, 10427 34 of 104

Central CU

Core

Edge CU

Figure 12. End–to–end FWA networking using MIMO and beamforming (adapted from [6,12,14,252]).

3.4. Lessons Learned

As previously mentioned, the FWA application gives a number of challenges to
offer adequate cell site connectivity. For instance, compared with the conventional macro
deployments, it could demand not only more cells deployment, but also more cell site
connections. This puts considerable pressure on the network backhaul/fronthaul. It
is remarkable that the required cell site density varies and significantly depends on the
utilized frequency band, as well as the propagation scenario. However, each cell’s demands
depend on the adopted RAN decomposition scheme between the central unit (CU) and
DU [8,27]. Section 8 presents a comprehensive overview of 5G RAN FSOns and a number of
industry groups that have contributed significantly to its implementations and definitions.

In general, the transport network requirements depend on the RAN deployment,
as well as the employed interfaces. Moreover, to accomplish the peak rates and capacities
required for residential access, FWA deployment demands support for MU-MIMO and
BF using advanced array antennas. Consequently, this defines the RAN split interface
capacities for different scenarios [8,27,272]. The potential FWA transport solutions that
can be employed for different RAN deployment scenarios and use cases are discussed in
Section 6. In the following section, we discuss some FWA design considerations and the
associated challenges and proffer viable solutions that can help in the system design to
improve the network performance.

4. FWA Design Considerations, Challenges, and Solutions

As aforementioned in Section 3.1, FWA offers considerable prospects, and it is going to
be one of the notable schemes that will be employed in the 5G for delivering multi-gigabit
internet speeds. However, like any other technology, it presents a number of technical
challenges and poses performance issues that demand considerable attention. In this
section, we present some of the 5G FWA-associated challenges.

4.1. Envisaged 5G Deployment Spectrum

In general, lower bands implementation comparatively offers lesser data transmission
over longer geographic distances. Besides, it consumes less power and exhibits better
interference resistance [4]. On the other hand, higher bands present considerably more data
transmission, however, over shorter geographic ranges. As aforementioned, the 5G FWA
network deployments are anticipated to be on the mm-wave bands that are above 28 GHz.
However, some providers such as Sprint and T-Mobile have been considering deployment
between 600 MHz and 6 GHz. Furthermore, the cable operators like CableLabs and Arris
have been developing a considerable interest in the 3.5 GHz Citizens Broadband Radio
Service (CBRS) band [252]. At that band, broadband capability in hundreds of Mbps can
be delivered at up to 800 m transmission distances in the NLOS conditions. Additionally,
with channel aggregation, the throughput can be further increased to about 10 Gbps.



Appl. Sci. 2021, 11, 10427 35 of 104

However, with increasing traffic due to various applications and services, lower bands
such as 3.5 GHz will not be able to support the network demands efficiently. Consequently,
lower bands are envisaged to be employed for backup connections [13]. They can also be
employed in applications like machine-to-machine (M2M) connectivity and smart metering
when high data rates are inessential for efficient operation [4,252].

It is remarkable that for FWA to be an appealing alternative/complementary technol-
ogy to the current wireline broadband, it has to satisfy the throughput, latency, and capacity
demands that are highly comparable with that of FTTx-type broadband connections [249].
This will enable it to deliver broadband services at fiber-like speeds with low latency for
the UL and DL transmissions. As previously mentioned, one viable means of enhancing
the 5G FWA system performance regarding cell capacity is via the implementation of
huge-bandwidth mm-wave frequencies such as 28 GHz, 37 GHz, 39 GHz, 60 GHz, and
64–71 GHz. However, mm-wave employment presents aesthetic, operational, and technical
challenges [13]. Therefore, adoption of innovative technology is very essential to address
the associated limitations of the scheme [5,9,69]. In the following, we expatiate on the key
operational and technical challenges of this technological implementation.

4.1.1. High Path Loss

Effective system designs, power budget calculations, interference/coverage predic-
tions, as well as capacity estimation of evolving ultrawideband wireless networks demand
depth perception of the associated propagation impairments that are likely to affect the
free-space links [252]. One such notable impairment is path loss. The path loss defines the
manner in which the received signal power decreases in accordance with an increase in the
distance between the transmitting and receiving nodes. Furthermore, it is highly contingent
on the nature of the environment where the network is being deployed [273–275]. It should
be noted that, as the free-space path loss is inversely proportional to the square of the wave-
length, λ (i.e., FSPL = [(4πd)/λ]2 [252,276]), a signal at higher band experiences more
propagation loss compared with lower band counterpart [267]. For instance, as illustrated
in Figure 13, the path loss in a dense urban setting over a 10 km distance at 28 GHz is
about 24 dB higher than that at 3.5 GHz for the same distance. Furthermore, for the same
setting at 28 GHz, the path loss over a 100 km distance is about 32 dB higher than at a
10 km distance.
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Figure 13. Free-space path loss for different settings.
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Moreover, the path loss for 3G and beyond networks that are functioning at a frequency
above 2 GHz can be evaluated using the Stanford Univesity Interim (SUI) model for IEEE
802.16e systems [252,275]. In this context, the SUI-based path loss model, αSUI, in dB, can
be defined as [252,275,276]

αSUI(d)[dB] =$[ f , d0 (m)](dB) + 10P log10

(
d

d0 (m)

)
+X fc + XCPE + Xσ, d > d0 (2)

where $[ f , d0 (m)] is the free-space path-loss in dB at a close-in reference range d0; Xσ is a
typical log-normal random shadowing variable with mean 0 dB and standard deviation σ
denoted by 8.2 < σ < 10.6 dB; P represents the path loss exponent; XCPE and X fc represent
the adjustment factors for the CPE antennas heights and the corresponding operating
frequency at above 2 GHz, respectively; and fc denotes the carrier frequency. Furthermore,
$[ f , d0 (m)], P , X fc , and XCPE can be defined, respectively, as

$[ f , d0 (m)](dB) =20 log10

(
4πd0 f
3× 108

)
(3a)

=32.4 + 20 log10( fGHz) (3b)

P =a− bhTX(m) +
e

hTX(m)
(3c)

X fc =6 log10

(
fMHz

2000

)
, f > 2 GHz (3d)

XCPE =

 −10.8 log10

(
hCPE(m)

2

)
, for Y

−20 log10

(
hCPE(m)

2

)
, for Z

(3e)

where hCPE andhTX denote the CPE and TX antenna heights in meters, respectively; fGHz
and fMHz are the frequencies in MHz and GHz, respectively; Y denotes terrain types A
and B while Z represents terrain type C; and parameters a, b, and e represent constants
used in modeling typical physical terrain scenarios that could be experienced in the service
area. The related values of the constants are listed in Table 9 [252,275,276].

Furthermore, note that terrain A represents scenarios with the maximum path loss and
can be used for modeling a hilly environment with very dense vegetation. Consequently, it
is appropriate for urban area modeling. Furthermore, Terrain B denotes a scenario with
moderate (intermediate) path loss and it is suitable for modeling flat terrains with hilly and
rare vegetation. Based on this, it can be employed for suburban area modeling. Likewise,
terrain C is a scenario with minimum path loss and it is suitable for modeling flat terrain
with rare vegetation. Therefore, it can be used for rural area modeling. Note that the
expression presented in Equation (2) has been established to present outstanding model
accuracy and parameter stability for different scenarios such as indoor hotspot (InH), urban
microcell (UMi), and outdoor urban macrocell (UMa). Besides, it is applicable to a broad
range of mm-wave and microwave frequencies [252,277].

Table 9. Parameters for different type of terrains for SUI model [275,276].

Terrain

Parameter A B C

a 4.6 4.0 3.6
b 0.0075 0.0065 0.005
e 12.6 17.1 20
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4.1.2. Penetration Loss Owing to Structures (Low-Emissivity Glass)

It has been observed that there are considerable losses through the walls of buildings
during transmission. This can even be comparatively more severe for newer constructions.
Likewise, the loss rises swiftly with frequency for certain materials such as concretes. To ad-
dress the structural loss challenges for indoor reception, some solutions exploit standard
two-pane windows as good entry ports due to the associated moderate loss [252,267].

Meanwhile, there have been notable works on means of enhancing the building
energy efficiency for improved public health, environmental protection and to boost the
dwindling economy. An emerging and outstanding driver being employed for building
energy efficiency enhancements is the low-emissivity (low-e) pane (window/glass). This
can be majorly attributed to its suitable thermal and solar performances. Low-e window
is a category of glass that is specifically designed for thermal radiation reduction. In this
technology (passive or solar control), special low-e thin metallic coatings (insulators) are
employed to reduce the amount of infrared radiation, or heat energy, being transferred
via the glass [278–282]. However, the employment of infrared reflective or low-e glass
in the building can significantly cause system coverage reduction due to the higher loss
compared with standard two-pane windows. Consequently, low-e glass is considered to
be an unreliable entry port for mm-waves [267]. A typical scenario with low-e glass is
illustrated in Figure 14a. In [94], measurement results were presented for the associated
losses for houses with plain-glass windows and low-emissivity windows. The results
showed that low-emissivity window-related losses are relatively higher.

4.1.3. Non-Ideal LoS Conditions

The related physical and environmental requirements for different transmission schemes
vary significantly regarding individual tolerance to other-than-ideal conditions [283]. FWA
deployment with non-ideal LoS conditions, as illustrated in Figure 14b, predominantly results
in significantly reduced signal quality. Subsequently, this lowers the anticipated throughputs
and, thus, brings about a poor quality of experience (QoE) [252]. This hitch can be effectively
addressed with the implementation of techniques such as diversity and wireless multihop
network cooperative transmission schemes. The scheme’s implementation helps in creating
a distributed virtual antenna arrays that are capable of enhancing the signal robustness to
the propagation environments [284]. Furthermore, the schemes can also help significantly
in reducing energy consumption, enhancing communication reliability, and decreasing the
associated transmission latency [285–288]. Besides, both parametric and nonparametric
methods can be employed to mitigate error in the non-LoS scenarios [95,289].

4.1.4. Penetration Loss due to Vegetation (Tree Foliage Density)

The implementation of the mm-wave band brings about higher penetration loss while
propagating through objects such as building walls, trees, as well as other vegetation [267,290].
As depicted in Figure 14c, foliage medium presence along the communication link plays a
substantial role in the achievable wireless communications QoS. It has been observed that
tree parts such as leaves, branches, twigs, and trunks that are randomly distributed in the
propagation environments can cause scattering, attenuation, absorption, and diffraction of
the radiated waves [252]. These factors could have significant constraints on the wireless
communication systems design. Consequently, there have been notable research efforts on
the foliage effect on modern wireless communication systems such as high-speed PtP fixed
link and cellular communication at mm-wave and microwave wave frequencies. In general,
foliage-induced effects on the radio-wave propagation can be considered regarding the
tree, forest, and a line or multiple lines of trees [291].
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Figure 14. Effects of (a) low-e glass, (b) non-ideal LoS condition, and (c) tree foliage on high-frequency
solution (adapted from [5]).

In addition, experimental and modeling results have shown that signal attenuation
with foliage is significantly greater than without foliage. Furthermore, the attenuation level
also depends on the foliage density and the operating frequency [267,292]. Nevertheless,
due to the broad category of conditions such as snow, rain, wind, commonplace and
moving objects, as well as foliage types, a generalized prediction method development is
challenging. For instance, attenuation variations can occur because of the foliage movement
in resonance to the wind [293]. Consequently, it is demanding to evaluate the sole influence
of foliage in practice [294].

The probability of foliage-covered target recognition at mm-wave frequencies using
a high-resolution, nadir-looking radar with a suitable model for facilitating data inter-
pretation has been demonstrated [295–297]. The foliage production can also be modeled
for a specific environment to help in the transmission process [298]. In addition, mitiga-
tion techniques such as spatial diversity, spatial multiplexing, depolarization diversity,
or MIMO technique with foliage effect consideration can be employed to improve the link
reliability [267,291].

Apart from the penetration losses, another important factor is the diffraction that
reduces quickly at mm-wave frequencies. This brings about a reduction in the wave’s
ability to diffract around obstacles such as trees or structures at higher frequencies as
usually experienced at lower frequencies. Moreover, diffuse scattering is another factor that
can considerably affect wave propagation at higher frequency bands. For these reasons,
mm-wave implementation is more suitable in situations where there is an LoS or close-to-
LoS with barely small obstacles [95,267]. Note that the sub-6 GHz frequency spectrum can
considerably aid in overcoming a number of challenges of mm-wave, especially ones that
are a result of obstacles. However, it is limited due to the offered lower data rates [264].

In general, the fundamental effects of mm-wave implementation impairments are sig-
nificant signal quality reduction and throughputs. This subsequently causes considerable
poor QoE. As a result of this, for gigabit-wireless implementations, effective management of
the envisaged high throughput density, as well as high path-loss at mm-wave frequencies,
demands the adoption of innovative schemes.

Cell densification is one of the technologies that are highly imperative for network
efficiency and reliability. However, the smaller cell sizes required in the densification imply
an increase in the infrastructure cost. The challenges can be alleviated with the implemen-
tation of antenna technologies such as active antenna systems (AAS) and massive MIMO
that support BF techniques with advanced signal processing as illustrated in Figure 12.
This will help in delivering the demanded capacity throughout the sectored cell cover-
age, resulting in appropriate indoor penetration. The BF scheme is capable of alleviating
inter-cell interference, in addition to enabling an improved signal coverage. Remarkably,
the associated small wavelengths of mm-wave enable the design of small physical footprint,
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large-antenna arrays such as massive MIMO. In massive MIMO, a large number of anten-
nas are employed to support the concurrent transmission of single or several data streams
to an individual user. This offers advantages such as high system reliability, high-density
coverage, low-latency, high-data rates, and ultra-high-bandwidth connectivity to multiple
devices for home and business applications [5,12,69,85,87,89–91,259,264].

Furthermore, this implementation will indeed help in physically shaping the radio
signal into a constricted beam that can be projected precisely to the intended targets
(devices) in a confined small area. Moreover, this approach will not only aid in extending
the range but also the penetration potential of mm-wave frequencies [5,69,264].

The input–output relationship for the transmit beamforming with receive combining
system can be expressed as [299,300]

r = cHHbs + cHη, (4)

where r ∈ CI denotes the post-combining signal; s ∈ CI is the information symbol; b ∈ CINt×1,
c ∈ CINr×1 represent the beamforming; (·)H represents the Hermitian transpose and com-
bining vectors, respectively; and η ∼ CN (0, N0INr) is the noise vector. As illustrated in
Figure 15, implementation of multi-antenna schemes and BF can significantly enhance the
system performance. For instance, to achieve a BER of 10−3 for 2 × 1 schemes without
and with BF, Eb/N0 of about 24 dB and 12 dB are required, respectively. Similarly, at the
same BER but for 4 × 1 scheme, about 5 dB is required. This implies that an increase in the
antenna configuration with the BF technique offers further performance enhancement by
compensating for the associated loss. In addition, the technique can help in addressing the
coverage issues [5,69,264].
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Figure 15. Multi–antenna schemes with and without transmit beamforming implementation.

Noted that apart from the fact that a well-confined signal can offer an enhanced foliage
penetration, it can also present a beam that can be considerably manipulated. Subsequently,
the beam can be appropriately redirected (i.e., by bouncing it off of obstacles or surfaces) to
the near LoS (nLoS) and NLOS targets [5,69,264]. This can significantly help in realizing
a high-speed broadband service delivery at a relatively low cost. Furthermore, a method
presented in [260], that is based on a passive repeater array to enhance the link budget in a
NLoS path between the BS and the CPE for 5G FWA mm-wave system, can be adopted.

Moreover, for seamless network connectivity, the link breakage issue can also be
addressed by employing blockage averting schemes for mm-wave communications. For in-
stance, an adaptive BF scheme can be implemented at the Tx. This will enable the Tx to
swiftly search various beam directions to get around the obstacles and maintain acceptable
channel quality [5,69,301,302].
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Furthermore, innovative RF assessment technology based on artificial intelligence (AI)
can be employed by the operators for easy detection of the availability of 5G service in the
concerned environment. Consequently, the scheme can help the operators in saving the
related expenses of sending technicians to poor service areas. Furthermore, customers in
the areas can be unsubscribed to prevent any dissatisfaction. This helps in alleviating the
labor-intensive process of the conventional testing approaches in which, each locality has
to be physically explored using expensive radio testing equipment [5,69].

In addition, comprehensive schematic site map data can be created by means of
different diagrams such as three-dimensional (3D) building maps, overhead satellite maps,
and 360◦ street-level photography. The establishment of the map on AI technology can
facilitate accurate simulation of mm-wave reaction and performance in the environment.
Besides, machine learning is another promising scheme that can help in detecting the trees,
construction materials, as well as buildings’ geometries in the environment. Moreover,
for dynamic and kinetic analysis of the radio beam, ray tracing (RT)/beam tracing (BT)
techniques can be used for prompt simulation of how it bounces from place to place in
the environment before getting through to the potential devices. Consequently, the RT
model can be employed as a propagation-prediction engine for performance assessment in
several cases. This makes RT a real-time prediction tool that is capable of facilitating BF
techniques [5,69,302–305].

In addition, when there is no adequate LoS between the 5G BS and the closest window
or when an ideal beam path is blocked by obstacles (buildings, traffic signs, road signs,
street signs, parking signs, or street furniture), leading to inadequate coverage to the user’s
in-home 5G router, an outdoor 5G router can be employed. For instance, an all-weather
and rugged outdoor router can be used to ensure an ideal deployment. The router can
be mounted on poles or building roofs to guarantee flexible deployment. This is also
applicable to the low-e glass as depicted in Figure 16. As illustrated in Figure 16a, an outer
router can be employed for a low-e glass while a home router can be used for a normal
glass as shown in Figure 16b.
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(b)

Figure 16. Implementation of (a) outer router for low-e glass and (b) home router for normal glass.

In general, the presented solutions are not only cost-effective but also time-saving for
addressing the mm-wave implementation’s inherent challenges. Moreover, the schemes
can help providers in simplifying the deployment process in reasonable manners for the
FWA broadband services [5,69,261].

4.2. Beamforming Approach

The choice of BF is an important factor in the mm-wave implementation. The BF
approaches such as an all-digital or a hybrid type can be employed. However, both have
some merits and demerits. This subsection presents the overviews of both approaches.
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4.2.1. Digital Baseband Beamforming

The digital baseband BF approach is significantly evolving and is being aided with
the growing improvement in digital integrated circuits. The digital BF (DBF) scheme offers
significantly high performance concerning the precision, bandwidth, number of beams,
as well as output data rate usage. In relation to RF BF that is comparatively cheaper and
demands lower power, DBF has to sacrifice a certain bandwidth and power for digitiza-
tion and processing purposes. However, the digital circuit nature and the probability of
embedding complex algorithms enable the system to be considerably flexible and viable
for capacity enhancement [306,307]. For instance, an all-digital BF massive MIMO scheme
being employed for sub-6 GHz frequencies can be extended to mm-wave applications. Nev-
ertheless, this approach presents design limitations regarding the required beam scanning
range and power consumption [264].

Moreover, it has been observed that the DBF employs a number of low-resolution
analog-to-digital converters (ADCs) that tend to high-power consumption [264]. Besides,
this may become one of the possible technical bottlenecks at the Rx. In a scenario with a
large AAS with massive bandwidth, there will be substantial concerns when an all-DBF
solution is employed, as the associated power consumption will present design limita-
tion [264]. This is because the array size is influenced by the scanning requirements, as well
as the desired effective isotropic radiated power (EIRP). Note that EIRP is the product of
the active channel numbers, intrinsic antenna element gains, per-channel transmit power,
and BF gains [12].

In addition, note that the required scanning range is contingent on the specific de-
ployment scenario. For instance, dense urban settings will require wide scan ranges both
in azimuth and elevation planes. In the azimuth, a typical value of ∼120◦ is demanded,
while ∼90◦ is the required usual value in the elevation. Consequently, the requirement for
two-dimensional scanning in the environment is demanding. On the other hand, suburban
deployment scenarios may demand a fixed or limited scan in the elevation (i.e., with a
typical value of <20◦) plane. This helps in exploiting higher intrinsic antenna element gain
in this scenario. Consequently, suburban deployment scenarios could employ arrays with
about 6 dB higher intrinsic antennas element gain than the urban scenarios. Therefore,
a suburban phased array demands half the active channels required by the urban array,
to realize the same EIRP. Note that the fact that suburban deployments demand a limited
scan range to realize the equivalent EIRP helps in alleviating the associated power and cost
constraints [12,264]. Figure 17 presents an illustration of the required scanning ranges for
both settings.
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Figure 17. Scanning range for different deployment scenario (a) suburban and (b) dense urban
landscapes (adapted from [264]).
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Moreover, an all-digital approach will require some transceivers to realize BF gain
and the target EIRP. This will be challenging regarding aggregate power consumption.
Therefore, innovative technological solutions are required to address the drawback. The
required margin can be achieved by the aids of gallium-nitride (GaN)-based Doherty Power
Amplifiers (PAs) that are capable of maximizing the power-added efficiency for multicarrier
applications. Compared with other efficiency enhancement methods like dynamic bias
switching, envelope tracking, linear amplification with nonlinear components, as well as
envelope elimination and restoration that demand additional control and/or pre-processing
circuits, in principle, Doherty PAs do not require additional control circuitry for improving
the system efficiency. Besides, they offer many benefits concerning cost-effectiveness,
circuit complexity, and fabrication. Likewise, further linearization can be achieved using
digital pre-distortion (DPD) [308–313]. Note that efforts are still in progress for their
effective implementation for mm-wave applications. The efforts will be facilitated by many
developments regarding [264]:

• Effective and power-saving next-generation digital-to-analog converter (DAC) and ADC;
• An increase in small-signal integration level;
• Developments in mm-wave complementary metal-oxide semiconductor transceivers.

4.2.2. Hybrid Approach

There are a number of researches that have shown that massive MIMO system perfor-
mance improves in accordance with the number of deployed antennas at the Tx and Rx.
Moreover, a large antenna system can be effectively used in a small area by exploiting the
associated mm-wave communication system’s small wavelength for performance improve-
ment. This scheme can offer an adequate amount of array gain for compensating wireless
communication systems for severe signal attenuation, which is a result of penetration loss,
path loss, atmospheric absorption, and rain effect. Meanwhile, in a typical MU-MIMO sys-
tem, BF is normally achieved in the digital domain. In this approach, a dedicated RF chain
is desirable for each deployed antenna element. However, there have been many concerns
regarding cost, complexity, calibration, and power constraints that are prohibitively high
and may make having a dedicated RF chain for each antenna unrealistic. This is even more
impractical in the mm-wave MIMO schemes with envisaged massive antennas. Therefore,
the employment of typical DBF schemes for massive antenna arrays may be impractical.
In practice, to address the drawback, a hybrid scheme in which the analog and digital
processes are combined has been presented as an attractive option for massive MIMO
deployment [95,98,101,314–319].

In a hybrid BF (HBF), the architecture can be efficiently achieved using a two-level/stage
BF scheme. As illustrated in Figure 18, in this scheme, the strategic nexus of a low-dimensional
DBF and a high-dimensional RF analog BF (ABF) is employed. The first-level ABF signal
processing can be accomplished through a low-cost analog Phase Shift Network to reduce
the number of RF chains. As there is no need for an RF chain in the processing, the signal
dimension can be reduced significantly. Afterward, the postprocessed signals are sent to
a typical second-level DBF with considerably reduced dimension. Consequently, a well-
designed HBF scheme is not only capable of duly supporting mm-wave MIMO systems but
can also offer comparable performance to DBF at reduced complexity and power consump-
tion [264,314,315,318,320].

Furthermore, a hybrid approach is capable of meeting deployment scan range require-
ments for both suburban and dense urban as aforementioned. Consequently, the hybrid
approach seems to be more promising. However, with different technological advances, it
is believed that an all-digital solution will equally be more attractive. In addition, DBF is
expected to be economical regarding cost and power than the RF BF [264,307]. A survey
on HBF techniques in 5G is given in [314]. Furthermore, further reading on large-scale
antenna schemes with HBF for mm-wave 5G is available in [315].
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Figure 18. HBF architecture for mm-wave MIMO system.

4.3. PA Technology Selection

The FWA front-end technology is contingent on the required system antenna gain,
EIRP, and related noise figure. These factors are functions of the BF gain. Moreover, the BF
gain depends on the array size. Furthermore, the front-end of choice could be based on
silicon-germanium (SiGe) or GaN. Meanwhile, apart from the 28 GHz and 39 GHz bands
that have been defined for 5G, the Federal Communications Commission (FCC) is also
exploring other spectrums between 4 GHz and 24 GHz [12]. Table 10 presents the EIRP
limits in the U.S. (imposed by the FCC) for 28 GHz and 39 GHz spectrum for BSs and
mobile devices.

Table 10. FCC power limits for 28 GHz and 39 GHz bands.

Equipment Class Power (EIRP) Reference

Base Station 75 dBm/100 MHz [264,321–324]
Mobile Station 43 dBm [12,264,321,323–325]
Transportable Station 55 dBm [12,264,321,322,324–326]

According to an analysis in [264], the required active number of channels with SiGe PA
is considerably higher than that of the GaN front end technology. Besides the fewer number
of active channels, employment of GaN technology in the FWA front end offers a number
of advantages such as lesser aggregate power dissipation, better reliability, and reduced
complexity. These benefits make GaN a suitable solution for the front-end compared
with SiGe. On the other hand, it has been shown that to realize a specific EIRP using a
uniform rectangular array, the per-channel required PA output power reduces with an
increase in the number of elements. Consequently, with a very large array with active
elements, the output power for each element turns out to be sufficiently small to encourage
implementation of the SiGe PA [264].

In general, the chosen technology depends on the application scenario. For instance,
an application that demands a small physical footprint can be exploited very small PAs
which are based on SiGe/Si semiconductor technology and offer low power output. Al-
ternatively, high power density semiconductor technology like GaN which exhibits over
100 times the SiGe/Si power density can also be employed [12].

4.4. RF Technology Selection

The real-world product solution selection is another imperative thing to be considered.
There is a significant need for supporting sub-6 GHz as well as centimeter wave/mm-wave
5G FWA systems. This will enable the FWA to support advanced 5G RAN technologies
that are based on cm-wave and mm-wave spectra. Furthermore, this will not only enable
efficient support for eMBB, URLLC, and mMTC 5G applications, but also for verticals such
as Smart cities, Automotive, Industry 4.0, and Healthcare.

In addition, it is highly essential to have integrated transmit and receive front-end
modules for the FWA system. Besides, it is very important to meet the requirements for
passive-cooling of the infrastructure at high temperatures [264]. For instance, it is highly
imperative for the active antenna array to be very robust and power-efficient. This will
enable all-outdoor tower top electronics to be passive-cooled. Moreover, the BSs should
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be sufficiently compact and lightweight to be mounted in different places such as on the
traditional cell towers and/or on the street lamp poles [12].

4.5. High Radio Power Radiation Hazards

The associated high propagation loses demand for the CPE to radiate at high power
in order to offer good QoS and desired QoE. Although the possible safety hazards of
RF energy exposure to humans and the recommended values for Maximum Permissible
Exposure are debatable, further research effort is required concerning harmless exposure
limits to electromagnetic fields by the consumer. Besides, there is a great need for novel
technologies, to ensure enough safety from the RF energy exposure [9].

4.6. Regulatory Policy

There is a significant need for favorable policy from governments at all levels, as this
will play a vital role in the 5G FWA realization. Similarly, the regulatory bodies should ease
related restrictions in an attempt to facilitate the operator’s potential for the radio units’
deployment in the neighborhoods [9,178,327,328]. In addition, as a notable advantage of
the 5G system is the capability for supporting different spectrum bands, the government
regulators should open up new spectrum bands and allocate more spectrum for the network
deployments [6]. For instance, to be able to launch 5G FWA commercially, Orange is
anticipating that Romania’s government will auction a 26 GHz in the second half of
2019 [329]. This will enable the operators to have access to a wide range of spectrum
bands that will facilitate high-speed broadband connectivity for customer devices such as
smartphones, laptops, and TVs [6,329]. Furthermore, there have been notable concerns
about the probability of regulation and license regarding the narrowband. This can be
attributed to the growing use of the unlicensed spectrum for different applications and
services, which may attract government attention in regulating and issuing the license
for it. Consequently, these could have notable effects on the existing communication
systems [4,254].

4.7. Robust Ecosystem

The 5G FWA realization also depends, in part, on the existence of a robust ecosystem
where different stakeholders such as CPE vendors, chipset vendors, and network vendors
are actively participating. This will give the operators the privilege of multiple vendors’
operations. Consequently, this will open up a competitive market in which there will
be innovative products that can be cost-effectively obtained. Remarkably, the global
ecosystem of different devices and infrastructures can be well facilitated through the efforts
of standards organizations. For instance, when standards-based equipment is deployed in
the 5G FWA, there is a high potential for leveraging the related network elements for a fully
mobile 5G deployment. In essence, this will facilitate the system’s ability to support more
new connections and offer additional bandwidth economically, promptly, and flexibly over
time, to support the perpetual changing system requirements. Therefore, 5G FWA system
scalability will be highly challenging if this is not in place [6].

In addition, it has been observed that the global operator community has to converge
to a technological standard to make the network devices and their deployment cost-
effective. Accordingly, implementation of and compatibility with 3GPP specified radio
access scheme will help in encouraging scalability and interoperability in full potential.
Moreover, according to AT&T, one of the main high-level fundamentals for effective
deployment of 5G FWA is the 3GPP release 15 and 16 standards completion [5].

4.8. Lessons Learned

FWA networks are envisaged to leverage the 5G technologies for delivering multi-
gigabit internet speeds. Nonetheless, 5G FWA implementation will not only present a
number of technical challenges, but will also pose performance issues that will demand
concerted effort and considerable research attention. The operators have to consider the
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system requirements for different deployment scenarios to choose between the lower and
higher bands for transmission. Furthermore, a scheme like a channel aggregation can
be exploited to enhance the system throughput accordingly. The lower bands can be
employed for applications such as backup connections [13], M2M connectivity, and smart
metering, in which high data rates are not important for effective system operation [4].
Moreover, innovative technologies should be adopted to address the limitations of mm-
wave employment [5,9,69]. Therefore, for effective enhancement of the QoE, schemes such
as spatial multiplexing, diversity, and wireless multihop network cooperative transmission
can be implemented. This will not only help in enhancing the signal robustness to the
propagation environments [284], but will also offer an improved reliability [285–288].

In addition, cell densification can also be used to improve network penetration, ef-
ficiency, and reliability. The associated cost for densification can be alleviated with the
implementation of advanced antenna technologies like AAS and massive MIMO in which
BF techniques and advanced signal processing are exploited. Note that a hybrid BF ap-
proach seems to be more promising [264,307]. An optical beamforming architecture with
some salient features such as huge bandwidth, potential fast-switching, and immunity to
EMI can also be employed for fixed and mobile broadband access networks that operate at
the mm-wave band [93].

Furthermore, for flexible deployment and optimal implementation of 5G FWA so-
lution, hybrid terminal antenna placement (rooftop, wall-mounted and indoor) is very
imperative [5,69,261]. Moreover, the roll-out success and realization of 5G FWA depend on
favorable policies from the governments and regulatory bodies [9,327,328]. It is remarkable
that, apart from the required improvement in the system reliability and scalability, inter-
operability between the 5G FWA and the existing network such as 4G is another essential
factor for cost-effective deployment and wide adoption of 5G FWA systems. These factors
can be facilitated with the adoption of the 3GPP specifications [5].

5. 5G FWA Field Trials

The 5G FWA technology commercial implementation is envisaged to be very cost-
effective. Besides, it is envisioned to offer significantly high speeds. This is as a result
of the initial 5G trials that have shown the capability of offering download speeds in the
range of 10–25 Gbps [6,254]. The presented speeds are ~30% faster compared to the normal
speeds offered by the wireline or cable provider. Therefore, depending on the use cases
and the required QoS, multiple 4K video streaming sessions can be supported concurrently.
Besides, there are immense prospects for new content service delivery, as well as potentials
to support more customers by the wireless providers [4,246,249]. Moreover, operators like
AT&T and Verizon have also performed different promising 5G FWA field trials [6,254].
These and more are discussed in this section.

5.1. 5G FWA Field Trial Overview

To start with, AT&T reveals its first U.S. 5G business customer trial in conjunction
with Ericsson and Intel on 5 December 2016, in Texas. The presented public 5G demo
includes real-time camera feeds and 4K HD video streaming with approximately 14 Gbps
speeds [330]. Likewise, AT&T and Nokia, on 22 February 2017, publicized their collabo-
ration on the innovative 5G technology that exploits the 39 GHz band. It was also stated
that the 5G FWA tests had been carried out using the DIRECTV NOW, the AT&T Internet
TV streaming service, and Nokia’s AirScale radio access platform, at 39 GHz. The success
of the test demonstrates the world’s first viability for efficient service delivery at high
frequencies [331].

Additionally, on 14 March 2017, AT&T affirmed that its standards-based mobile
5G services will be launched. It was stated that similar standards being employed for
the non-standalone and standalone variants of the mobile 5G NR technology can also
be implemented for the envisaged 5G FWA [332]. Moreover, AT&T, Ericsson, and Intel
announced a 5G FWA trial based on mm-wave in Texas on 27 June 2017.
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Likewise, on 25 July 2017 [333], Samsung Electronics and Arqiva conducted Europe’s
first field trial in the UK in an attempt to demonstrate the strength of the 5G FWA broad-
band services. The trial is implemented on Samsung’s 5G network solution and CPE.
Furthermore, a 28 GHz mm-wave spectrum is exploited as well, on the Arqiva side. Note
that 28 GHz is the standard band being employed for the 5G trials in countries such as
South Korea, Japan, as well as the USA. In the UK, Arqiva owns the national license
for it. The demonstrated end-to-end 5G FWA network was declared to be capable of
supporting concurrent streaming of over 25 ultra-high-definition (UHD) 4K TV chan-
nels [247,249,259,265,334–338]. In addition, Samsung network solutions are expected to be
employed by Verizon in the commercial 5G FWA launch.

On 29 November 2017, Verizon declared its intention for commencing 5G FWA resi-
dential services that will be based on mm-wave spectrum and Ericsson equipment [254,339].
Similarly, AT&T commenced its major 5G FWA trial in which mm-wave spectrum and
5G antenna prototypes are employed on 18 December 2017, also in Waco, Texas [254,340].
In addition, Qualcomm, Verizon, and Novatel announced their intentions for collabora-
tion on further trials, as well as wide-scale commercial deployment, which will primarily
be focused on 5G NR based on 28 GHz and 39 GHz mm-wave spectrum bands opera-
tion [254,341]. In a related development, Telus and Huawei have launched the first urban
28 GHz end-to-end 5G FWA trial on 14 February 2018, in Vancouver’s ‘5G Living Lab’.
The trial was as a result of their previous successful 5G 3GPP mm-wave ‘wireless-to-the-
Premise’ FWA pilot being performed on 23 June 2017 [254,342]. Besides, a long-reach FWA
connection has also been reported in [324,343].

On 26 February 2018, T-Mobile announced its plan to build out 5G in 30 cities among
which customers in Los Angeles, New York, Las Vegas, and Dallas are expected first to
experience the services that would be deployed on its 600 MHz, 28 GHz, and 39 GHz
frequencies [254,344,345]. The nationwide coverage is anticipated in 2020 and T-Mobile
planned to merge with Sprint on the project [254,346]. Moreover, the 5G network equipment
roll-out had been confirmed. Nevertheless, T-Mobile wants 5G smartphones to be available
before commercial services will be offered [254,345].

Similarly, the University of Sussex conducted a practical 5G test in collaboration with
Plum in July 2018. In the tests, different potential conditions in which 5G signals will be
interacting with the environment objects such as buildings and trees are modeled. De-
spite the limiting conditions, about 100 times faster data speeds, compared with normal
broadband solutions, were recorded. The test offered positive results for the FWA im-
plementation [249]. Moreover, Deutsche Telekom and Magyar Telekom conducted FWA
trials in Hungary in order to assess Terragraph as a feasible high-speed broadband connec-
tivity solution. For a fair comparison of home connectivity applications, they employed
mm-wave technology for subscribers with the existing copper/DSL broadband solution.
The reported trial results are promising as the Terragraph solution considerably changed
customers’ internet experience and offered reliable speed improvement from approximately
5 Mbps to about 650 Mbps. This signifies more than two orders of magnitude enhance-
ment [261]. In addition, Orange in conjunction with Samsung and Cisco publicized the
first 5G multi-vendor FWA test results carried out between 1 June 2018, and 16 July 2018,
in Floreşti, Cluj county, Romania. The test was performed in real environment conditions
and showed the 5G technology capabilities in the European market development frame-
work [329,347,348]. In the subsequent subsections, we use the 5G multi-vendor FWA trial
executed by Orange in conjunction with Cisco and Samsung as a case study to expatiate on
the implementation.

5.2. 5G FWA Trial Case Study

The 5G network aims at offering near-ubiquitous connectivity with an enhanced
capacity. To realize this, Orange considers FWA as a feasible 5G use case in markets
where fiber, as well as other fixed broadband standards, are limited. Therefore, in the test,
Orange aims at delivering broadband services to Romanian households where there is a
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prospect of approximately 10% of the total broadband customer to be supported by the
FWA connection [329,347,348].

The 5G FWA trial setup conducted in Floreşti comprises two Samsung FWA points
that run at 500 MHz of experimental 26 GHz spectrum. Furthermore, 128 element MIMO
antennas are employed in the access points (APs). One of the APs was deployed on a tower
that was placed on top of a hill, while the other one was deployed on a comparatively lower
tower, which is 20 m. Furthermore, there was a virtual baseband unit (vBBU) capacity
which was based on Samsung COTS server hardware. It was deployed approximately
30 km away in the Orange data center. The employed FWA core was from Cisco and it
was a dedicated Virtual Core. Note that FWA deployments may not be based on vRAN;
the implementation was just to investigate the possible advantages regarding efficiency
and flexibility that could be exploited from the architecture. In addition, a high layer split
was employed between the AP and vBBU [348]. To validate the connectivity, 15 residential
customers who were living in various types of housing were chosen to participate in the
test. They were to have a first-time experience with the novel system from the comfort of
their respective houses. A number of the customers had an external unit for receiving the
FWA signal which is subsequently relayed to an indoor Wi-Fi Cisco router. The rest of the
customers had an indoor Samsung terminal, that was daisy-chained to the Wi-Fi Cisco
router, for receiving the FWA signal directly. Generally, the outdoor terminals demand
professional fitting, as well as positioning. On the other hand, the indoor units are just
plug-and-play devices [329,347,348].

5.3. 5G FWA Trial Results

In an effort to investigate the potentials of the 5G network in practice, the selected
customers in the aforementioned FWA trial were inspired to concurrently use different
applications such as cloud gaming and 4K videos, which demand substantial resources.
The obtained result by the operator was promising as the better performance was observed
compared with the theoretical simulation. For instance, the coverage of more than 1 km
from the AP was realized. Besides, NLOS service was also delivered by exploiting the
reflective paths in the medium. For example, few users were able to receive an average
aggregated DL throughput of 3 Gbps concurrently. Note that this can reach 6 Gbps with the
same spectrum. Likewise, a number of users were able to take part in multiplayer online
games and 4K internet videos, which were successfully streamed. Furthermore, a super-
market and a city hall both in Floreşti employed the offered reliable internet connectivity
for their entire services. This helped in validating the effectiveness of the 5G technology
solution for public sector or business customers. In addition, Orange made further real
live measurements at a demo tent (the cell edge) which is 1.2 km beyond the lower tower.
The throughput of 1 Gbps was realized at that point in real-world conditions. The 5G FWA
advantages were established by the chosen customers who valued the offered benefits such
as stable connection, installation simplicity, and enhanced performance. They experienced
the wireless connection to be comparable or better than their previously employed system.
Consequently, the measurements showed that the 5G FWA is an imperative and state-of-
the-art step towards commercial 5G services provisioning. Furthermore it is capable of
offering residential customers an experience comparable to the one obtainable with fiber
solution [329,347,348].

Meanwhile, there was research that demonstrated that optimal implementation of 5G
FWA solution might require hybrid terminal antenna placement. As depicted in Figure 19,
the placement could be on the rooftop, wall-mounted, and indoor. The subscribers who
are at a considerable distance from the BS need rooftop antennas to be deployed. On the
other hand, those in close proximity to the small cell BS can employ either indoor or
outdoor wall-mounted options. The results of the antenna placement research showed
that, for an ISD of 350 m, 78% of the households realized good throughput with indoor
antennas implementation. Out of the other households, 17% needed outdoor wall-mounted
antennas whereas the remaining 5% required rooftop-mounted antennas at the same ISD
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to achieve sufficient signal quality [5,11,27]. In essence, the terminal antenna placement
depends on factors such as the employed frequency band, cell size, operating environment
(density and height of the obstacle), and the associated losses [8,27,266,267,270].

(a) (b) (c)

Figure 19. Terminal antenna placement: (a) indoor window sill, (b) exterior window/wall-mounted,
and (c) rooftop.

5.4. Performance Evaluation of FWA System

This section presents different criteria to be considered in the evaluation of the FWA
system. Note that certain requirements or parameters have to be well defined for an
effective evaluation of the FWA system. For instance, the employed wireless technology
and its specific deployment configuration have to be considered. Furthermore, the specific
geographical area that demands service coverage and the anticipated number of subscrib-
ing households should be known. As a result, the required information for the system
evaluation are enumerated as follows [141]:

(i) Service area (geographical contour).
(ii) Number of towers and tower locations.
(iii) Number of cells/sectors per tower.
(iv) Number of targeted households per cell, or within the service area.
(v) Wireless technology type and release.
(vi) Carrier frequency and bandwidth.
(vii) Number of base station antennas per cell.
(viii) Number of subscriber antennas per household.
(ix) Base station/subscriber site antenna gains.
(x) Transmission power per cell.

5.4.1. FWA Capacity Requirement

The criterion that determines the capacity demands the system to offer broadband
services to the entire subscribing households simultaneously, with a minimal level of quality,
during peak traffic hours. This criterion can be defined for the DL and UL, respectively,
as [141]

CPC
DL ≥NPC

Sub × RMinQ
DL

CPC
UL ≥NPC

Sub × RMinQ
UL

(5)

where CPC
DL and CPC

UL represent the system DL and UL capacities per cell; NPC
Sub denotes the

number of subscribing households within each cell; and RMinQ
DL and RMinQ

UL represent the
required household throughput to support the minimal internet service qualities, MinQ,
on the DL and UL, respectively.

5.4.2. FWA Speed Requirement

The criterion that determines the system speed focuses on the target DL and UL speed
requirements. In this context, the FWA system should be able simultaneously to deliver
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the target speeds (DL/UL) to at least X% of the subscribing households. This criterion can
be defined for the DL and UL, respectively, as [141]

CPC
DL/SPC

DL
NPC

Sub
× 100% ≥ X%

CPC
UL/SPC

UL

NPC
Sub

× 100% ≥ X%

(6)

where SPC
DL and SPC

UL represent the system DL and UL speeds and X% is the percentage of
subscribing households.

5.4.3. Guaranteed Household Percentage

The guaranteed household percentage (GHP) is the percentage of subscribing house-
holds that are certain to attain the SPC

DL/SPC
UL download/upload speeds simultaneously,

during which all other households will also be receiving the minimum QoS. If the system is
to support Z% of the subscribing households with SPC

DL/SPC
UL speeds simultaneously, the DL

and UL system capacities can be expressed, respectively, as [141]

CPC
DL =RQoS

DL × NPC
Sub (1− Z%) + SPC

DL × NSub (Z%) Mbps

CPC
UL =RQoS

UL × NPC
Sub (1− Z%) + SPC

UL × NSub (Z%) Mbps
(7)

where RQoS
DL and RQoS

UL represent the DL and UL speeds needed to offer the minimal QoS to
the entire subscribing households simultaneously.

5.4.4. Data Mining and Analytics

In social networks, a huge amount of data are usually generated from various sources,
at different times and in different granularities. Furthermore, there are certain embedded
features in this big data that can help in determining various factors such as user behavior,
interdependency, preference, common interest, and satisfaction (content appreciation).
The extraction computation of some context parameters in big data is challenging. Data
mining algorithms can be employed to computationally facilitate various dynamics in the
networks. Besides, it can simplify the design and use of different technologies in addressing
diverse needs [349,350].

Moreover, user behaviors can significantly help in securing the 5G FWA networks.
In this context, behavioral-based techniques can help in extracting features that signify dif-
ferent behavioral features of malicious and normal actors (users) in the networks. This can
facilitate efficient discrimination of a variety of communication types, not only among the
users, but also between their respective network environments. However, the behavioral-
based techniques are more challenging in the context of 5G networks. This is owing to
the multi-dimensional nature of the generated data and the associated network slicing
mechanism. Based on this, slice-aware techniques are imperative [351].

Traditionally, anomalous devices are usually detected through the time-series anal-
ysis of the communications events of specific users. Nevertheless, the time-series-based
approach offers a lower accuracy compared with graph-based approaches. Moreover,
clustering can be adopted to identify users’ groups and detect anomalies. Furthermore,
clustering techniques offer a higher level of abstraction that facilitates data minimization.
Consequently, specific clusters and their related features can be focused on [351].

5.4.5. Network Quality Evaluation

In network operation and maintenance centers, technology-centric metrics such as
bandwidth, bit error rate, packet loss rate, jitter, throughput rate, transmission delay, and so
on are usually used in terms of quality of service (QoS) to measure the network quality.
However, it has been established that this approach did not give sufficient consideration
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to the actual experience (perceptions and feelings) of the user, making it insufficient for
a thorough characterization of the service provided [352,353]. This is due to its main
focus on service quality improvement based on the application-level technical parameters
without considering any type of human-related quality-influencing features. The QoS can
be expressed as [354]

QoS =
N

∑
i=1

wi fi(xi) (8)

where xi denotes a network influencing factor, N represents the number of network influ-
encing factors, wi denotes their corresponding weight, and fi(·) is a mapping function.

In addition, note that for given different users, the perceived quality level might be
different for the same QoS level. Besides the system’s technical features, other factors that
are not captured by the QoS which have a considerable influence on the actual perceived
user’s experience are the context of use, delivering content, pricing of service, and human-
specific characteristics [353]. The user-centric-based approach, quality of experience (QoE),
offers a better means of user’s quality perception measurement [354]. QoE signifies the
perception of the end-user regarding the overall quality of a provided service, making
it a very attractive alternative to the QoS method [353]. The relationship between both
metrics can be defined using differential equation and non-linear equation, respectively,
as [355,356]

∂QoE
∂QoS

∼ −(QoE− ϑ), (9a)

QoE =
N−1

∑
i=0

aiQoSki
i , (9b)

where ϑ denotes an estimated coefficient (i.e., for packet loss), ai denote the constants, and
ki represent the exponents for N parameters.

In addition, QoE can be integrated into network decision processes, resulting in
QoE-aware or QoE-driven network. Furthermore, QoE-aware algorithms can significantly
facilitate network function more efficiently. Therefore, the currently used criteria like
Signal-to-Interference plus Noise Ratio (SINR) measurements can be replaced by QoE.
In this context, it can be a trigger factor of Radio Resource Management and Mobility
Management mechanisms. Besides, when incorporated with SDN, video QoE metrics can
be monitored to improve video streaming applications. Likewise, with QoE monitoring
and control, over-engineering could be prevented. For instance, it can help in recognizing
when extra resource provision would not improve the perceived QoE, resulting in better
resource-efficient operation [353].

Furthermore, the QoE assessment can be based on both subjective and objective ap-
proaches. The quality evaluation in the former is typically accomplished by questionnaires
and rating scales from the subscribers, making it not only a more direct but reliable tech-
nique of QoE evaluation. For instance, a subjective evaluation that is based on the Mean
Opinion Score (MOS) can be used to quantify QoE. As shown in Table 11, MOS represents
the levels of experience that can be signified using a number in the range of 1 to 5. Never-
theless, it is costly, time-consuming, and inconvenient. Furthermore, the latter approach
is based on predefined models for approximating estimation of the subjective approach
without human intervention [354].
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Table 11. Subjective mean opinion score evaluation.

Experience Score

Bad 1

Poor 2

Fair 3

Good 4

Excellent 5

Moreover, note that the QoE evaluation model in which the features of a specific
service type are exploited may not apply to other service types. Thus, there are concerted
efforts on QoE algorithms that can address multiple service types. As most of the current
services are multimedia-based, in this tutorial, we focus on the ITU-T G.1070 framework
for the multimedia communication quality assessment model illustrated in Figure 20.
The framework focuses on multimedia QoS and performance in which both generic and
user-related aspects are considered. In this model, essential QoE/QoS planning strictures
which are video and speech quality are the input parameters. Furthermore, it comprises
three functions: speech quality estimation, video quality estimation, and multimedia qual-
ity integration functions. Note that the instigated degradation by pure delay is considered
only in the latter function [357].
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Figure 20. Multimedia communication quality assessment model (Adapted from [357]).

Additionally, the model offers three outputs (quality metrics): the multimedia quality
(MMq), the speech quality influenced by video quality (Sq (Vq)), and the video quality
influenced by speech quality (Vq (Sq)). Furthermore, note that owing to variations in the
coding parameter settings and decoder characteristics, a number of coding technology (e.g.,
MPEG-4 codecs) can be implemented. Based on this, this model exploits the existing tables
prepared for each video and speech codec to determine the coefficients of video and speech
quality estimation functions. Besides, the objective measurement of speech quality (Sq),
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video quality (Vq), and multimedia quality considering the influences of speech and video
regarding quality and delay (MMq) can be expressed, respectively, as [357]

Sq =


1 if Q < 0
1 + 0.035Q + Q(Q− 60)(100−Q)7× 10−6, if 0 < Q < 100
4.5 if Q > 100

, (10a)

Vq = 1 + Icoding exp

{
PplV
DPp lV

}
, (10b)

MMq = m1MMSV + m2MMT + m3MMSV MMT + m4, (10c)

where PplV denotes the video packet-loss rate, DPp lV is the degree of video quality robust-
ness against packet loss, Icoding represents objective measurement of basic video quality
accounting for coding distortion, MMSV is the audio-visual quality, MMT denotes the
audio-visual delay impairment factor, Q is the speech quality index, and mi are coefficients
that dependent on the video display size and conversational task.

Note that MMq is constrained between 1 and 5. The audio-visual quality, MMSV ,
and the audio-visual delay impairment factor, MMT , are expressed as

MMSV = m5Sq + m6Vq + m7SqVq + m8, (11a)

MMT = max{AD + MS, 1}, (11b)

where MS is the audio-visual media synchronization and AD denotes the absolute audio-
visual delay are defined, respectively, as

AD = m9(TS + TV) + m10, (12a)

MS =

{
min{m11(TS − TV) + m12, 0} if TS ≥ TV
min{m13(TV − TS) + m14, 0} if TS < TV

, (12b)

where TS and TV are the speech and video delays, respectively.

5.5. Lessons Learned

Note that the fixed broadband standards will not relent in the system improvement.
For instance, although at restricted distances, the persistent enhancements in the DSL
solution like G.fast, enable about 330 Mbps. The improvement could significantly hinder
the FWA market potential [327]. Therefore, in general, the 5G FWA trials and roll-out
success demand innovative ideas for further penetration rates. This involves offering a
converged network capable of giving higher QoE across the traditional mobile and the
future fixed wireless services. The suitable system should enable seamless handoff between
externally-based and home-based networks with no disruption in the existing services.
Furthermore, real-time based location-aware rating and charging are required to ensure
wireless benefits and free-roaming by the customers [246]. These remarkable features will
facilitate widespread adoption of the 5G FWA system and encourage further competition to
minimize the price and system disruption while considerably enhancing services delivery
to the end user. On this note, some potential benefits of FWA are summarized as follows:

5.5.1. Cost-Effective Solution

According to the IMT-2020 standard, 5G will be required to support a massive density
of devices for every square kilometer. For instance, in Massive IoT (mIoT), a large number
of IoT sensors and devices has to be supported for effective communication. To realize
the network requirements, both fixed and mobile networks have to be densified. Due to
the normally required trenches and other civil work, fiber densification in the last-mile
network is uneconomical. Likewise, it is cost-intensive to expand and upgrade copper
wireline infrastructure to fiber. FWA can be employed as an alternative solution to attend
to the network densification in an economical manner. Furthermore, it can be an attractive
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broadband solution in areas with only copper or without wireline infrastructure in place.
Furthermore, FWA can be employed to complement broadband service delivery in areas
where there is insufficient fiber deployment [5–7].

Moreover, considering the operating expenses in terms of maintenance costs and new
services provision, the FWA solution is more beneficial. Nevertheless, the FWA OPEX
regarding power consumption, rental, and spectrum licenses could be higher than that
of FTTx. Furthermore, despite the fact that FTTx implementation can lead to a costlier
solution, it offers several merits compared with FWA. One of such advantages is that FTTx
is more reliable as it is not susceptible to weather or radio conditions [5–7].

In general, note that FWA is not designed to be a total substitute to the wireline
infrastructure. Each of the solutions has important tasks in the broadband service delivery
for different applications. For instance, fiber infrastructure is highly appropriate in areas
with concentrated customer density and backbone applications. On the other hand, FWA
is a more economical scheme in the last mile compared to FTTx solution [5].

5.5.2. Enhanced Performance

The existing FWA that is based on 3GPP radio access technology leverages cutting-
edge radio enhancements like CA, LTE air interface, multi-antenna technologies, and ad-
vanced modulation schemes. In addition, wireless transport network terminals have
relaxed requirements that can help in improving their performance. Furthermore, the avail-
ability of different CPE options such as multi-antenna and high-gain outdoor CPEs can
also aid in performance improvement. Based on these benefits, FWA can deliver broad-
band services at fiber-like speeds with low latency. For instance, the 4G LTE technologies
leverage radio innovations in order to offer the peak rate of 1Gbps. The throughput sur-
passes copper wire transmission speed and is comparable to the achievable rate of fiber
solution as well. Furthermore, with CA of a number of carriers (5 × 20 MHz, i.e., 100 MHz)
and multi-antenna (i.e., 4 × 4 MIMO) technologies, the throughput can be enhanced
considerably [5,10].

5G network is envisaged to leverage massive MIMO technologies and broader band-
width aim at minimum DL and UL peak data rates of about 20 Gbps and 10 Gbps, respec-
tively, with less than 1 ms latency in up to 1GHz bandwidth. The anticipated low-latency
and high-throughput of 5G can be exploited to enhance the user experience further and
for effective support of services like virtual reality and HD video. Based on the expected
improvement in the performance, 5G FWA will be able to support additional subscribers
per BS with better rates. This can result in 5G FWA radio access technology delivering
better performance compared with fiber networks [5].

5.5.3. Enabler of Economic Growth

Note that cost-effective broadband connectivity provision to areas that were not previ-
ously or inadequately covered fosters economic growth. Consequently, with affordable
and fast broadband connectivity capable of supporting real-time and multimedia services,
the digital divide can be effectively addressed. In light of this, FWA can considerably
overcome the digital divide by offering cost-effective links to places that are inaccessible by
means of existing fixed infrastructure [5].

5.5.4. Attractive Broadband Business Solution

Based on the 4G FWA technology business case that has not only been demonstrated as
an attractive broadband service proposition to subscribers but also a cost-effective transport
network for the operators compared with the wired counterpart solutions. For instance,
compared with well-established incumbent operators, FWA deployment may be mainly
appealing to the aspiring fixed operators with limited fiber infrastructure. This is because,
while supposedly offering comparable performance, the associated expense of the last-mile
wireless connectivity is considerably lower than that of fiber solutions. Consequently, FWA
presents significant prospects for the aspiring fixed broadband operators in the market [5].
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Furthermore, for the operators, FWA is an attractive scheme for addressing the trans-
port network requirements for the CO connection to the remote nodes. It could be a good
replacement for the ADSL networks and for supporting MFH networks between the CO
and the indoor small cells for the effective replacement of the legacy cable infrastructure.
In addition, it can also support the required connectivity for the increasing IoT devices.
In this context, it is not limited to the household devices alone, but also applicable to other
devices like security and surveillance cameras [5].

Moreover, FWA is an attractive scheme for nomadic/temporary service demand.
The operators may be required to offer short-term coverage in regions with limited or no
demand to cover periodic events. In this scenario, it will be challenging to offer sufficient
backhaul for the required temporary radio cells using wired solutions. The challenge can
be addressed by FWA deployment that will present a quick, flexible, and cost-effective
solution [5].

Additionally, another challenging scenario is the broadband connectivity provision
in urban areas. Infrastructure upgrades and/or deployment in dense urban areas usually
demand huge construction/civil work that results in an uneconomical solution. FWA
implementation can attend to this by offering low-latency and high-throughput wireless
connections. Apart from being a promising solution in the urban areas, FWA is also
attractive for rural area deployments. Note that population density in rural areas is sparse
and the inhabitants are normally remotely located from the CO. Therefore, broadband
service delivery to the subscriber based on wireline infrastructure in the setting will require
substantial investment. FWA offers a cost-effective and flexible solution for service delivery
in the location [5].

In general, it is remarkable that the broadband value proposition is not just about
delivery of higher throughput to the subscribers, but rather about providing reliable
connectivity and advanced multimedia services. For instance, the DSL-based service
delivery in some markets is relatively cheaper. Consequently, market penetration will be
challenging without an additional value proposition to the connectivity alone. 5G FWA and
the associated technologies can be exploited in this context for offering advanced services
like 4K UHD TV and voice services over IP in order to attract subscribers [5,27]. Apart
from the fact that it can be employed for service delivery to apartments and multi-dwelling
units, cable operators can also exploit it for reaching certain spots more quickly during
fiber deployments [13]. It is also imperative to employ 3GPP-based solutions and/or
technologies that are compatible with and capable of converging to 3GPP standard over
time to realize a cost-effective 5G FWA network. Moreover, the operators can extend their
5G FWA network solutions to support mobile use cases in the full-scale 5G deployments [5].
In the following section, we discuss different potential transport solutions for the 5G FWA
along with their advantages and disadvantages.

6. FWA Transport Network Solutions

FWA is a universal platform for wired and wireless technologies convergence in the
networks. This is owing to the fact that it offers wireless connectivity in the last mile,
whereas its transport network between the core network and the BSs can be implemented
using wireline and wireless solutions [5]. Meanwhile, substantial enhancements have been
recorded in the optical network performance due to many innovative technologies that
have been adopted [358]. For instance, the network capacity, reach, and aggregate number
of subscribers that can be supported efficiently have been exceptionally improved.

In addition, there has been a notable and progressive optical schemes penetration in
the access networks. This helps in supporting a number of services like multitenant FTTx
and mobile backhaul/fronthaul. The FTTx scheme offers a range of fiber-based broadband
network architectures such as FTTN, FTTC, FTTP, FTTB, and FTTH. The architectures
offer viable solutions to the emerging broadband technology last-mile bottleneck, through
progressive service delivery in unprecedented proximity to the subscribers [166]. In the
light of this, 5G use cases such as eMBB and uRLLC can be supported efficiently by the
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baseband and the radio processing elements that are closer to the wireless or end user
devices (i.e., CPEs). This can be attributed to the principle that proximity not only enables
enhanced signal quality but also offers a higher data rate and lower latency [359]. Based on
its salient features and service delivery close to the subscribers, the PON scheme can be
employed to support the 5G use cases. Note that one of the main challenges is the means
of offering various service demands aiming at fulfilling ubiquitous and elastic connections
objectives. Consequently, seamless convergence of high-speed fiber and wireless networks
is essential for effective 5G and beyond system realization. The system convergence will
cost-effectively facilitate broader network penetration to support the envisioned ubiquitous
connections [166]. As a result of this, a high-capacity optical link has been deemed as one of
the viable solutions for attending to the network demands between the CU and DU [360].

In addition, to address the rising traffic demands, the 5G RAN architectures are
envisaged to support heterogeneous networks (HetNets) in which mm-wave small cells
will be overlaid on the macrocells [359]. Furthermore, to support the envisioned ultra-dense
small-cell BS deployment, cloud RAN (C-RAN) has been adopted as an attractive solution
for effective flexibility and scalability in the system performance [2,3,47,361]. The C-RAN is
an advanced architecture and in some respect, different from the conventional distributed
RAN (DRAN) as described in Section 2.3. The C-RAN architecture shifted the BBU away
from its usual cell site location. Therefore, with the arrangement, the BBU pools can be
located at the CO, while the remote radio heads (RRHs) are deployed at the cell sites.
Consequently, C-RAN presents substantial features like enhanced SE and further flexibility
advantages for additional deployment of RRH in relation to the DRAN. Similarly, with the
well-centralized BBU pools, C-RAN can support a number of attractive schemes such as
better interference coordination/mitigation, improved virtualization, enhanced resource
pooling, along with uncomplicated operation and management with scalable and seamless
evolution. In addition, it should be noted that the BBU pools and the RRHs are connected
through the fronthaul network. As discussed in Section 8.1, the de facto air interface
standard generally used for the connection is the digital radio over fiber (D-RoF) based
common public radio interface (CPRI) specification.

Besides the CPRI, there are other advanced fronthaul interfaces like next-generation
fronthaul interface (NGFI), open base station architecture initiative (OBSAI), enhanced
CPRI (eCPRI), and open radio interface (ORI) that can be employed as well [362–364].
In [47], we present a comprehensive overview of several potential fronthaul interfaces.
The CPRI aids in the effective distribution of digital baseband signals over the fronthaul
network. Nevertheless, for seamless connection among the network elements, some strin-
gent requirements regarding latency, jitter, and bandwidth are imposed on the fronthaul
network. As will be explained in Section 8, the huge bandwidths required for the CPRI
employment may hinder the CPRI-based fronthaul links implementation in the 5G and
beyond networks [47,361,365]. Note that 5G-based networks will comparatively impose
additional requirements on the transport network as massive MIMO and broader spec-
trum will be employed [47,366]. Depending on the deployment scenarios and the use
cases, the requirements may be related to the connectivity, bandwidth, latency, reliability,
and SDN capability openness [366].

As aforementioned, PON-based schemes like WDM-PON and Ultra-Dense WDM-
PON (UDWDM-PON) offer feasible solutions for attending to the capacity requirement.
Furthermore, it is remarkable that the PON architectures are well-suited for the 5G network
applications and can efficiently support both wired and wireless broadband service delivery.
Exploiting the PON architecture, each DU can effectively communicate with the CU with a
dedicated wavelength. In addition, in the upstream (US) direction, the wavelengths can be
aggregated and multiplexed further onto a single shared fiber infrastructure at the remote
node and de-multiplexed at the CO [47,361]. Furthermore, as stated earlier, optical and
wireless networks convergence is an attractive solution for exploiting the inherent huge-
bandwidth and high reliability of an optical system, as well as the wireless connectivity,
ubiquity, mobility, flexibility, and cost-saving advantages of the wireless/cellular net-
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works [367]. This can aid in achieving the energy efficiency and capacity that are predicted
for the 5G networks. Moreover, another attractive and feasible broadband access solution
is optical wireless communication (OWC). For instance, OWC systems such as Visible-light
communications (VLC) and FSO are attractive broadband access technologies. Being an
optical-based solution, OWC can support networks in which high density, high capacity,
and low latency are required at a relatively lower cost. Consequently, OWC is an alter-
native and/or complementary solution to the wireless RF solutions [162,164,165,367–369].
Primarily, the prime transport solution selection is based on the site structure and avail-
ability of transport infrastructure. In this section, we discuss a number of potential wired
and wireless transport solutions that are capable of supporting the 5G FWA deployment
scenarios expressed in Section 3.2, as well as different FSOns presented in Section 8.2.

6.1. Wireless Solution

As discussed in Section 2.2, wireless transport schemes have been known to be highly
feasible solutions with remarkable advancements in the communication system evolutions.
This can be attributed in part to the schemes’ inherent benefits like roaming support,
scalability, operational simplicity, cost-effectiveness, and ease of deployment. In addition,
wireless transport schemes are very suitable solutions for complementing fiber-based
transport schemes. Nonetheless, their susceptibility to transmission channel conditions
limits their employment to short-range applications. Moreover, most of the existing
solutions can just support the lower bit-rate options of the CPRI. This results in bandwidth
limitation for the wireless transport schemes. In addition, attractive wireless technology
such as mm-wave has been proposed to address the limitation [47,370–372].

As stated earlier in Section 3, an enormous amount of unexploited, as well as underuti-
lized, frequencies are available at high bands. Consequently, there is a significant research
interest in the mm-wave partly owing to a number of high-dimensional and compact
antenna arrays being designed for commercial use in the band. In addition, as a conse-
quence of the 60 GHz standards such as 802.15.3c, 802.11ad, and WirelessHD being issued,
significant consideration has been given to communications at the band. Nevertheless,
mm-wave applications are limited to a relatively shorter communication range due to
the inherent high propagation losses [47,370,373,374]. In [301], some enabling approaches
that can make mm-wave relevant for the 5G networks and viable means of addressing its
challenges are presented.

Furthermore, there has been a considerable scarcity of spectrum in the RF band
because of several advanced wireless technologies that have been progressively deployed
in the communication networks [368,375]. Therefore, to meet the wireless network growing
demands, a number of chip set suppliers, as well as mobile wireless operators, have
been given considerable interest in the unlicensed spectrum. The main attention is to
the 2.4 GHz and 5 GHz bands that have been employed for Wi-Fi applications. This has
also been considered by mobile operators who are employing LTE in the unlicensed (5G
LTE-U) spectrum for deploying additional small cells [47,376]. Through this, the unlicensed
spectrum resources can be well allocated to the LTE system, to have further bandwidth for
supporting the Wi-Fi subscribers [376–378].

In addition, there is a possibility of reusing the same spectrum in the transport
networks. This can be effectively achieved through frequency-division multiplexing and
time-division multiplexing (TDM) schemes. Furthermore, it can be realized through
opportunistic fronthauling, in which unlicensed spectrum can be sensed. For example,
the DU can sense available unlicensed spectrum (unexploited unlicensed spectrum) and
subsequently utilize it for fronthauling. Moreover, when the signal of an active user
is relatively below the predefined threshold, the spectrum can also be used by the DU.
Besides, the associated transport network constraints can be alleviated by Wi-Fi through
offloading [376]. Despite the fact that Wi-Fi network can offer comparatively high data
rates, it presents limited coverage and mobility. The weaknesses can be addressed by Wi-Fi
mesh network implementations [47,379].
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As aforementioned in Section 2.2.4, FSO communication offers an alternative/
complementary solution to the optical fiber systems. It can be utilized for RF signal
transmission between the apertures at the CU and DU through the free space. Therefore,
being an optical wireless solution, optical fiber media deployment is not obligatory. As a
result, there is no need for trench digging to implement it, resulting in cost and time-saving.
Additionally, similar to RoF technology that is a feasible, well-developed, and widely
employed solution, the FSO system can effectively support the transmission of multiple RF
signals. Besides the inherent fiber features like RoF, the FSO system gives further advan-
tages concerning cost-effectiveness and time-saving, because physical fiber deployment is
not required. Therefore, FSO is an appropriate solution in setups where physical network
connectivity by means of optical fiber is unrealistic and/or challenging. Moreover, FSO can
be employed for broadband service provisioning in a rural area with an insufficient fiber
infrastructure [2,3,47,380,381]. It is remarkable that, when employed as a complementary
transport solution, it can be an attractive platform for mobile traffic offloading. This can
significantly help in lessening the imposed stringent requirements on the networks.

Furthermore, as stated in Section 2.2.4, the FSO system presents several salient ad-
vantages that portray it as a feasible broadband access technology. Besides, it can support
the bandwidth requirements of various applications and services at a relatively lower cost.
As a result, the radio-over FSO (RoFSO) notion has been introduced. RoFSO scheme is
based on leveraging the inherent huge capacity of optical systems while simultaneously
exploiting the wireless network easy of deployment [2,3,47]. In addition, with DWDM
RoFSO solution implementation, multiple wireless signal transmissions can be concurrently
supported [382]. Based on the enumerated drawbacks of FSO technology in Section 2.2.4,
it is unreliable compared with the physical optical fiber technology. Consequently, it might
not be a good solution for use cases like uRLLC applications. Thus, the FSO scheme
cannot be considered an effective standalone solution. To make the FSO system viable, it
is very imperative to alleviate the related turbulence-induced fading [162,164–167]. Con-
sequently, to address the challenges, many physical (PHY) layer concepts have been
introduced [47,167,383]. In addition, several advanced schemes like hybrid RF/FSO and
relay-assisted transmission technologies can be employed to improve the system perfor-
mance concerning reliability, capacity, and availability [47].

6.2. Wired Solution

The wired network presents various benefits like low interference, low latency, en-
hanced coverage, high security, and reliability. This means it can not only stand the test of
time, but also persist in being applicable in spite of wireless systems advent. Dark fiber,
WDM PON, passive WDM, Ethernet, and WDM/optical transport network (OTN) are
some of the transport network solutions that are based on wired links. In this part, we
discuss some promising wired-based solutions that are capable of supporting different
network requirements.

6.2.1. Dedicated Fiber Solution

To start with, it has been observed that optical fiber is predominant and will not relent
to be the prime transport solution [48]. Moreover, dedicated fiber is one of the attractive
transport solutions being employed for various applications. It can be an appealing
option in scenarios where operators have a huge fiber being deployed or where it is more
economical to lease fiber than installing optical transport elements. However, as it is a PtP
direct connection, it does not have the demanded network protection. This makes it not an
appropriate option for supporting 5G use cases like uRLLC services where considerable
reliability is demanded. To address the challenge, mechanisms for the implementation
of operations and maintenance as well as protection can be adopted. For instance, dark
fiber with physical ring topology can be deployed. Moreover, dedicated fiber application
requires a high volume of fiber resources. 5G systems are envisaged to support ultra-dense
networks in which an additional amount of fiber will be required, making it even more
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demanding. Consequently, the existing fiber resources may be insufficient to support
mIoT devices and other envisioned multimedia devices. As a result of this and the related
deployment cost, dedicated fiber applications may be limited. The limitation can be
attended to with different WDM and Ethernet solutions employment [47,370–372,384–386].

6.2.2. Ethernet Solution

The Ethernet-based approach employs packet technologies that support statistical
multiplexing. With this feature, the line bandwidth usage can be significantly improved and
traffic convergence can be realized. Moreover, owing to its support for PtMP transmission,
a substantial amount of fiber resources can be conserved. Furthermore, when the existing
Ethernet infrastructure is employed for encapsulating and transporting CPRI between the
network elements, a considerable amount of expenses can be saved. However, a few issues
like low-latency services identification and respective fast-forwarding deserve significant
research attention in the Ethernet-based solution. In addition, more research efforts are
needed to make the option backward compatibility with CPRI serial constant bit rate
(CBR) and the related high-precision synchronization. To address the latency and jitter
requirements, the Institute of Electrical and Electronics Engineers (IEEE) has created the
Time-Sensitive Networking (TSN) task group. The TSN task group is a branch of the IEEE
802.1 working group that has been investigating the latency-sensitive Ethernet forwarding
technology. In this context also, there has been the establishment of the IEEE 1914 NGFI
working group. Apart from the development of the NGFI transport architectures, the group
is also defining the radio signal encapsulation specification into Ethernet packets [47,387].

6.2.3. WDM-Based Solution

The WDM solution helps in reducing the need for a dedicated fiber and is also a good
approach in scenarios with limited fiber resources. Besides, the demand for high-capacity
and low-latency transmission makes the WDM-based network more relevant for the back-
haul/fronthaul links. Moreover, a large amount of DU can be cascaded and supported by
the WDM solution. This is because a large number of optical wavelengths can be supported
by a single fiber in this approach. At large, WDM-based fronthaul can be categorized into
active and passive solutions. In the active approach, other protocols are normally em-
ployed in the CPRI traffic encapsulation. Furthermore, it presents network topologies with
significant robustness and flexibility. In addition, when optical amplifiers are employed,
there can be a considerable extension in the network reach. Besides, the requirement for
a power supply at the cell site demarcation point is a distinguishing characteristic of an
active approach. In contrast, a passive solution is primarily based on the CPRI links passive
multiplexing (MUX)/demultiplexing (DEMUX). Moreover, power supply and battery
backup are not mandatory at the demarcation point for effective operation. Nevertheless,
active equipment is usually utilized for system monitoring at the CO demarcation point in
this solution [47,370,371,384–386].

At large, the major distinctions between the active and passive schemes are with the
nature of their routing table as well as switching granularity. For example, the passive
solution routing table is fixed and cannot be configured. On the other hand, the active
solution routing table can be configured statically and dynamically. Besides, an interface
can be effectively associated with them. Similarly, the active scheme offers an enhanced
switching granularity that can be typically based on packet or frame switching, while the
passive scheme granularity is established on a time slot or spectrum as in the TWDM-PON.
Therefore, the active solution presents finer configuration flexibility; nonetheless, it is
comparatively complicated and power-consuming [361]. We expatiate on a number of
WDM-based transport solutions, in the following subsections.

Passive WDM

This solution employs passive optical MUX/DEMUX Plug-in modules for multiplex-
ing and de-multiplexing several wavelengths in the same optical fiber in order to make
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the most out of the access infrastructure [386,388]. Consequently, multiple channels per
fiber can be supported and the required fiber resources for an application can be reduced
significantly. Moreover, the latency being introduced by the associated optical components
is negligible. This can help in fulfilling the CPRI transport specified jitter and latency
requirements. As previously mentioned, owing to its passive nature, the power supply is
not essential for its operation, resulting in high power efficiency and lower cost solution.
Moreover, this scheme is not only an economical solution, but it is also easy to maintain.
However, the wireless equipment expenditure implication demands considerable attention.
This can be attributed to the required pluggable colored optical interfaces at the CU and DU.
Similarly, other issues that demand consideration are the inadequate optical power budget
and limited transmission range of a comparatively complex topology like chain network
or ring network. This is a result of the accumulated insertion loss produced by multiple
passive WDM components. Moreover, apart from the fact that the solution does not offer
potentials for robust operations, administration, and maintenance (OAM), also, it does
not present the line protection feature. Besides, the requirement for well-defined network
demarcation points can also be a limiting factor for its implementation [47,370,371,385,386].

WDM/OTN

The WDM/OTN scheme implementation helps in the transmission of multiplexed
and transparent signals over the network links to multiple DU sites. Consequently, the im-
plementation enhances the fiber capacity by supporting multiple channels on a shared fiber
optic installation [47,371,385]. This can be achieved through the in-phase and quadrature
components (I/Q) data encapsulation in the OTN frame. Then, the resulting frame is subse-
quently WDM multiplexed. Therefore, the resulting frame can be routed to the destination
port using any wavelength [361]. In addition to its ability to minimize the required fiber
resources, other remarkable benefits of this scheme are the provision for network protection,
OAM capabilities, service reliability, service level agreement management, and network
demarcation. Besides, this scheme offers promising features concerning high bandwidth
and low latency. Furthermore, the WDM/OTN scheme is an effective solution for address-
ing the required pluggable colored optical interface at CU and DU by the passive WDM
solution. Additionally, due to the fact that a colored optical interface is not required at
RRH by the OTN [371], the challenges of wireless equipment deployment are significantly
lessened by the solution. The scheme also presents an uncomplicated system scalability
advantage and an improved optical network reach [372,386], because, there is no need for
wireless equipment optical interface replacement in the process of a system upgrade from
non-C-RAN architecture to the C-RAN. Nevertheless, the main weakness of the scheme is
that the equipment cost is comparatively higher. Furthermore, the OTN employment for
CPRI transport over OTN infrastructure demands substantial precaution. This is due to
the fact that, in the CPRI/eCPRI clients mapping and transportation, OTN standards are
not aligned. Additionally, the introduced feature such as forward error correction (FEC)
can further contribute to the system latency. It is remarkable that though the power supply
is not mandatory for WDM transport in the solution, it is needed for active management as
well as wavelength translation [47,371,372,385,386].

6.3. Lessons Learned

In general, WDM-based systems like coarse WDM (CWDM) and dense WDM (DWDM)
show encouraging features that are very attractive for transport network applications.
For example, besides the presented low-latency and high-throughput, CWDM is an eco-
nomical solution considering fiber resources utilization and uncooled/low-cost transceivers.
Moreover, DWDM is generally renowned for the offered vaster channel counts which can
be supported effectively. Based on this, an additional amount of densely deployed small
cells and the related DUs can be effectively supported. Additionally, it aids in enhancing
the efficiency of fiber resources. Note that WDM-based systems can be employed in combi-
nation with the PON scheme to improve the system performance further. Consequently,
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this solution is very suitable for the envisaged ultra-dense small cells and massive DUs
deployment as explained in Section 7. It is remarkable that, for effective deployment of
RAN and to meet certain network demands, particularly in the urban scenarios, the net-
work entities should be as numerous as possible and in close proximity to the subscribers.
Therefore, the DUs can be deployed on locations like street lamp poles and building walls.
Consequently, WDM scheme implementation can effectively support the random nature of
the remote element placement.

In addition, as previously mentioned, there are several approaches by which the C-
RAN transport network can be achieved; however, the stringent requirements imposed by
the C-RAN transport network make the fiber-based scheme the extensively implemented
option. Nonetheless, it should be noted that optical fiber deployment for ultra-dense
networks is highly time-consuming. Besides, it could make the implementation of the
C-RAN scheme ineffective and relatively inflexible. Furthermore, as aforementioned in
Section 6.1, wireless transport network proffers flexible and appealing solutions for effective
communication between the CU and DU. This is due mainly to the proffered merits like
lower cost, higher flexibility, and unchallenging deployment compared with the fixed wired
solutions. Consequently, scalable and advanced optical wireless schemes with operational
simplicity and ease of deployment are certainly required [47].

Moreover, besides the discussed physical fiber-based methods, another appealing and
practical optical wireless solution presented in Section 6.1 is the FSO communication system.
The FSO scheme offers a range of advantages like high-capacity and low-latency that make
it feasible for attending to the network demands in an economical way [164,165,368,369,389].
The possibilities for an FSO transport network and some advanced schemes that are suitable
for FSO system performance improvement, while alleviating the severe system demands,
are considered in [166,167]. A number of potential 5G fronthaul schemes are illustrated in
Figure 21. Also, the transport network technology classification is depicted in Figure 22.
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Figure 21. Potential 5G transport solutions: (a) WDM-PON, (b) microwave, (c) point-to-point,
(d) OTN, and (e) Ethernet.



Appl. Sci. 2021, 11, 10427 61 of 104

Transport 
network

Wireless
Microwave

mm-wave

OWC

Satellite

Wired

CPRI over 
Ethernet

OTN

Dedicated 
fiber

WDM system

PON

CWDM 
system

DWDM 
system

Architecture

Access scheme WDM-PON

TDM-PON

TWDM-PON

XG-PON

GPON

XGS-PON

NG-PON2

FSO

VLC

Figure 22. Transport network technology classification.

7. Passive Optical Network

PON is a promising solution for CPRI transport, especially in high-traffic areas such
as malls, university campuses, stadiums, and dense urban neighborhoods where densely
deployed small-cell are highly essential [387]. Consequently, a PON system can signifi-
cantly help in reducing the demanded interface number in the network and site space,
resulting in an effective approach of saving the required number of optical fibers. Besides,
it can considerably help in saving the system power consumption [390]. As discussed in
Section 2.1.4, PON schemes have been adopted as promising access network solutions.
This is as a result of the offered benefits like high bandwidth, low operation cost, and low
maintenance cost [47,144,391].

It is remarkable that, in an effort to meet the growing system demands and enhance
the network performance, the PON architectures have been considerably evolving. The in-
herent benefits and the obtainable technological options offered by the architectures are
some of the nice features that have been attracting the network operators in the PON
system deployment. For instance, apart from the widely deployed Gigabit PON (GPON)
system, several operators have been expanding their deployment to advanced PON archi-
tectures such as 10-gigabit symmetric PON (XGS-PON) and the 40-gigabit next-generation
PON2 (NG-PON2) [392,393]. Furthermore, to enhance the capacity and fiber efficiency
more, WDM and TDM techniques are generally exploited in the PON system. Therefore,
in accordance with access and transmission approaches, the PON system can be generally
classified into TDM-PON and/or WDM-PON.

In addition, the TDM-PON can offer relatively better bandwidth for a number of data
applications. Nonetheless, resources accessible to the end-users are comparatively limited.
On the other hand, the aforementioned limitation can be attended to with WDM-PON
scheme implementation. To achieve this, a specific wavelength is assigned per subscriber.
As a consequence, a high-data-rate, distinct, and secured PtP channel can be provided
over a high-bandwidth and longer reach network, between each of the densely deployed
DU and the CU. Therefore, WDM-PON approaches are appropriate solutions that can be
exploited by multiple operators for a virtual partition of ONUs into many distinct PtP
network connections, over a shared optical access infrastructure. The salient feature helps
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in enhancing the fiber efficiency in comparison with the PtP Ethernet. Likewise, another rel-
ative advantage of WDM-PON is that it offers lower latency than the TDM-based schemes.
These attributes enable WDM-PON to be a disruptive scheme that is not only suitable for
FTTx schemes but also very applicable to the MFH and backhaul architectures. Therefore,
apart from the fact that this will assist the operators in developing converged networks, it
will also help in improving the existing access networks. In consequence, certain redundant
COs in the network can be removed. Therefore, this will help in improving the network
performance in an economical manner [47,144,391]. In addition, note that the WDM-PON
and TDM-PON schemes advantages can be efficiently utilized via a hybrid scheme known
as TWDM PON architecture. Further details on different PON architectures and their
comparison regarding the standards, wavelength, bit rates, split ratios, ranges, and the
employed technologies are discussed in [47,394,395]. In general, owing to the requirement
for optical splitters for optical signal separation and collection, PON-based solution is
susceptible to power loss and latency [387]. This further lowers the cell radius and brings
about the difficulty in fault isolation [386,387]. A number of PON-based schemes and their
relative applications are explained further in the following subsections.

7.1. TDM-PON Application

There are different variants of TDM-PON, such as Asynchronous Transfer Mode
(ATM) PON (APON), Broadband PON (BPON), GPON, and Ethernet PON (EPON). In the
current networks, GPON and EPON are the most extensively implemented TDM-PON
schemes [33,143]. Therefore, in the parts that follow, we pay more attention to both solutions.

7.1.1. EPON Application

As aforementioned, broadband solutions such as DSL and cable modem networks are
widely deployed and offer relative improvements that are more than the 56 kbps dial-up
lines. However, they do not have sufficient bandwidth for supporting the requirement
of emerging services like interactive gaming, VoD, or video conferencing. Therefore,
to support the services, access technologies that are not only simple, economical, scalable,
but also capable of offering bundled data, voice, and video services are required. One of
such technologies is the EPON, which is a low-cost Ethernet and optical access network
(OAN) technology [396].

In the scheme and as defined by the IEEE 802.3 standard, the data traffic is encap-
sulated in the Ethernet frames and then transmitted through the EPON. Like any other
PON architecture, a typical EPON architecture comprises several network elements such as
optical line terminal (OLT), optical network unit (ONU), and optical distribution network
(ODN), which are the building blocks of the system [132]. Moreover, the scheme lever-
ages the PON topology in offering Ethernet access. Furthermore, the combined scheme
can give high bandwidth as well as relatively nice network scalability. Moreover, as the
solution is well-compatible with Ethernet technology, a robust OAM can be delivered
economically. Furthermore, to appreciate the relative advantage of EPON architecture
regarding the lower fiber requirements, we compare different network topologies such as
the PtP Ethernet and curb switched Ethernet in conjunction with the EPON. As depicted in
Figure 23, PtP Ethernet can make use of either N or 2N fibers, and therefore requires 2N
optical transceivers. Moreover, the curb-switched Ethernet employs one trunk fiber and
consequently reduced the required fiber and space in the CO. However, it needs 2N + 2
optical transceivers as well as electrical power in the field. Comparatively, EPON also
employs just one trunk fiber and hence minimizes the required number of fibers and space
in the CO. Besides, it demands just N + 1 optical transceivers, and there is no need for
electrical power in the field [397]. Additionally, as shown in Figure 4 in Section 2.1.4,
FTTC, FTTB, and FTTH network topologies can be effectively supported based on the ONU
placements, as well as the demarcation point between the optical fiber and copper cable
termination [143,144].
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Figure 23. Potential Ethernet solutions: (a) PtP Ethernet, (b) curb-switched Ethernet, and (c) EPON.

Note that apart from the IEEE 802.3ah Ethernet that is a 1 Gbps EPON standard,
there is also a 10G-EPON (IEEE 802.3av) standard. The 10G EPON can support 10G/10G
symmetric transmission in the DS and US. To further attend to the system requirements
and improve the system performance, the IEEE 802.3ca task force has been working
unrelentingly over time on the 25G/50G/100G EPON standards development. Moreover,
a noteworthy advantage of the standards is that they offer both backward and forward
compatibility features. This helps in supporting the legacy services and advanced higher-
speed services on the same ODN [143,394,398–400].

7.1.2. GPON Application

The GPON scheme has been extensively employed by providers for delivering PON
solutions. Although it is established on the earlier access networks like the BPON and the
APON, GPON has a more generic and robust encapsulation structure known as G-PON
Encapsulation Method (GEM). Based on this, it is capable of transporting a number of
network protocols such as Ethernet, ATM, and Internet Protocol. It also provides various
benefits such as high efficiency, high bandwidth, ample user interface, and extended
coverage. Like EPON, it can be effectively and better employed for FTTH, FTTB, and FTTC
in the OAN [144,401].

Additionally, to attend to the rising traffic requirements, XG-PON1 has been intro-
duced. The XG-PON1 can offer relatively higher data transmission than the legacy GPON
scheme. Furthermore, another economic advantage is that it is backward compatible with
the existing GPON. This enables the operators to keep their GPON investments while
still supporting XG-PON1. Likewise, apart from the ODN, XG-PON1 also inherits the
framing and management from GPON. In the same way, the XG-PON1 transmission con-
vergence layer enhances the GPON TC layer main processing mechanisms by improving
the dynamic bandwidth allocation (DBA) algorithm, framing structure, as well as acti-
vation systems. This implementation helps the operators in reusing the current network
elements [143,402].
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7.2. WDM-PON Application

The WDM-PON is an attractive scheme that enables the transmission of multiple
wavelengths over an optical fiber infrastructure being shared by multiple operators instead
of one wavelength. Consequently, due to the associated per wavelength capacity, WDM-
PON can meet the huge bandwidth requirements for different broadband services desired
by the subscribers. Additionally, it offers several appealing features like comparatively
simpler network management and higher wavelength efficiency. The offered advantages
help in supporting several applications and services than what can be achieved in the
TDM-PON system. Besides, based on the WDM-PON architecture, all expected broadband
services can be supported on a shared fiber network infrastructure.

Moreover, WDM-PON can give effective support to some optical fiber-based access
networks like FTTB, FTTH, and FTTC. Likewise, it is an attractive business solution that can
give concurrent support to both small-scale and large-scale customers. Furthermore, due to
its inherent huge bandwidth, the bandwidth requirements of different forms of BSs can be
suitably accomplished [143,144]. A high-capacity WDM-PON scheme can also be exploited
to enables interconnection of the RUs with time-shared optical network edge nodes, as well
as the BBUs [33]. Besides, its employment can facilitate network reach extension and help
in the existing EPON solution transition. Based on this, the existing network investment
can be kept while network scalability is being relatively enhanced [144].

Furthermore, compared with the WDM scheme, UDWDM-PON presents a relatively
denser wavelength grid. Besides, UDWDM-PON can support a substantial number of
aggregated wavelengths per fiber. Based on the high wavelength aggregation, a larger
number of DUs per feeder fiber can be accommodated effectively. Nevertheless, as a
consequence of the predicted stringent transport network requirements by the 5G and
beyond networks, the UDWDM scheme might not be able to offer practical support for the
high-per-wavelength bit rates. For example, when sub-carriers are aggregated to support
high-speed services, a relative amount of latency is introduced. Consequently, UDWDM
scheme employment is encouraging in scenarios where there are ultra-dense BSs to be
deployed and accessibility to the feeder fiber is inadequate. In addition, it is also applicable
when the DUs demand a low-peak rate, but with a significant sustainable rate [8,403]. As
aforementioned in Section 7.3, both TDM-PON and WDM-PON can be exploited to achieve
a hybrid WDM-TDM-PON scheme known as time and wavelength division multiplexed
PON (TWDM-PON) architecture, which has been adopted for the NG-PON2 technology.
It is remarkable that TWDM-PON is not only an effective solution for supporting both
small-scale and large-scale subscribers, but it is also an attractive solution for different
broadband applications and services [143].

7.3. TWDM-PON Application

The TDM-PON scheme employment in the 4G networks presents a cost-effective
solution for channel sharing among the cell sites. This is realized through diverse time
slots allocation for some cell sites. Nonetheless, with the mobile network evolution and the
related defined use cases such as uRLLC, eMBB, and mMTC, the TDM-PON solution might
not be an appropriate transport network for the 5G and beyond networks. Consequently,
a hybrid TWDM-PON solution offer relative advantages that can help in supporting the
network demands while simultaneously enhancing the system performance.

In the TWDM-PON scheme, apart from the time slots that are normally allocated
dynamically, wavelength resources can be allotted flexibly between the DUs. Furthermore,
the presented virtualized and centralized PON BS can extensively facilitate the system
energy saving capability. Similarly, the virtualized scheme offers several benefits like better
network reliability, excessive handover reduction, and low handover delay. In consequence,
advantages such as cell-edge user throughput enhancement, cost-saving, and improved
mobility management can be observed [144,404,405]. In general, the related multiple
wavelengths and the wavelength tenability potentials offer TWDM-PON the edge over the
TDM PONs in enhancing the network functionalities [404,405]. Moreover, OFDM-PON is a
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different and attractive PON scheme. It is noteworthy that, an OFDM-PON solution offers
a comparable capability for sharing bandwidth resources dynamically as observed in the
TWDM scheme. Conversely, the OFDM options in which direct detection (DD) schemes
are adopted normally offer relatively poor performance concerning the network reach.
Correspondingly, OFDM variants that employ coherent detection schemes are relatively
uneconomical [8]. In addition, among its contemporaries like Optical Code Division
Multiplexed PON (OCDM-PON), standard WDM-PON, and OFDM-PON, that can support
40 Gbps or even more (80 Gbps) aggregated bandwidth, the Full-Service Access Network
(FSAN) community has selected TWDM PON as the most important broadband solution.
Moreover, the TWDM PON can support a long reach of 40 km while offering high capacity
with a 1:64 splitting ratio. Consequently, based on its salient features, the TWDM PON
solution can address the current and future broadband services demands [143,405–407].

Moreover, apart from the fact that a typical TWDM PON system offers support for
multiple wavelengths, the associated wavelengths can also efficiently coexist on a shared
ODN infrastructure through a WDM scheme. In addition, another salient benefit is that
each wavelength can effectively serve multiple ONUs via the TDM access scheme. Based
on the ITU-T recommendation, 4–8 wavelengths in the L band (1590–1610 nm) and the
C band (1520–1540 nm), can be utilized for the DS and US transmissions, respectively,
over the TWDM PON system. Moreover, each DS wavelength is capable of operating
at 10 Gbps, whereas each US wavelength functions at either 2.5 Gbps or 10 Gbps data
rate [144,405].

Furthermore, a notable feature of the TWDM PON solution is that colorless tunable
transceivers are used at its ONUs to facilitate selective transmission/reception of any
related US/DS wavelengths through a wavelength pair. Consequently, the ONU inventory
concern can be checked with TWDM PON implementation. Fundamentally, apart from
the fact that its TRx’s appealing characteristics facilitate ease of network deployment and
inventory management, the TWDM PON solution can also offer effective support for load
balancing in the system. In addition, the employed dynamic wavelength and bandwidth
allocation (DWBA) algorithm enables flexible exploitation of large bandwidth. Note
that the TWDM PON (NG-PON2) scheme is the industry’s first multi-wavelength access
standard that supports up to 4 wavelengths with further increment to 8 wavelengths in
the future. Therefore, the approach offers a pay-as-you-grow wavelength solution on each
fiber. Moreover, each wavelength in a particular fiber can offer 10 Gbps speed. This enables
throughputs of 40 Gbps and 80 Gbps on the fiber connection for 4 and 8 wavelengths,
respectively. Consequently, the scheme comprises four or eight stacks of 10 Gigabit PONs
(XG-PONs) with 4 or 8 wavelengths, respectively. Moreover, each XG-PON in the stack
operates on different wavelengths [406].

Moreover, as previously mentioned, in Section 7.1.2, the XG-PON as well as GPON
GEM frames are compatible with and can also be used in the TWDM PON scheme. As a
result of system compatibility and support for coexistence with current PON architectures,
the TWDM PON scheme is a feasible solution for the swift evolution of OAN [47,144,405].
Thus, the TWDM transmission scheme has been embraced for the NG-PON2 access tech-
nology. Also, TWDM can be implemented with an optional PtP WDM overlay extension
in the NG-PON2. Consequently, DWDM scheme implementation permits NG-PON2 to
provide multiple unshared PtP connections, likewise, the TDM scheme concurrently en-
ables multiple PtMP connections. Therefore, NG-PON2 will allow the operators to suitably
offer both fronthaul/backhaul and business services with PtP WDM overlay, through the
exploitation of dedicated wavelengths. Besides, NG-PON2 will facilitate optical system
evolution from the usually fixed broadband infrastructure to a converged platform for
supporting both fixed as well as mobile broadband services [47,143,393,408,409].

Furthermore, with reference to the TWDM PON ONUs colorless tunable transceivers,
three-wavelength channel tuning time classes have been well-defined for NG-PON2 by
the physical media-dependent layer recommendation (ITU-T G.989.2). Moreover, different
advanced schemes can be adopted by the associated wavelength-tunable devices to be able
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to support different classes. Regarding the recommended classes, the Class 3 solution uses
the slowest tunable devices. Thus, it is appropriate in situations with occasional tuning
processes or for applications in which short service disruption can be tolerated. Conversely,
Class 1-based wavelength-tunable solutions offer the shortest tuning time. Therefore,
the salient feature enables the solutions to be attractive for rendering DWBA solutions
in the network. Moreover, with Class 1 employment, the transmission wavelengths of
ONUs can be controlled dynamically by the OLT to enable wavelength hopping between
the transmission periods [410]. Furthermore, it is remarkable that NG-PON2 employs
G.989 standard that supports the TWDM scheme and uses a multi-wavelength access stan-
dard [411]. In addition, apart from being an advanced PON scheme with the potential for
intense revolution in the providers’ operational models, NG-PON2 also presents a flexible
platform that can enhance their agility to various market demands in an unprecedented
manner. Moreover, it can give cost-effective support to both the scale and volume of the
existing gigabit broadband services. Besides, another relative advantage is that, it has more
than enough capacity to support multi-gigabit bandwidth requirements of the 5G and
beyond networks with an outstanding performance [406].

Although a TWDM-PON scheme proffers good bandwidth allocation among several
customers, the realization of the low-jitter and low-latency requirements of some use cases
could be challenging. Therefore, its employment for the NGN RAN transport network is
contingent largely on different RAN use cases and deployment scenarios requirements [8].
In addition, as stated earlier, the NG-PON2 scheme uses multiple wavelengths, and con-
sequently, tunable transceivers are required at the ONUs. Nonetheless, the condition
may hinder its application because the current optical tunable transceivers are not cost-
effective [386]. As a consequence of this, some network operators have been devising
means of addressing this by considering provisional schemes to be adopted prior to the
full NG-PON2 migration. This approach will allow them to have a seamless evolution with
the slightest or no service disruption. The XGS-PON is one of the viable solutions being
considered. XGS-PON presents an enhanced business solution owing to the less costly
elements being utilized.

7.4. XGS-PON Application

The XGS-PON is a novel scheme that proffers a generic solution for the NG-PON
system. Furthermore, it can be deemed as a simple alternative to TWDM-PON in which
the wavelength tunability is excluded for economic reasons [412]. Moreover, effective coex-
istence can occur between the XGS-PON and TWDM-PON on the same fiber infrastructure.
This is because the utilized wavelengths by each scheme are not the same. As a result of
this, the network operators can make use of the lower cost XGS-PON solution for a swift
provision of 10 Gbps services. Additionally, this will allow them to take advantage of
10 Gbps service opportunities for instant deployments. Furthermore, when XGS-PON is im-
plemented, there can be a gradual upgrade, cost-effective, and well-structured evolution to
the full TWDM-PON system with minimum or no service disruption. Moreover, it can aid
the TWDM-PON scheme by facilitating its deployment by means of wavelength by wave-
length method. Consequently, the approach will certainly assist in the pay-as-you-grow
scheme that is intended for efficient system migration and upgrade [392,412].

In addition to its potential for rendering 10 Gbps both in the US and DS directions,
XGS-PON also has a significant capability for supporting dual-rate transmission [411].
Consequently, the 10/10G XGS-PON ONUs, as well as 10/2.5G XG-PON ONUs, can be
attached to the same OLT port using a native dual US rate TDMA scheme. Note that
the offered cost by the XGS-PON dual rate is comparable to that of XG-PON. Nevertheless,
it can deliver 4 times the XG-PON US bandwidth. Moreover, XGS-PON has been perceived
by some operators as a transitional solution to the NG-PON2. This is owing to its capability
for rendering the related NG-PON2 high-data rates along with the XG-PON1 CAPEX
efficiency [392,412–414]. Moreover, in the DS and UP, GPON utilizes 1490 nm and 1310 nm,
respectively. Similarly, in the DS and UP, XGS-PON employs 1578 nm and 1270 nm,
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respectively. A typical PON-based transport network architecture for RAN is depicted in
Figure 24.
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Figure 24. A typical PON-based transport network architecture for RAN.

7.5. Lessons Learned

The wire-based solution presents relative advantages such as high-capacity, ultra-
reliable, and high-transmission security, which are promising for the 5G performance
goals achievement. Nevertheless, the cell densification levels required in the 5G and
beyond-5G (B5G) networks render wire solutions uneconomical or challenging to deploy
in specific scenarios. This can be due to factors such as license fees for rights-of-way,
regulatory requirements, and access to public or utility-owned sites. Besides, it can also
be a result of physical deployment expenses, which may entail conduit laying, trenching,
and maintenance access. Furthermore, the associated long deployment timelines and
planning may hinder its application as well. On the other hand, most of the existing
wireless solutions can only support few 5G deployment scenarios; however, they offer
advantages such as low-cost and rapid deployment. Likewise, wireless solutions are highly
ideal for hard-to-reach sites that may be in places such as highways, water, mountains,
and busy urban areas. Therefore, note that there is no one-size-fits-all transport solution,
and the achievement of an optimal solution can be viewed as a multi-dimensional trade-
off task. Consequently, the network operators have to be considerate in choosing out of
the options based on their merits and demerits. The optimal transport solution selection
depends on different factors such as the existing fiber/copper infrastructure and the
site structure. A set of potential transport network solutions that can be employed for
FWA are compared in Table 12. Furthermore, it is essential to develop a generalized
joint-optimization model for planning wireless access and optical transport for 5G FWA
networks concurrently. This will considerably help in minimizing deployment cost while
meeting different network requirements [23].

In addition, it is remarkable that the operators have to be expanding and upgrading
their networks to be able to support several advanced services such as remote medical
services, online gaming, interactive E-learning, home video editing, and next-generation
3D TV. However, the NG-PON deployment demands considerable initial investments.
An instance of this can be understood from the greenfield FTTH system deployment. It has
been observed that between 70 and 76% of the total network investments are incurred in
the ODN setup. Consequently, the network operators need to optimize their investment by
leveraging the existing ODNs. Moreover, when the existing GPON system is compatible
with the evolving NG-PON, the operators can make the most of the ODNs [402,411].
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Table 12. Comparison of potential transport network solutions for FWA.

Solution Advantages Limitations Reference

Optical systems

Dedicated fiber • Uncomplicated as additional equipment is
not required

• Colorized SFPs are not required
• Employs low-cost optics
• Supports high capacity and low latency

use cases

• Demands fiber-rich deployment
• Poor scalability
• Uneconomical for certain

centralized deployments

[5,8,11,47,143,371,
372,376,384,387]

TWDM-PON (i.e.,
GE-PON, XG-PON,
and NG-PON2)

• Relative low-cost potential
• Enhanced fiber capacity with multiple

channels per fiber
• Capability for system reuse between FTTH

and FWA customers

• Limitation in the supported capacity and
low-latency services

[5,8,11,25,47,143,371,
372,376,387]

WDM-PON (i.e.,
WS-WDM-PON,
WR-WDM-PON)

• Dedicated solution for RAN transport
where ODN deployment can be adapted
for the preferred RAN deployment

• Enhanced fiber capacity with multiple
channels per fiber

• Limitation in reusing the existing
FTTH infrastructure

• Potential concerns for future migration
of customers to FTTH in which separate
ODN will be required

• Conventional scenario low fan-out limits
the need for DWDM (i.e., CWDM
is appropriate)

[5,8,11,25,47,143,371,
372,376,387]

PtP WDM overlay
(i.e., NG-PON2)

• Potential reuse of the existing fiber plant
for offering PtP transport solution.

• Supports high capacity and low latency

• High related footprint and costs of
ODN filters

[5,8,11,25,47,143,371,
372,376,387]

Active systems

Ethernet (i.e., CPRI
over Ethernet), OTN

• Potential reuse of the existing
infrastructure

• Appropriate for active network
deployment

• Native OAM and FEC
• Colored SFPs no required at the DUs
• Offers native protection
• Enhanced scalability
• Economical

• High power consumption
(additional electronics)

• RAN split options are virtually limited
by the deployed active equipment

• High footprint (cooling)
• Concerns on system performance

(latency, synchronization)

[5,11,25,47,143,371,
372,376,384,387]

Wireless systems

LTE, 5G • Flexible deployment
• Offers lower deployment cost than

fiber solution

• Shared spectrum between the access
and transport

• More spectrum required
• Distance limited

[5,11,47,143,371,372,
376,387]

MW, FSO • Can complement fiber-based technologies
• Flexible deployment
• Cost-effective solution in areas where fiber

is not available

• Susceptible to weather conditions
• Distance limited
• LoS constraint limits network

equipment placement

[5,11,47,143,376,378]

Furthermore, apart from the system compatibility, different PON schemes’ coexistence
is highly imperative. This implies that network investment can also be optimized when the
existing ODNs are shared among different PON technologies. In this context, an existing
GPON-based network that demands an upgrade to support innovative FTTx broadband
access services can coexist with other PON schemes like XGS-PON and NG-PON2. This
can be achieved when a coexistence element is employed in the PON systems. Therefore,
regarding the desired deployment scenarios or use cases, different generations of OLTs
(CUs) and ONTs (DUs) can efficiently coexist in a shared ODN infrastructure. Based on
this, the operators can exploit different schemes such as asymmetrical and symmetrical
data rates. Besides, coexistence will offer deployment flexibility so that the operators can
be operating on fixed or tunable wavelength plans. This will help in supporting any service
type and business demand at relatively cost-effective rates. Moreover, it will help in the
gradual migration to NG-PON technologies so as to adopt the most suitable cost as well as
deployment pace for specific business requirements [412]. Besides, RF signals and optical
time-domain reflectometers can also coexist with the PON systems. This can be effectively
realized as there is no wavelength overlap among the technologies. Consequently, in-band
measurement can be done without any service disruption [398,415]. A typical PON system
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coexistence for supporting a gradual and pay-as-you-grow expansion for any business need,
any migration scenario, and any service type is depicted in Figure 25 [392]. Depending on
the use cases, the ONUs on the network element can be configured to deliver services to
the wireline/fixed subscribers. Besides, they can also serve cellular network BS (ONU-BS)
or an IEEE 802.11n/ac/s WLAN mesh portal point (ONU-MPP).
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Figure 25. PON system coexistence (adapted from the work in [143]).

In general, microwave and fiber technologies will not relent to be relevant in the
existing 4G as well as 5G and beyond transport networks. However, as they are not
well integrated, there have been cost and operational challenges that demand immediate
attention [416]. Furthermore, note that the transport network should stay abreast of the
evolving radio architectures, especially in the 5G networks. Moreover, ubiquitous transport
solutions capable of supporting both 4G and 5G are highly essential for service providers.
A promising transport network should be a hybrid one in which enhanced Ethernet,
microwave, and optical transport solutions are uniquely integrated. The hybrid solution
should have the ability for seamless and flexible management of the x-haul (fronthaul,
midhaul, and backhaul) network to meet the associated requirements of the 5G use cases
such as eMBB, FWA, as well as massive and critical IoT [417]. Besides, it should be based
on functions virtualization to appropriately meet the on-demand connection requirements
between the network elements. Moreover, apart from the need for enhanced availability,
scalability, and performance; it is highly imperative to offer the ultra-high-speed broadband
capability for supporting eMBB services and ultra-low latency for attending to delay-
sensitive services by employing flexible slicing [418–420]. Nonetheless, as aforementioned
in Section 6, there are a number of stringent requirements concerning PHY layer jitter,
latency, and bandwidth being imposed on the fronthaul network. This can be in part
attributed to the RAN equipment being defined as a single entity from the functional
perspective [48]. In Section 8, we discuss a disruptive approach regarding the RAN
decomposition scheme being implemented to enhance the system performance.

8. RAN Decomposition Scheme

As stated earlier in Section 2.2, the ever-increasing network demands are becoming
challenging to the current mobile networks. Good instances of this are the inability of the
existing mobile network to match the performance of the modern fiber-based broadband
systems regarding the latency and download speed [6,249]. Based on this, there have
been concerted research efforts and collaboration in the academia and telecommunication
industry with both sectors giving apt attention to the 5G network with notable interests in
the adoption of the small-cell concept. Apart from the densely deployed small-cell, there
are other advanced technologies such as mm-wave, HetNets, massive MIMO, SDN/NFV,
energy harvesting, multi-carrier modulation, and flexible spectrum management that have
been researched for efficient implementation and deployment of 5G and beyond tech-
nologies. The networks are envisaged not only to offer wireless communications, but
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also to support network slicing (Netsli), massive connectivity, and tactile internet with
reasonable QoS. The required massive connectivity demands ultra-dense networks that
are capable of offering advantages such as better frequency reuse, seamless coverage,
and gigabit-per-second user experience with significant improvements in energy efficiency.
Moreover, for effective management of the evolving complexity, due attention has been
given to the C-RAN. This is owing to its valuable attributes regarding scalability, higher
SE, cost-effectiveness, lower energy consumption, multiple technology support, network
virtualization, easier network management, and operation. Besides, the C-RAN architec-
ture offers considerable flexibility in the deployment of RRHs away from the BBU pool
compared with the traditional RANs [47].

Furthermore, as previously mentioned, in Section 6, the predominant means of con-
necting the BBU pool and the RRHs for baseband sample distributions over the C-RAN fron-
thaul networks are through the CPRI specifications. However, as expatiated in Section 8.1,
CPRI-based links have associated stringent requirements, which could make them imprac-
ticable for future mobile networks. As the networks are anticipated to support schemes
such as CA, massive heterogeneous devices, and multi-band along with the integration of
technologies such as massive MIMO antennas and mm-wave.

In this part of the tutorial, we evaluate and simulate required bandwidth by the con-
ventional CPRI-based fronthaul for supporting different system bandwidths and antenna
ports in the 5G wireless network considering typical transmission parameters specified by
the 3GPP. Furthermore, we consider some viable FSOns that are capable of relaxing the
transport network constraints. In accordance with the 3GPP WG3 5G assumptions, we
evaluate and simulate the UL transmission bandwidth requirements for the considered
FSOns. In addition, the implications of different FSOns on the FWA transport network are
considered. Moreover, we present a high-level concept of vRANs with PTN for attending
flexibly to the dynamic nature of different use cases by exploiting an open PTNI that is
capable of supporting multi-vendor interoperability and PS adaptation. This will enable
dynamic FSOns with efficient load management and real-time performance optimization.
Furthermore, the proposed architecture can use Netsli to offer an on-demand resource pro-
visioning with optimal utilization based on context-aware service delivery. Cost-effective
architectural variants that can offer relatively simplified DU designs with a low footprint
are also presented.

8.1. Fronthaul Interface

The C-RANs development presents a new digital radio interface for connecting the
RRHs to the BBUs. The arising connectivity segment is known as the fronthaul link [47].
Based on the function decomposition point, apart from the fronthaul, terms such as midhaul
and backhaul links are widely used. Note that for seamless connectivity, the C-RAN
architecture imposes strict requirements on the MFH link. The low-latency and high-
speed digital links are responsible not only for the transmission of wireless digitized I/Q
waveforms but also for conveying the control words that are intended for equipment
control and management (C&M) purposes. The radio equipment (RE) manufacturers
have defined CPRI and OBSAI specifications in which full interoperability cannot be
guaranteed due to the associated vendor-specific elements. Additionally, the European
Telecommunications Standards Institute (ETSI) presents ORI with the intention of having
an interface specification for multi-vendor interoperability. Nonetheless, CPRI is the
predominant interface that has been extensively adopted by the vendors in the C-RAN due
to its efficient mapping techniques [47]. Based on this, we focus on the CPRI specification
as a case study.

The advent of CPRI specification facilitates efficient splitting of the radio BS into RE
and radio equipment controller (REC). It helps in ensuring a simplified cellular BS architec-
ture by offering a digitized and serial internal interface for connecting the REC and RE. In
CPRI, signals are multiplexed in low-latency timeslot-like fashions in which the required
maximum latency, as well as near zero-bit error rate and jitter, are specified. Furthermore,
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information like the C&M data, digitized radio signals, signaling, and synchronization de-
manded are defined in the CPRI specifications for various radio access technologies (RATs).
However, the CPRI specification demands constant connections between the elements
for continuous transmission of overhead signals such as pilot tones and cell broadcast
information. Irrespective of whether there is an active user or not, these signals have to be
transmitted. The achievable data rate for effective connection between the BBU and RRH
depends mainly on factors such as the implemented RAT, number of sectors, antennas
per sector, and radio frequency (RF) carrier bandwidth. Therefore, the CPRI data-rate for
multi-antenna and multi-sector configurations can be defined as [29,47,365]

RDCPRI = Ns M Rs Nres vCw C, (13)

where Cw represents factor of the CPRI codewords, Nres is the sample width (bits/sample),
Rs represents the sampling used rate for digitization (sample/s/carrier), Ns denotes the
number of sectors, M denotes the number of antennas per sector, C is the coding factor,
and a factor v = 2 is employed to describe the complex nature of the IQ samples [47].

The required CPRI-based MFH transmission rate for supporting different RF band-
widths and antenna ports in the 5G wireless network, considering typical transmission
parameters presented in Table 13 as specified by the 3GPP, is depicted in Figure 26. It can be
inferred that the required MFH transmission rate increases not only with an increase in the
number of antennas per sector, but also with an increase in the RF bandwidth. For instance,
the required transmission rate for a 20 MHz radio bandwidth and 16 antenna ports in
a sector is 19.66 Gbps; this eventually increases to 78.64 Gbps for an 80 MHz of radio
bandwidth with the same number of antenna ports and sector.

Table 13. Typical transmission parameters.

Parameter Symbol Typical Value

Number of antennas M 1–16
Number of sectors Ns 1–3
Line code C 10/8
Control overheads Cw 16/15
Sampling rate (MHz) Rs 15.36/10
Bit resolution Nres 15
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Figure 26. Required MFH capacity for supporting different RF bandwidths (BRF).

Furthermore, in a scenario where more than one sector is considered, the required
MFH transmission rate even increases significantly. For instance, as illustrated in Figure 27
when three sectors are considered for the aforementioned 80 GHz radio bandwidth, the re-
quired MFH transmission rate increases from 78.64 Gbps to 235.9 Gbps. These huge MFH
bandwidths and the envisaged massive connections with subsequent increase in data
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rates in the 5G and beyond technologies could render conventional CPRI-based MFH
implementation impractical [47,421]. Consequently, these call for disruptive RAN infras-
tructural change and redesign. In [47], we give a comprehensive discussion on different
potential approaches such as bandwidth compression, SDN/NFV, mobile data offloading,
split-processing, and Radio over Ethernet. In addition, one of the cost-effective approaches
for alleviating the requirements is the RAN FSOn scheme [47]. The scheme enables 5G
service requirements accomplishment by facilitating the RAN functionality split between
the CU and the DU. Consequently, this disruptive approach proffers an efficient and flexible
architecture capable of assigning different elements of the RAN signal processing chain
appropriately to either the CU or the DU. The employed split point could be based on dif-
ferent 5G deployment/use cases such as mMTC, eMBB, and ultra-reliable and low latency
communications (URLLC). Moreover, based on the split point, the RAN FSOn exhibits
many trade-offs regarding complexity, latency, bandwidth demand, and joint processing
(JP) support. Therefore, the MNOs have to weigh the trade-offs to choose suitable split
option(s) that could best serve the intended deployment scenarios [23,36–38].
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Figure 27. Required MFH capacity for different sectors.

As explained in Section 3.3, for effective service provision, 5G FWA implementation
could require significantly more cell sites and the related increase in the per connected-site
requirements, compared with the conventional macro deployments. Consequently, this
presents different challenges on the transport network (i.e., backhaul/fronthaul networks).
As aforementioned, the required ISD varies and depends on the actual 5G use cases and
radio deployment scenarios. For instance, a number of FSOns have been defined between
the CU and DU in the 5G network as discussed in the subsequent Section 8.2.

8.2. RAN Functional Split

The RAN functional split is another innovative and practical scheme for alleviating
the imposed fronthaul requirements by the C-RAN architecture [23,25,36–47]. For in-
stance, to address the drawbacks of CPRI-based fronthaul solutions, an eCPRI specification
presents additional physical layer FSOns and a packet-based solution. Consequently, unlike
the conventional constant data rate CPRI in which the stream significantly depends on the
carrier bandwidth, as well as the number of antennas; the eCPRI stream does not depend on
either of the factors but the actual traffic load [361]. In essence, apart from being able to al-
leviate the stringent bandwidth demands, multiple eCPRI streams can also be multiplexed
onto a wavelength for onward transmission over the fronthaul network [361,422,423].

In addition, with recent network architecture development, the traditional BBU
and RRU have been reformed into different functional entities, which are the CU, DU,
and RRU/Active Antenna Unit (AAU). With the configuration, the CU majorly focuses on
non-real-time and part of the traditional Evolved Packet Core functionalities [361]. This
involves high-level protocol processing like dual connectivity and radio resource man-
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agement. In addition, the DU is responsible for the real-time Media Access Control layer
functions like HARQ flow and physical layer function processing. Furthermore, when
MIMO antennas are to be employed, certain parts of the physical layer functions can be
shifted to the RRU/AAU. The implementation will not only aid in lessening the associated
transmission bandwidth between the RRU/AAU and DUs but will also help in reducing
the transmission cost considerably. Therefore, a number of FSOns have been presented
to reduce the processing and network resources cost considerably. Figure 28 illustrates
some potential FSOns with emphasized layer 1 (L1). Moreover, as shown in the figure,
each of the options is categorized according to the demarcation point between the CU and
the DU. Therefore, depending on the deployment scenarios and use cases, each option
offers a different degree of flexibility regarding resource allocation for different service
requirements [361,385]. Consequently, to efficiently reduce the associated MFH transport
network overhead and the imposed stringent demands, FSOn between the CU and DU
could be redefined so as to meet the system requirements. It is noteworthy that, the C-RAN
approach corresponds to the 3GPP Option 8 that has only RF functionality in the DU while
other L1, Layer 2 (L2), and Layer 2 (L3) functions are in the CU. It is noteworthy that the
L1, L2, and L3 are the PHY layer, data link layer, and network layer, of the LTE protocol
stack, respectively [41,47,424].
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8.2.1. Option 8 Split

This option offers an optimal solution regarding efficient traffic coordination and
flexible hardware resources allocation. It presents no restrictions concerning the form
of centralized processing that can be effectively implemented. Moreover, it aids in the
BS design simplification since there is no required local processing except for the related
MFH protocol and digital filtering. Apart from the fact that this might significantly help
in simplifying the DU, it will also make the cell sites more efficient [8,421]. However,
based on the fact that power control, frequency, and time synchronization implementations
are centralized, stringent latency requirements are imposed on the MFH as explained
in Section 8.1 [426]. Consequently, the option ensures high-layer processing functions
centralization to the detriment of the bandwidth requirements and most stringent MFH
latency. For instance, the UL transmission entails down-conversion of the received signals
to baseband and subsequent conversion to the digital domain. As this necessitates a
complete baseband signal with the cyclic prefix (CP) to be forwarded, the demanded MFH
bit rate is constant for a given network configuration [427]. Besides, the rate scales linearly
in accordance with the bit resolution of the DAC/ADC. A typical value of 15 b/symbol
is normally employed due to the associated high peak-to-average power ratio of the time
domain signal, as well as for guaranteed precise channel measurements [426]. The required
bandwidth for the Option 8 Split considering multiple antenna configurations and multiple
sectors is as defined in Equation (13) [220,425,428].

Moreover, the required CBR as expressed in Section 8.1 and a high degree of indepen-
dence on the real user traffic are limiting factors of the option. Consequently, to alleviate the
latency and subsequently enhance the QoS, significant research efforts have been on means
of pushing certain latency-sensitive functionalities to the network edge/intermediate
aggregation points that are considerably closer to the edge [426].

Note that the 3GPP and other industry groups, such as eCPRI, xRAN, IEEE 1914,
and IEEE 802.1CM among others, have been working relentlessly on different potential
FSOns and definitions between the CU and DU for the 5G networks considering different
trade-offs [424]. In general, the FSOns can be grouped into a low layer split (LLS) and
high layer split (HLS) [424]; however, medium layer options are also mentioned in the
literature [8,424]. For the HLS, 3GPP Rel 15 work item is focusing on Option 2 (Packet
Data Convergence Protocol (PDCP)/high Radio Link Control (RLC) split) standardization,
while for the LLS point, the promising candidates that are under consideration are Option 6
(MAC/PHY split) and Option 7 (intra-PHY split). The latter has different potential variants
such as 7-1, 7-2, and 7-3. We compared the potential options in our initial study in [47].
In the following subsections, we focus and expatiate on a number of options that are under
the 3GPP consideration.

8.2.2. Low Layer Split

As Option 8 is a well-matured FSOn, and Option 6 down to Option 7 are recognized
as the viable LLS implementations, in accordance with the 3GPP terminology [424]. Based
on the location of the split in the LLS, there are substantial variations in the transport
requirements. Therefore, the selected split point can significantly alter the transport design,
as well as RAN architecture at large.

Option 7

The PHY functions are split in Option 7 between the CU and DU. This option offers
additional advantages regarding load balancing and resource sharing. The PHY functions
split can be achieved in a number of ways between the entities and each sub-option
presents different functionalities, as well as bandwidth requirements [429]. The widely
known sub-option splits are Options 7-1, 7-2, and 7-3 [425]. All of these sub-options apply
to the DL transmission, while just 7-1 and 7-2 can be employed for the UL transmission.
Note that the required bandwidth of Option 7-3 in UL is relatively greater than that in the
DL, making its implementation in the UL unattractive. The margin is due to the required
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soft bit transmissions for FEC decoding in the UL [8]. The required MFH bandwidth for
Option 7-2 scales with the system bandwidth and the number of streams, whereas, that
of Options 7-1 and 8 scale with the RF system bandwidth and the number of antenna
ports. The antenna port dependency makes the required MFH bandwidth by the options
considerably greater than that of options 7-2. In general, the required bandwidth for the
DL and UL in this option are given, respectively, as [425,430–432]

RIntra−PHY
DL =2NDL

res NscNsymbLMIMODL
s NUE

max + MACDLsubopt

in f o , (14a)

RIntra−PHY
UL =2NUL

res NscNsymbLMIMOUL
s NUE

max + MACULsubopt

in f o , (14b)

where Nsymb represents the number of symbol within a TTI, NUE
max is the maximum number

of UE, Nsc is the number of subcarriers in the resource block, MAC(·)
in f o denotes the MAC

information for each sub-option (UL or DL) [432], and LMIMODL
s and LMIMOUL

s are the

MIMO layer scaling for the DL and UL, respectively. Parameter L
MIMO(·)
s is defined

as [425,430,431]

L
MIMO(·)
s = L

base(·)
n /L

LTE(·)
n , (15)

where L
base(·)
n and L

LTE(·)
n represent the baseline and the LTE reference parameters, respectively.

Generally, as MAC is in the CU, intra-PHY sub-options offer efficient support for
various features like network MIMO, CA, JP, and DL/UL CoMP [433]. Similarly, PHY
split can support new features with no modifications in the RE, since it retains nearly all
of the functionalities in baseband [424]. This helps considerably in simplifying the DU
and subsequently, the cell sites, which could be located on the street-lamp poles or utility
poles [8]. Furthermore, when adequate levels of low layer functions are centralized in the
options, the main benefit of the LLS manifests from the offered coordination improvement
between adjacent cells, as well as pooling gains. On the other hand, when low layer
functions in decentralized nodes are higher, the key advantage is a significantly alleviated
transport requirement compared to the Option 8 split. This facilitates easy scalability for
massive MIMO applications. However, compared to the HLS, the intra-PHY sub-options
demand higher capacity and lower latency MFH [363]. This may bring about the need
for more resources to support the network and consequently increase the system power
consumption and cost [8].

Option 6

Option 6 entails the local implementation of the entire L1 processing in the DU while
L2 and L3 functions are performed in the CU [426]. Unlike the Option 8 split in which
IQ data are normally transmitted, Option 6 split forwards MAC frame data, which helps
significantly in reducing the MFH bandwidth. Therefore, the MFH bandwidth depends
strictly on the actual user throughput. Furthermore, the option presents some pooling
gains compared with HLS options. Because of the centralized scheduling, advanced radio
coordination techniques can be supported [426,433]. Moreover, compared to the HLS
options, this option presents a simplified DU architecture that enables it not only to be
cheaper but also easier to install and maintain. This helps relatively in reducing the DU
footprint for better installation on the street lamp poles or utility poles [8]. Though the
MFH bandwidth is approximately reduced to the wireless data rate, a realization of cen-
tralized MIMO processing is relatively demanding since computationally intensive PHY
layer functions are executed in the DU [46]. Consequently, the offered DU is relatively com-
plex [8]. The required bandwidth for the DL and UL in this option are given, respectively,
as [425,430–432]
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RMAC−PHY
DL =

(
RDL

p + SS&C
o

)
BWSY

s LMIMODL
s MDL

s , (16a)

RMAC−PHY
UL =

(
RUL

p + SR
o

)
BWSY

s LMIMOUL
s MUL

s , (16b)

where BWSY
s is for the system bandwidth scaling, SS&C

o denotes the signal overhead owing
to scheduling/control signaling to DL-PHY and SR

o represents the signal overhead owing
to the UL-PHY’s response to the schedule, RDL

p and RUL
p denote the reference LTE peak

data rate for the DL and UL, respectively, MDL
s and MUL

s denote the modulation order
(QAM) scaling for the DL and UL, respectively. Parameters M(·)

s , and BWSY
s , can be defined,

respectively, as [425,430,431]

M(·)
s =Mbase(·)

s /MLTE(·)
s , (17a)

BWSY
s =Bbase/BLTE, (17b)

where Bbase and Mbase(·)
s are the baseline parameters, and BLTE and MLTE(·)

s represent the
LTE reference parameters.

8.2.3. High Layer Split

In general, transmission requirements will not only be more stringent and cost-
ineffective, but also unviable for the envisaged large mobile networks as the split point
goes farther down the PS towards the LLS. In contrast, shifting from the LLS to HLS
significantly reduces the bandwidth and latency requirements; however, less processing
functions centralization can be supported. Consequently, it is highly imperative to have
a good trade-off between network feasibility and function centralization. For example,
Option 1 might not be able to support features demanding cell coordination efficiently [363].
Meanwhile, a consensus has been reached by the 3GPP RAN3 working group that, it is
essential for PHY, MAC, and RLC, which are lower-layer protocols to be co-located in the
DU to provide tight synchronization among the layers. Based on this, PDCP and RRC
layers could be moved away from DU into CU. Therefore, the 3GPP RAN3 working group
has chosen Option 2 as an attractive HLS architecture [424].

In Option 2 architecture, the PDCP and RRC functions can be executed in the CU,
while PHY, MAC, and RLC functionalities can be done in the DU. The separation of PDCP
and RLC layers initiates a new interface known as F1 that is intended for transferring user
plane data and control signaling. Moreover, Option 2 presents some advantages such as
better network integration, lesser susceptibility to latencies, lesser prone to poor network
synchronization, and lower transmission requirements compared with LLS options.

In addition, another notable advantage of HLS is the capability for supporting dual
connectivity. Dual connectivity will enable effective interoperability between the 5G FWA
and the coexisting 4G-based network. Consequently, when a certain portion of the 5G FWA
network capacity is unexploited by the fixed users, it can be efficiently utilized to enhance
the capacity of the mobile users. Usually, mobile users can access the mobile system such
as 4G variants that offer effective network coverage in the concerned area. With support
for dual connectivity, mobile users in the network can dynamically establish a secondary
connection with the 5G FWA cell that has sufficient resources to support the required
service. This is to enhance the achievable data rate of the associated users. Besides better
coordination for real-time performance optimization, load management, and SDN/NFV
features; it encourages flexible and cost-effective hardware implementations. However, it
offers a relatively complex DU where the majority of the RAN functionalities are imple-
mented. This can eventually result in higher cost and complexity of RE installation and
maintenance. Consequently, the HLS option implementations can result in bulky RE to
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be mounted on the street lamp poles or utility poles [8]. Therefore, Option 2’s DL and UL
bandwidth can be expressed, respectively, as [425,430,431]

RPDCP−RLC
DL =

(
RDL

p BWSY
s LMIMODL

s MDL
s

)
+
(

8NUE
maxPUE

rep CDL
av

)
, (18a)

RPDCP−RLC
DL =

(
RUL

p BWSY
s LMIMOUL

s MUL
s

)
+
(

8NUE
maxPUE

rep CUL
av

)
, (18b)

where 8 is a factor for Byte to bit conversion, PUE
rep is the percentage of UE that report (UL or

DL) requests, NUE
max represents the maximum number of UE, and C(·)

av is the average content
size (UL or DL).

8.3. Performance Requirements

This section focuses on the transport requirements for the UL transmission of the
considered FSOns between the CU and DU. The transport bandwidth requirement is
focused on for the system evaluation. Furthermore, brief consideration is given to the
permissible transport latency.

8.3.1. Bandwidth Requirements

The data transport bandwidth for Option 2 is virtually equivalent to that of Option 1
but for the UL signaling transmission bandwidth that should be considered in the formal.
Note that the UL signaling is proportional to the number of UEs that report the UL request
and the report packet contents. Unlike Option 2, Option 6 split introduces additional
bandwidth overhead that is due to the associated PHY schedule signaling. Therefore, apart
from the modulation mode, the UL data from UL-PHY to MAC, in addition to UL-PHY
response to the schedule, majorly constitute the UL data/signaling. Furthermore, UL band-
width for Option 7-2 comprises PRACH, PUSCH, and MAC information. Consequently,
the required bandwidth can be estimated from different parameters such as RB assignment,
number of sub-carrier, OFDM symbol rate, MIMO layer, IQ bit width. The UL bandwidth
estimation for Option 7-1 is similar to that of Option 7-2. The notable differences are the
required number of antenna port/MIMO layer and the associated overhead that accounts
for scheduling/control signaling [430].

In line with the basic 5G assumptions given in 3GPP TSG RAN WG3 [430–432] and
parameters listed in Table 14, we evaluate and simulate the bandwidth requirements of
the UL transmission focusing on options 2, 7-1, and 8 (for benchmarking). The required
MFH bandwidth for each option concerning the system bandwidth is depicted in Figure 29.
The required MFH transmission rate for a 40 MHz system bandwidth for Option 2 is
1.224 Gbps. At 80 MHz RF bandwidth, the required MFH bandwidth doubles for the same
option. This shows that the required bandwidth depends on radio configuration. Moreover,
it can be inferred that the bandwidth significantly depends on the specific split option.
For instance, the required MFH bandwidths at 80 MHz system bandwidth for options
7-1 and 8 are 90.92 Gbps and 125.8 Gbps, respectively. This indicates that the required
MFH transport bandwidth increases and becomes more stringent as the split point goes
farther down the PS towards the LLS. For example, the Option 8 split requires additional
123.378 Gbps bandwidth at 80 MHz compared with Option 2.

8.3.2. Latency Requirements

In general, latency varies from one application, service, and mobile network topology
to the other. Thus, the MNOs have to make sure that the multi-access edge computing or
user plane functions physical locations should be as close as possible to the user so as to
meet the latency requirements for the 5G use cases. However, this can pose a stringent
constraint on the level of functions that could be centralized [424].
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Figure 29. Required MFH capacity for different split options.

Table 14. Typical transmission parameters considered.

Parameter (UL/DL and 5G/LTE) Typical Value

Baselines bandwidth 100 MHz
Number of sub-carrier 1200 SC/20 MHz
OFDM symbol rate 14 symbol/ms
MIMO layer 8
Number of antenna ports 32

Modulation scheme UL 64 QAM
DL 256 QAM

Average content size UL 30 Bytes
DL 20 Bytes

LTE peak data rate UL 50 Mbps
DL 150 Mbps

Scheduling/control signaling overhead UL 24 Mbps, 2640 Mbps
DL 16 Mbps, 133 Mbps

MAC information UL 80 Mbps, 120 Mbps
DL 121 Mbps, 713.9 Mbps

Spectrum Usage 5G 99%
LTE 90%

Upper bound estimation margin 5G 120%
LTE 100%

Maximum number of UE 1000
% UE reporting requests 10%

The HLS offers comparatively relaxed latency to the network. For instance, Option
2’s maximum end-to-end (e2e) latency is unconstrained by the HARQ cycle, and it has the
ability to tolerate high transmission latency. Its maximum transmission latency is estimated
to be about 10 ms [430]. Option 6 presents stringent signaling and data timing requirements
owing to the centralized HARQ [8]. Subject to the employed transmission time interval,
about 250 µs e2e maximum latency can be tolerated for this option. Moreover, like Option 6,
as the HARQ is centralized [8], considering the required time for the process latency as well
as transmission between DU and CU in options 7-1, 7-2, and 8, the estimated maximum
e2e latency for each option is restricted to 250 µs [430].

In general, a dynamic split point not only aids in meeting the MFH requirements
but also facilitates effective RAN virtualization with various degrees of centralization
gain [426]. In the following subsection, we present the concept of RAN virtualization and
its implementation for different deployment scenarios.
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8.4. Virtualized RAN

It is highly imperative to consider RAN architecture in which functionalities can be
virtualized into software modules for easy customization and modification. A vRAN is one
of the viable and scalable evolutions from the traditional C-RAN architecture. The vRAN
functions can be implemented in virtual machines (VMs) that are running on a general-
purpose hardware platform rather than on dedicated hardware. Regarding the use cases,
several categories of VMs can be specified and different RAN FSOns between the CU
and the DUs can be defined to encourage deployment flexibility. Moreover, this archi-
tectural evolution offers cost-effective solutions through the implementations of flexible
hardware [424–426,429].

When the vRAN is incorporated with PTN capable of supporting various transport
technologies and services, the scalable architecture can flexibly attend to the dynamic
nature of different use cases like URLLC, mMTC, and eMBB. The architecture should
enable different elements of the RAN signal processing block to be partitioned into mod-
ules with PTNI that should be open enough to enable multi-vendor interoperability and
integration with third-party PS software. Besides, the interface should support effective
synchronization, real-time control, and management. Consequently, the architecture will
not only enable appropriate and flexible assignment of modularized elements to either the
CU or the DU based on the radio configuration, deployment scenarios, and use cases but
will also facilitate the adaptation of the PTNI to any specified PS [424,426,429].

Moreover, it might not be cost-effective for the MNOs to deploy various dedicated
transport networks for the envisaged massive services with diversified requirements.
Accordingly, this demands support for various services on a shared infrastructure. This
could be achieved with the aids of Netsli that is capable of partitioning the physical network
into several slices. Then, a slice can be dedicated for delivering the demanded KPIs for
a group of applications/services and yet being isolated entirely from other slices [434].
With PTN and Netsli, transport resources can be appropriately assigned for an on-demand
resource provisioning with optimal utilization. The 5G use cases demands can be ideally
achieved by SDN aided Netsli with effective preemption. This can ensure that the traffic
and bandwidth are preempted appropriately to realize a high-QoS with near-zero jitter
and efficient bandwidth demand differentiation.

Additionally, as shown in Figure 30a (mode A), with efficient scalability and flexi-
bility offered by SDN/NFV, dynamic split options can be realized in the 5G architecture
with efficient load management and real-time performance optimization resulting in an
information-centric network [47]. This will help in handling the dynamic nature of the
user traffic to facilitate on-demand resource provisioning and optimal utilization based
on context-aware service delivery. Moreover, various deployment scenarios/use cases
can be effectively adapted to the reconfigurable FSOns offered by the architecture. As
there can be a flexible and efficient adaptation of FSOn in time, this will not only help the
MNOs in the innovative technologies adoption but also aids in adapting to the incessant
and demanding network requirements. However, it is noteworthy that, the architecture
may negate the advantages offered by Option 8 regarding the low footprint and cost of the
DUs. As flexible split that varies over time demands the processing blocks be deployed
at the DUs [427]. This issue can be addressed by locating a virtualized DU (vDU) closer
to the DUs where MAC and higher-layer processing functions are centralized leaving the
PHY and RF functions to the DUs as depicted in Figure 30b (mode B). This presents a
relatively simplified DU architecture. The architecture can be simplified further, as illus-
trated in Figure 30c (mode C) by shifting the high-PHY to the vDU. In order to realize a
comparable simplicity of Option 8 DU, all the PHY functions can be moved to the vDU,
as shown in Figure 30d (mode D). These architectures can facilitate the implementation
of cache-enabled vDU to enable the most popular contents to be proactively cached and
stored in advance, leading to a cache-enabled information-centric network. This can help
in mobile backhaul/fronthaul traffic offloading, which can alleviate the stringent system
requirements regarding e2e latency, required bandwidth, and energy consumption.
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8.5. FWA System and Functional Split Implications

In Section 8.2, we present the LLS and HLS FSOn that can be implemented between
the CU and DU to meet the system requirements. The following subsection focuses on
the FWA transport network and the functional split implications for both HLS and LLS
options. Note that the merits and demerits of each transport network are based on factors
such as the required RAN use case/deployment scenario, the accessible fiber infrastructure,
as well as future migration plans. Usually, PtP fiber and PtP-WDM solutions are capable of
supporting the lowest latency requirements. Similarly, in scenarios with little or inadequate
fiber deployment, the PON-based schemes can be employed as viable solutions [8].

In addition, when higher-layer RAN split options are implemented, a number of the
conventional transport solutions can conveniently support the requirements per cell site by
the FWA system [8]. As discussed in Section 8.2.3, this is because the imposed stringent
bandwidth requirement is being relaxed by this split option. As the case may be, for the
PON-based schemes, a dedicated or shared OLT can be employed to aggregate several
ONUs. Moreover, dedicated or shared ONUs can also be used to aggregate some DUs [48].
However, when lower-layer RAN split options are implemented, it is highly imperative
to take into account and exploit the emerging optical technologies regarding the system
concepts and TRxs [8]. This is due to the imposed stringent bandwidth requirement by
the split options, as discussed in Section 8.2.2. Furthermore, in an attempt to address the
required system capacity for various applications, efforts are in progress on simplified and
advanced higher-bit-rate optical TRx that are capable of supporting different rates such as
25, 40, 100 Gbps and even more [435].

8.5.1. High Bit-rate PtP-fiber and PtP-WDM

The dedicated PtP optical fiber solutions demand a huge amount of fibers for the
network elements connection. This can be lessened through fiber sharing, by exploiting the
PtP-WDM scheme [48]. As stated earlier, there are concerted efforts on novel TRx that can
support different solutions such as PtP optical fiber and PtP-WDM. However, note that
different application requirements vary with the associated performance, cost, and form
factor. Furthermore, it has been observed that, based on the requirements for cost and
performance, a number of modulation formats like electrical duobinary (EDB), optical
duobinary (ODB), non-return-to-zero (NRZ), and 4-level pulse amplitude modulation
(PAM-4) can offer optimal solutions in the access network [8].
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8.5.2. High Bit-Rate TWDM-PON

The TWDM scheme is a promising solution for different applications and it is capable
of delivering efficient bandwidth resources sharing between multiple clients. However,
there have been concerns about the TWDM scheme’s ability to support services that
demand low-latency, as well as near-zero jitter. There are a number of high-bit-rate TWDM-
PON alternatives with the capability for supporting more than 25 G per wavelength, that
have been presented in the literature. Note that, based on different employable modulation
formats such as EDB, ODB, NRZ, and PAM-4, different TWDM-PON variants impose
different system requirements on optical amplification and digital signal processing. These
will eventually affect the trade-off between system performance and cost. Consequently,
the appropriate TWDM-PON variants and their implementation in the future transport
network will be contingent on the RAN deployment scenario requirements [8].

8.5.3. OFDM-PON

In OFDM-PON, bandwidth resources can be flexibly allocated in a comparative
manner with the TWDM. Nevertheless, its variants that are based on DD usually offer poor
performance regarding the reach. This can be addressed with the coherent detection-based
variants [8]. However, the coherent detection-based variants are mostly too expensive.

8.5.4. UDWDM-PON

As discussed in Section 7.2, UDWDM offers a denser wavelength grid that can support
a higher amount of aggregated wavelengths per fiber. Furthermore, a greater number of
DUs can be supported per feeder fiber. Nevertheless, high-per-wavelength bit rates are
not efficiently supported by the UDWDM. In addition, sub-carrier bonding for high-speed
services introduces further latency. Therefore, UDWDM implementation is attractive in
setups where there are ultra-dense BSs to be installed and accessibility to the feeder fiber
is insufficient. Moreover, it is also appropriate when the DUs require a low-peak rate,
but with a substantial sustainable rate [8,403].

8.6. Lessons Learned

The advent of C-RAN helps in addressing various challenges of conventional DRAN.
However, the employed CPRI in the C-RAN imposes stringent requirements on the trans-
port network for wireless signal transmission. Consequently, it will be demanding for the
CPRI-based link to support hundreds of Gbps capacities being envisaged by the 5G and
beyond networks. To attend to the issue, the conventional RAN functional block demands
further partitioning into modules. The split should be logical to ensure that the functional
modules can be appropriately and flexibly assigned to either CU or DU, as the case may
be and based on the specified use cases. In this context, the RAN FSOn scheme is a viable
technique for alleviating the network requirements. Note that, based on the adopted
split point, the RAN FSOn exhibits some trade-offs concerning the complexity, latency,
bandwidth, and JP support on the transport networks. This results in relatively different
QoS requirements and variations in the transport requirements for different deployment
scenarios. Consequently, the adopted split point can considerably affect the transport
design and the RAN architecture. Therefore, the MNOs and MVNOs have to weigh the
trade-offs with the intention of choosing an applicable split option that could best serve
the projected use cases [23,425].

Generally, in the FWA deployment, the split options from 1 to 6 can be effectively and
suitably supported with transport solutions that are capable of offering data rates within
the range of 1 Gbps per cell. Consequently, PtMP-PON schemes such as CWDM-PON,
DWDM-PON, and TWDM-PON can be employed without any significant effect on the
latency. This is due to the fact that a unique wavelength can be allotted to each cell for
effective communication. Conversely, for Options 7 and 8, high capacity PtP optical links
are required for the transport network [23]. In addition, the cells that are offering capacity,
which is higher than 10 Gbps wireless speed using massive MIMO technology are expected
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to be deployed spot-by-spot instead of dense deployment. Regarding this, it will be more
viable to shift the demanding MIMO processing function away from the antenna site to the
CU, by employing the C-RAN architecture. This implementation will give comparatively
simplified DU with low-footprint and low-cost [393].

9. Conclusions

FWA is an attractive scheme for fixed broadband service delivery to homes with irreg-
ular or without wired broadband connection both in urban and rural areas. Furthermore,
5G is envisaged to offer an effective platform for true network convergence in which shared
infrastructure, and similar technology will be supporting the emerging networks such
as IoT, MBB, and FWA. Moreover, 5G technologies implementation is envisaged to offer
a considerable performance enhancement compared with the existing mobile networks.
Consequently, FWA is expected to leverage the 5G technological improvements to offer
cost-effective and enhanced broadband services that are comparable to that of FTTx-type
broadband connections. However, 5G FWA implementation requirements will present
some challenges on the transport network with regard to the envisaged massive number of
the required cell sites to be supported and the resultant increase in the per-site demands.
In this paper, we have presented a comprehensive tutorial on the enabling technologies, re-
quirements, prospects, and challenges of broadband solutions and proffer viable solutions
on means of achieving an efficient 5G FWA. Furthermore, we have considered several trans-
port network solutions for FWA deployment and their related requirements for different
use cases. Moreover, we have presented a comprehensive discussion on the conventional
CPRI based fronthaul and consider a number of viable 5G RAN FSOns that are capable
of relaxing the associated stringent requirements along with their related trade-offs. Each
option entails relatively different QoS requirements regarding throughput and latency that
impose certain constraints on the transport network for different deployment scenarios.
A vRAN with open and programmable PTNI concepts has been presented for a flexible
and scalable evolution of the 5G-based networks. This is an effort to address the stringent
and dynamic nature of various system requirements using SDN-aided Netsli with effective
preemption. We have also introduced the idea of adaptable FSOn integration into the
vRAN not only to facilitate the adoption of innovative technologies and multiplexing gains
but also to offer optimal solutions regarding efficient traffic coordination, load balancing,
flexible resources allocation, and sharing. This will help in the appropriate adaptation of
the transport resources for on-demand resource provisioning with optimal utilization for
the 5G FWA networks.
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Abbreviations
The following abbreviations are used in this manuscript:

1G First-Generation
1x EV-DO 1x Evolution Data Optimized
2G Second-Generation
3D Three-Dimensional
3G Third-Generation
3GPP Third-Generation Partnership Project
4D Four-Dimensional
4G Fourth-Generation
5G Fifth-Generation
AAS Active Antenna Systems
AAU Active Antenna Unit
ABF Analog BF
ADC Analog-to-Digital Converter
ADSL Asymmetric DSL
AI Artificial Intelligence
AMPS Advanced Mobile Phone System
ANSI American National Standards Institute
AP Access Point
APON ATM PON
AT&T American Telephone and Telegraph
ATM Asynchronous Transfer Mode
B5G Beyond-5G
BB Broadband
BBU Baseband Unit
BF Beamforming
BFWA Broadband FWA
BPL Broadband-over Power Lines
BPON Broadband PON
BS Base Station
BT Beam Tracing
C&M Control and Management
CA Carrier Aggregation
CableLabs Cable Television Laboratories
CATV Community Antenna TV
CBR Constant Bit Rate
CBRS Citizens Broadband Radio Service
CO Central Office
COTS Commercial off-the-Shelf
CP Cyclic Prefix
CPE Customer Premises Equipment
CPRI Common Public Radio Interface
C-RAN Cloud RAN
CSPR CW-to-signal power ratio
CU Central Unit
CW Continuous-Wave
CWDM Coarse WDM
DAC Digital-to-Analog Converter
D-AMPS Digital AMPS
DBA Dynamic Bandwidth Allocation
DBF Digital BF
DBS Direct Broadcast Satellite
DD Direct Detection
DEMUX De-multiplexing
DL Downlink
DOCSIS Data Over Cable Service Interface Specification
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DRAN Distributed RAN
DEMUX De-multiplexing
DL Downlink
DOCSIS Data Over Cable Service Interface Specification
DRAN Distributed RAN
D-RoF Digital Radio-over Fiber
DS Downstream
DSL Digital Subscriber Line
DSLAM DSL Access Module
DSM Dynamic SM
DSP Digital Signal Processing
DSSS Direct-Sequence Spread Spectrum
DU Distributed Unit
DWBA Dynamic Wavelength and Bandwidth Allocation
DWDM Dense WDM
e2e end-to-end
eCPRI Enhanced CPRI
EDB Electrical Duobinary
EDFA Erbium-Doped Fiber Amplifier
EDGE Enhanced Data rates for Global Evolution
EIRP Effective Isotropic Radiated Power
eMBB Enhanced Mobile Broadband
EMI Electromagnetic Interference
EPON Ethernet PON
ETACS European TACS
ETSI European Telecommunications Standards Institute
EV-DO Evolution-Data Optimized
FCC Federal Communications Commission
FDD Frequency Division Duplexing
FDMA Frequency Division Multiple Access
FDP Fiber Distribution Point
FEC Forward Error Correction
FEXT Far-End-Crosstalk
FHSS Frequency Hopping Spread Spectrum
FPGA Field-Programmable Gate Array
FSAN Full Service Access Network
FSO Free Space Optics
FSOn Functional Split Option
FSPF Frequency-Selective Power-Fading
FTTB Fiber-to-the-Building
FTTC Fiber-to-the-Cabinet
FTTH Fiber-to-the-Home
FTTN Fiber-to-the-node
FTTP Fiber-to-the-premise
FTTx Fiber-to-the-x
FWA Fixed Wireless Access
FWT Fixed Wireless Terminal
GaN Gallium-Nitride
GEM GPON Encapsulation Method
GPON Gigabit PON
GPRS General Packet Radio Service
GSM Global System for Mobile Communications
HBF Hybrid BF
HDTV High-Definition Television
HetNet Heterogeneous Network
HFC Hybrid Fiber-Coax
HLS High Layer Split
HSCSD High-Speed Circuit-Switched Data
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HSDPA High-Speed Downlink Packet Access
HSPA High-Speed Packet Access
HSPA+ HSPA evolution
HSUPA High-Speed Uplink Packet Access
I/Q In-Phase and Quadrature Components
IEEE Institute of Electrical and Electronics Engineers
IoT Internet of Things
IP Internet Protocol
IPTV Internet Protocol TV
IPv6 IP version 6
ISD Inter-Site Distance
ITU International Telecommunication Union
ITU-T ITU Telecommunication Standardization Sector
JTACS Japanese TACS
L1 Layer 1—physical layer
L2 Layer 2—data link layer
L3 Layer 3—network layer
LAN Local Area Network
LEO Low Earth Orbit
LLS Low Layer Split
LMDS Local Multipoint Delivery Service
LoS Line-of-Sight
Low-e Low-emissivity
LTE Long-Term Evolution
LTE-A LTE-Advanced
M2M Machine-to-Machine
MAC Media Access Control
MBB Mobile Broadband
MBH Mobile Backhaul
MCNS Multimedia Cable Network System Partners Limited
MFH Mobile Fronthaul
MIMO Multiple-Input Multiple-Output
mIoT massive IoT
MMDS Multichannel Multipoint Distribution Service
mMTC massive Machine-Type Communications
mm-wave Millimeter Wave
MNO Mobile Network Operator
MU Multi-User
MU-MIMO multi-user MIMO
MUX Multiplexing
MVNO Mobile Virtual Network Operator
NB Narrowband
Netsli Network Slicing
Netz-C C450-20 Network
NEXT Near-End-Crosstalk
NFV Network Functions Virtualization
NGFI Next-Generation Fronthaul Interface
NG-PON2 Next-Generation PON2
nLoS near LoS
NLOS non-LoS
NMT Nordic Mobile Telephony
NR New Radio
NRZ Non-Return-to-Zero
OAM Operations, Administration and Maintenance
OAN Optical Access Network
OBSAI Open Base Station Architecture Initiative
OCDM-PON Optical Code Division Multiplexed PON
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ODB Optical Duobinary
ODN Optical Distribution Network
OFDM Orthogonal Frequency-Division Multiplexing
OFDMA Orthogonal Frequency Division Multiple Access
OLT Optical Line Terminal
ONU Optical Network Unit
Opex Operational Expenditure
ORI Open Radio Interface
OTN Optical Transport Network
PA Power Amplifier
PAM-4 4-Level Pulse Amplitude Modulation
PAN Personal Area Network
PBS Polarization Beam Splitter
PDA Personal Digital Assistant
PDC Personal Digital Cellular
PDCP Packet Data Convergence Protocol
PHY Physical
PLC Power Line Communication
PON Passive Optical Network
POTS Plain Old Telephone Service
PS Protocol Stack
PSTN Public Switches Telephone Network
PtMP Point-to-Multipoint
PTN Programmable Transport Network
PTNI PTN Interface
PtP Point-to-Point
QoE Quality of Experience
QoS Quality of Service
RAN Radio Access Network
RAT Radio Access Technology
RE Radio Equipment
REC Radio Equipment Controller
RF Radio Frequency
RLC Radio Link Control
RoFSO Radio-over FSO
RRH Remote Radio Head
RT Ray Tracing
RTMI Radio Telefono Mobile Integrato
Rx Receiver
SC Single Carrier
SC-QAM Single-Carrier QAM
SDN Software-Defined Networking
SDSL Symmetric DSL
SE Spectral Efficiency
SiGe Silicon Germanium
SISO Single-Input Single-Output
SM Spectrum Management
SMS Short Message Service
SS Spatial Streams
SSM Static SM
SSMF Standard Single-Mode Fiber
TACS Total Access Communication System
TDD Time Division Duplex
TDM Time Division Multiplexing
TDMA Time Division Multiple Access
TRx Transceiver
TSN Time-Sensitive Networking
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Tx Transmitter
UDWDM-PON Ultra-Dense WDM-PON
UHD Ultra-High-Definition
UHF Ultra-High-Frequency
UL Uplink
UMB Ultra MBB
UMTS Universal Mobile Telecommunications System
URLLC Ultra-Reliable and Low Latency Communications
vBBU Virtual Baseband Unit
VDSL Very-high-bit-rate DSL
vDU virtualized DU
VM Virtual Machine
VoD Video-on-Demand
VoIP Voice-over-Internet Protocol
vRANs Virtualized RANs
WAN Wide Area Network
WDM Wavelength-Division Multiplexing
Wi-Fi Wireless Fidelity
WiMAX Worldwide Interoperability for Microwave Access
WIPAS Wireless IP Access System
WLAN Wireless LAN
WR-WDM-PON Wavelength Routed WDM-PON
WS-WDM-PON Wavelength Selective WDM-PON
WT Wireless Terminal
XGS-PON 10-gigabit symmetric PON
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