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#### Abstract

When it comes to association rule mining, all frequent itemsets are first found, and then the confidence level of association rules is calculated through the support degree of frequent itemsets. As all non-empty subsets in frequent itemsets are still frequent itemsets, all frequent itemsets can be acquired only by finding all maximal frequent itemsets (MFIs), whose supersets are not frequent itemsets. In this study, an algorithm, named right-hand side expanding (RHSE), which can accurately find all MFIs, was proposed. First, an Expanding Operation was designed, which, starting from any given frequent itemset, could add items using certain rules and form some supersets of given frequent itemsets. In addition, these supersets were all MFIs. Next, this operator was used to add items by taking all frequent 1 -itemsets as the starting point alternately, and all MFIs were found in the end. Due to the special design of the Expanding Operation, each MFI could be found. Moreover, the path found was unique, which avoided the algorithm redundancy in temporal and spatial complexity. This algorithm, which has a high operating rate, is applicable to the big data of high-dimensional mass transactions as it is capable of avoiding the computing redundancy and finding all MFIs. In the end, a detailed experimental report on 10 open standard transaction sets was given in this study, including the big data calculation results of million-class transactions.
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## 1. Introduction

Association rule mining, a research hotspot in recent years, has been widely applied in the era of big data (e.g., cause analysis of traffic accidents [1], association analysis of weather forecasting [2], interest-based real-time news recommendation [3], recommendation of bank marketing plan [4], recommendation of e-commerce matching purchase and shopping basket analysis [5]). In particular, it has been used to realize the data-driven optimization of complex systems in various industries [6].

Association rule mining refers to finding implications such as $A \Rightarrow B$ from the given transaction set, where $A$ and $B$ are itemsets. The former is called an association rule antecedent, while the latter is called an association rule consequent. If the probability for $A$ and $B$ to appear in the transaction set is greater than a certain threshold, it is then called a frequent itemset; otherwise, it is referred to as a non-frequent itemset. $|A|$ or $|B|$ represents the number of items in the itemset. If $|A|=k, A$ is called $k$-itemset. Hence, any item can be independently called a frequent 1-itemset or non-frequent 1-itemset. However, the feature of big data association rule mining is that the transaction number of a given transaction set is massive, and the dimension of the transaction set is very high, so it is difficult to mine association rules from it.
$I=\left\{I_{1}, I_{2}, \ldots, I_{m}\right\}$ is the set of all items. $D=\left\{T_{1}, T_{2}, T_{3}, \ldots, T_{n}\right\}$ is the big data transaction set with association rules to be mined, where $m$ is the dimension of the transaction set
and $n$ is the number of transactions in transaction set. $T_{i} \subseteq I, T_{i} \neq \varnothing$, and $i=1,2, \ldots, m$. $T_{i}=\left\{I_{i 1}, I_{i 2}, I_{i 3}, \ldots\right\}$ is a transaction in the transaction set. If $A \Rightarrow B$ is an association rule, $A \subset I, B \subset I$, and $A \cap B=\varnothing$. The support degree (support) and confidence level (confidence) are used in association rule mining to measure the weakness of one rule, which are defined as follows:

$$
\begin{gather*}
\text { support }(A \Rightarrow B)=P(A \cup B)  \tag{1}\\
\text { confidence }(A \Rightarrow B)=\frac{P(A \cup B)}{P(A)} \tag{2}
\end{gather*}
$$

where $P(X)$ is the probability (support) for itemset $X$ to appear in given transaction set $D$. Therefore, the corresponding support degree and confidence level of association rule $A$ $\Rightarrow B$ can be calculated only if $P(A \cup B)$ and $P(A)$ are obtained, and whether the two are strongly associated can be determined according to the threshold. For example, assume that $A$ is the itemset $\{1,2\}$ and $B$ is the itemset $\{2,3,4\}$. Then, support $(A \Rightarrow B)$ is equal to the probability of the $\{1,2,3,4\}$ appearing in transaction set $D$. confidence $(A \Rightarrow B)$ is equal to the ratio of the probability of the $\{1,2,3,4\}$ to probability of the $\{1,2\}$ in transaction set $D$. Hence, the association rule mining problem can be transformed into a mining problem of frequent itemsets.

As frequent itemsets have a very important property (i.e., the non-empty subsets of all frequent itemsets are also frequent itemsets, and the supersets of all non-frequent itemsets are also non-frequent itemsets), if an itemset is a frequent itemset but any of its superset is a non-frequent itemset, it contains most frequent itemsets with the maximum capacity. In this way, the algorithm is able to find all frequent itemsets with the least optimization objectives. The itemsets of this type are called maximal frequent itemsets (MFIs). Thus, the frequent itemset mining (FIM) problem can also be transformed into the problem of maximal frequent itemsets mining (MFIM).

For the purpose of association rule mining, MFIM has some advantages over FIM. Firstly, it makes the optimization problem have fewer targets to be searched. For a set of transactions with a given support threshold, the set of all MFIs is a subset of the set of all frequent itemsets. The number of elements in a subset is always less than the number of elements in the set, so there were fewer targets for optimization. This helps to speed up the running time of the algorithm. Secondly, not all frequent itemsets are useful in calculating association rules. The algorithm avoided reinventing the wheel. The disadvantage of MFIM is the theoretical addition of frequent itemsets generated by MFI. However, in fact, the long pattern MFIs found were not very long in practice, and it is very easy to generate the required frequent itemsets. This disadvantage is almost negligible compared with the benefits brought to the algorithm.

In addition, both MFIM and FIM can not only be used to calculate association rules such as (1) and (2), they also have many other applications. For example, they can be used for outlier detection [7], which is a kind of data mining technique to detect rare events, deviant objects, and exceptions from data, which has been drawing increasing attention in recent years. MFIM and FIM can also be used for web clustering [8]. A vast number of documents in the Web have duplicates, which is a challenge for developing efficient methods that would compute clusters of similar documents. Web clustering can be conducted through FIM. MFIM can also be used for partitional clustering. Dinh et al. [9] took advantage of non-random initialization from the view of MFIM to improve clustering quality. Beyond this, MFIM may have more applications.

However, most of the present studies regarding the association rule mining aim at frequent itemset mining, while MFIs have been scarcely taken as the mining object. The current algorithms specific to frequent itemset mining are largely divided into two major types: exact algorithms and heuristic algorithms. The most classical exact algorithms are the Apriori algorithm [10] and FP-Growth algorithm [11], as well as many improved algorithms derived from the two algorithms [12-26].

Faced with high-dimensional mass big data, the exact algorithm itself is almost of no practicability due to the temporal complexity and explosion of storage space. However,
some calculation platforms that can realize the temporal and spatial decomposition of data mining tasks have emerged in order to process big data, so the exact algorithm becomes feasible [12,27-29]. The advantage of these calculation platforms lies in the fact that a big data analysis becomes feasible due to computer clusters, among which Spark reaches the highest rate at present.

Most of the heuristic algorithms have integrated evolutionary computation [30-32], particle swarm optimization (PSO) [33-35], and other artificial intelligence algorithms with exact algorithms [36]. Bagui et al. [31] applied a genetic algorithm (GA) to data flow to mine frequent itemsets, and the novelty of this work is in the use of frequent itemsets to determine the concept drift. As the object was partial data selected from the data flow using a sliding window, the dimension (number of items) and number of transactions of the processed dataset were small. Sizov et al. [31] also designed a GA to acquire the frequent itemsets and large bite sets of the binary transaction set, and gave the application cases of 23-column 5712-row transaction sets, whose volumes were small. Ykhlef et al. [32] used a quantum evolutionary computation to mine frequent itemsets from the nursery transaction set, comprising 12,960 transactions and a dimension of 32.

Zhang et al. [33] designed a binary PSO algorithm to mine frequent itemsets. This algorithm could realize dynamic pruning during the population initialization and evolution process to relieve the time pressure of memory and CPU, and it was applied to four different transaction sets. The number of transactions was small in all four transaction sets, among which three transaction sets contained 1000 transactions, and one contained 500 transactions. Chiu et al. [34] used the PSO algorithm to mine frequent itemsets in a transaction set called FoodMart2000, which contained 12,100 transactions with a dimension of 34. Kabir et al. [35] enhanced the random search performance of the PSO algorithm and mined frequent itemsets in a transaction set with 1000 transactions and a dimension of 5 .

Paladhi et al. [36] designed an artificial cell division algorithm, which was very successful in solving multipath search tasks involving search space and achieved superior effect when applied to small-scale transaction sets compared with the Apriori algorithm.

Although the abovementioned algorithms have not been applied to high-dimensional big data transaction sets, the heuristic algorithm is theoretically feasible in the face of high-dimensional mass big data. Nevertheless, the solution found is an optimized solution but not an exact solution. The exact solution can be found using the exact algorithm, which, however, decomposes a task based on special computing platforms when applied to big data (e.g., Spark). Moreover, exact algorithms are based on cluster computing, which requires multiple computers. Therefore, both algorithms have their respective advantages and disadvantages when solving the big data association rule mining problem.

For large-scale transactions set, parallel data mining is very promising, so a few algorithms for parallel mining association rules were proposed. The most well-known one of them is the Count Distribution (CD) algorithm [37], which is a parallel version of the Apriori algorithm. In CD algorithm, databases are initially partitioned and distributed across multiple processing nodes.

The FPMAX algorithm [38] based on FP-Tree was one of the most efficient and stable mining algorithms for maximum frequent itemsets. However, for mining in dense transaction sets, FPMAX would generate many redundant recursive procedures, resulting in an additional conditional FP-tree construction overhead. Additionally, when the support was low, FPMAX would degrade the performance of superset detection due to the large global MFI-tree used for superset detection.

The parallel max-miner (PMM) algorithm [39] and the distributed max-miner (DMM) algorithm [40], proposed by Soon M. Chung and Congnan Luo, are two excellent MFI mining algorithms for high-dimensional big data. Compared to most of existing mining algorithms, PMM looked ahead at each pass and prunes more candidate itemsets by checking the frequencies of their supersets. DMM has a local mining phase and global mining phase. During the local mining phase, each node mines the local database to discover the local maximal frequent itemsets, and then they formed a set of maximal
candidate itemsets for the top-down search in the subsequent global mining phase. A new prefix tree data structure was developed in DMM to facilitate the storage and counting of the global candidate itemsets of different sizes. This global mining phase using the prefix tree can work with any local mining algorithm. Both PMM and DMM were implemented on a cluster of workstations, and they required very low communication and synchronization overhead in distributed computing systems.

From the above analysis, we propose an exact algorithm. This algorithm does not used any computing platform, nor does it required a cluster of computers, but it could find the exact solution-all MFIs of big data transaction set within an acceptable time range. In the other word, the motivation of the algorithm proposed in this paper is to realize the MFI mining in an acceptable time range without using cluster computers for the big data with high-dimensional attributes and massive transaction numbers.

The algorithm presented in this paper will contribute to the MFIM problem in the following ways. (1) The reduced transaction set is generated and used without changing the mining results. In this way, the effective part of the transaction set can be loaded into the RAM to be accessed, which not only accelerates the algorithm speed, but also provides a basis for single-machine computing of high-dimensional big data with a massive transaction number. (2) The Expanding Operation adopts the strategy of one-way search so that every MFI can be found and the path to be found is unique. In this way, the computational redundancy of the algorithm is avoided as much as possible.

## 2. Right-Hand Side Expanding Algorithm

In this study, the proposed algorithm was divided into three parts: (1) First, the transaction set with mass data was preprocessed. A transverse and longitudinal data reduction was then performed according to the given support threshold. Thus, a simplified transaction set was obtained. The use of a simplified transaction set would not change the algorithm's accuracy. Instead, it could significantly accelerate the computation. (2) Second, an any frequent itemset-oriented operator, which could extend and add items from any given frequent itemset so as to find the MFIs, was designed. (3) The itemsets of starting points were reasonably organized and given for the Expanding Operation so that it could find all MFIs.

Above all, the notations, and functions to be used often in the text firstly are listed in Table 1. They will be explained at first use in the text. However, the reader may find it more convenient to look up definitions in the table.

Table 1. Notations and functions.

| Notation | Meaning |
| :---: | :---: |
| $D$ | $D=\left\{T_{1}, T_{2}, T_{3}, \ldots, T_{n}\right\}$ is the given transaction set |
| $I$ | $I=\left\{I_{1}, I_{2}, \ldots, I_{m}\right\}$ is the set of all items |
| $m$ | The dimension of the transaction set |
| $n$ | The number of transactions in transaction set |
| Support ( ) | Return the support for a given itemset |
| Confidence ( ) | Additionally, the probability of occurrence for the given itemset |
| $T_{i}$ | Return the credibility for given association rule |
| $I_{i j}$ | $T_{i}=\left\{I_{i 1}, I_{i 2}, I_{i 3}, \ldots, I_{i k}\right\}$ represents the $i$ ith transactions |
| Support_T | The $j$ th item of $i$ th transactions in transaction set |
| $N D$ | Support threshold |
| $N T i$ | The new transactions set returned by the Algorithm 1 |
| $m^{-}$ | The $i$ th transactions in ND |
| $n^{-}$ | The dimension of the reduced transaction set |
| $k$ | The number of transactions in the reduced transaction |
| $k^{-}, k^{+}$ | Has been used as the number of items of itemsetIt's also used as a general constant |
| $P()$ | Two different natural numbers comparing with $k$, and $k^{-}<k<k^{+}$ |
| $P$ | Returns the probability of a given item set in transaction set |
|  | The base point at which the Expanding Operation adds item |

### 2.1. Transaction Set Preprocessing

The preprocessing of transaction set was conducted to obtain a reduced transaction set, and the original transaction set should be scanned twice. First, the appearance probability (support) of each 1-itemset was acquired. Next, all items with a probability smaller than the threshold were excluded. Thus, a new and reduced transaction set was obtained.
$D=\left\{T_{1}, T_{2}, T_{3}, \ldots, T_{n}\right\}$ is the original big data transaction set, and $n$ is the number of transactions in the transaction set, where $T_{i}=\left\{I_{i 1}, I_{i 2}, I_{i 3}, \ldots\right\},(i=1,2, \ldots, n)$ represents the $i$ th transactions of the transaction set, $I_{i j}$ represents the $j$ th item of $i$ th transactions. Each transaction is a set of items is also a subset of set of all items $I=\left\{I_{1}, I_{2}, \ldots, I_{m}\right\}$.

If $I_{i j}$ is the $I D$ of one item and all of $I D$ are continuously numbered together from 1 , then,

$$
\begin{equation*}
m=\operatorname{Max}_{i=1}^{n} \operatorname{Max}\left\{I_{i 1}, I_{i 2}, \ldots\right\} \tag{3}
\end{equation*}
$$

where $m$ is the maximum $I D$ of an item in original big data transaction set. By this way, the $m$ is also the dimension of the transaction set because the $I D$ is from 1, namely, the value of $m$ directly decides the dimension of the solution space in itemset mining. For example, we assume that the itemset $\left\{I_{11}, I_{12}, \ldots\right\}$ is $\{1,2\}$, the itemset $\left\{I_{21}, I_{22}, \ldots\right\}$ is $\{2,3,4\}$, and the number of transaction $n$ is 2 . Then, $m=\operatorname{Max}\{2,4\}=4$, the dimension of the transaction set is 4 . Under a given transaction set $D$ with the known dimension $m$ and support threshold (Support_T), the pseudocode of transaction set preprocessing is expressed as seen in Algorithm 1.

Algorithm 1 contains two two-level nested "for" loops. The first two-level nested loop records the number of occurrences of each item, the inner loop traversed the items of each transaction, and the outer loop traversed the entire transaction set. At the end of the first two-level nested loop, the $m$-dimensional vector $\left(S_{1}, S_{2}, \ldots, S_{m}\right)$ recorded the number of occurrences of each item in the transaction set. The second two-level nested loop was used to rebuild a new reduced transaction set. The inner loop was used to rebuild a new transaction that does not contain infrequent items. The outer loop added each new transaction to the newly created reduced transaction set.

The algorithm returned to a new transaction set ND, which consisted of new transactions $N T_{i}$. When a new transaction was generated, it was first made empty, and only the items with a high support degree could join in the new transaction. It was possible that all items in some transactions in the original transaction set $D$ were not frequent items, so they would not be added in the new transaction, and then the new transaction was an empty set before and after the third for loop. As a result, it would not be added into ND, the number of transactions in ND would be reduced, and the number of transactions in the pseudocode was turned from $n$ into $n^{-}$, and $n^{-}<n$. The number of transactions in the new transaction set would be reduced to different degrees due to the change of the data sparsity in the original transaction set $D$.

When a new transaction $N T_{i}$ was established, some items would be given up, and the quantity of all different items appearing in the new transaction set would be reduced, and so would the dimension of the reduced transaction set. The decreased amplitude of dimension varied with the given support threshold after the reduction. The dimension of the original transaction set is expressed as $m$, and that of the reduced transaction set as $m^{-}$, and $m^{-}<m$. The optimization space of the algorithm was greatly reduced due to the dimension reduction, thus elevating the operating rate to a great extent.

```
Algorithm 1: Transaction Set Reduction
    Input: \(D=\left(T_{1}, T_{2}, \ldots, T_{n}\right), T_{i}=\left(I_{i 1}, I_{i 2}, \ldots\right)\)
    Output: \(N D=\left(N T_{1}, N T_{2}, \ldots, N T_{n}-\right)\)
    \(\left(S_{1}, S_{2}, \ldots, S_{m}\right)=(0,0, \ldots, 0)\);
    \(n^{-}=0\);
    for \(i=1\) : \(n\) do
        for \(j=1:\left|T_{i}\right|\) do
                \(S_{(I i j)}=S_{(I i j)}+1 ;\)
            end
    end
    \(N D=\varnothing ;\)
    for \(i=1\) : \(n\) do
        \(N T_{i}=\varnothing\);
        for \(j=1:\left|T_{i}\right|\) do
            if \(S_{(I i j)} / n>\) Support_T then
                \(N T_{i}=N T_{i} \cup\left\{I_{i j}\right\} ;\)
            end
        end
        if \(N T_{i} \neq \varnothing\) then
            \(N D=N D \cup\left\{N T_{i}\right\} ;\)
            \(n^{-}=n^{-}+1\);
        end
end
Return ND;
```


### 2.2. Expanding Operation

The expanding operator adds items to frequent itemsets according to certain rules and finds the supersets of some frequent itemsets, all of which are MFIs. The expanding operator has two features: First, the given initial itemsets must be frequent because all supersets of non-frequent itemsets cannot be MFIs. Second, what the Expanding Operation finds are not all MFI supersets corresponding to the given frequent itemsets but partial MFIs. As any MFI can be obtained by expanding different frequent itemsets, the Expanding Operation only finds the partial MFIs corresponding to the given frequent itemsets, and the remaining part is obtained through the other frequent itemsets using the Expanding Operation. This ensures that each FMI is found only once.

The initial frequent itemset $T=\left\{I_{1}, I_{2}, I_{3}, \ldots\right\}$ was given, an integer $p\left(0<p<m^{-}\right.$, where $m^{-}$is the dimension of the reduced transaction set, namely, the total number of different items) as the reference position for the added items, and then the pseudocode of Expanding Operation was expressed as in Algorithm 2, where $N D=\left\{N T_{1}, N T_{2}, N T_{3}, \ldots\right.$, $\left.N T_{n-}\right\}$ is the reduced transaction set, $N T_{i}=\left\{N I_{i 1}, N I_{i 2}, N I_{i 3}, \ldots\right\}$ and $i=1,2, \ldots, n^{-}$are the transactions in the transaction set, and $n^{-}$is the number of transactions in the reduced transaction set ( $n^{-}<n$ ).

The operation contained four "for" loops (nested loops excluded). In the first "for" loop, a frequent itemset $T$ was expressed by a decision variable ( $x_{1}, x_{2}, \ldots, x_{m-}$ ). $x_{i}=0$ means that the item $i$ was not a member of the itemset. If $x_{i}=1$, the item $i$ is a member of the itemset. The second "for" loop acquired all single items that could be added into the given frequent itemset, and after the addition, the itemset was still a frequent itemset. In the third "for" loop, the number of single items was calculated. If it was equal to the number of items in the frequent itemset, the given frequent itemset was namely an MFI, and then this itemset was returned. Otherwise, the fourth "for" loop should be executed: An addable single item was added rightward from point $P$ by turns. The values of the given initial frequent itemset $T$ and base point $P$ were reset once a single item was added, followed by the recursive invocation of Expanding Operation itself. After all recursive nested structures were returned, all MFIs corresponding to the original given frequent itemset were found. As the operator only added the items at the right-hand side of point $P$ (items with ID value greater than the $p$ value) each time, the algorithm was named right-hand side expanding (RHSE) algorithm.

```
Algorithm 2: Expanding Operation \((T, P)\)
    Input: \(T=\left(I_{1}, I_{2}, \ldots\right), P\)
    Output: A group of maximal frequent itemsets
    \(\left(x_{1}, x_{2}, \ldots, x_{m}-\right)=(0,0, \ldots, 0)\);
    \(\left(e_{1}, e_{2}, \ldots, e_{m}-\right)=(0,0, \ldots, 0)\);
    for \(i=1:|T|\) do
        \(\mathrm{x}_{(I i)}=1\);
    end
    for \(i=1: n^{-}\)do
        if \(T \subseteq N T_{i}\) then
                for \(j=1:\left|N T_{i}\right|\) do
                    \(e_{(N I i j)}=e_{(N I i j)}+1 ;\)
                end
        end
    end
    e_item_number \(=0\);
    for \(i=1\) : \(m^{-}\)do
        if \(e_{(i)} /\left(n^{-}\right)>\)Support_ \(T\) then
        \(e_{i}=1 ;\)
        \(e_{-}\)item_number \(=e_{-}\)item_number +1 ;
        else
            \(e_{i}=0 ;\)
        end
    end
    if \(e_{\text {_item_number }}=|T|\) then
        Adds \(T\) into group of maximal frequent itemset;
    else
        for \(i=P+1: m^{-}\)do
        if \(\left(x_{i}=0\right) \&\left(e_{i} \neq 0\right)\) then
                            Expanding Operation \((T \cup\{i\} . P=i)\);
        end
        end
end
```


### 2.3. Overall Framework of Algorithm Running

With this Expanding Operation, it is only necessary to reasonably organize and alternately give the initial frequent itemset of the Expanding Operation, which is then invocated. Thereafter, all MFIs of the given support threshold can be found. Under the overall framework of algorithm running, a reduced transaction set was first obtained after the preprocessing. During the preprocessing, all frequent 1-itemsets were acquired, which were set as the initial itemset alternately. Items were added by invocating the Expanding Operation, and then a group of MFIs corresponding to each frequent 1-itemset could be found. When placed together, these groups were the set of MFIs discovered by the algorithm. These MFIs were neither repeated nor omitted, being the exact solution but not the optimized solution to the problem.

The overall framework of algorithm running was expressed by a block diagram in Figure 1, where $I_{1}, I_{2}, \ldots, I_{m-}$ are the $m^{-}$frequent 1-itemsets acquired in the preprocessing of the transaction set, which aimed to obtain a reduced transaction set, and $\mathrm{m}^{-}$is the dimension of the reduced transaction set. As the dimension of the original transaction set is $m$, the dimension of the reduced transaction set is expressed by $m^{-}$, and $m^{-}<m$. The $m^{-}$ frequent 1-itemsets were set as the initial itemset of Expanding Operation, namely, $I_{i}$, and the base point $P=i,\left(i=1.2, \ldots, m^{-}\right)$was given in turn. The Expanding Operation was then invocated. Subsequently, several MFIs were acquired and called the group of MFIs, and these groups of MFIs finally formed a larger pool of MFIs. This larger pool of MFIs was an exact solution to the problem, and it was a set of MFIs.


Figure 1. Overall framework of algorithm running.

### 2.4. Complexity Analysis

The time complexity of the proposed algorithm RHSE was analyzed with respect to Algorithms 1 and 2. Algorithm 1 was used to generate the reduced transaction set, which requires scanning the transaction set twice. $n$ is the number of transactions in transaction set, and let $L_{i}$ be the average number of items in the transaction (itemsets). Thus, the time complexity of this task is $O\left(n \times L_{i}\right)$. Algorithm 2 is the Expanding Operation with an initial itemset and position point. Each Expanding Operation contained ( $m^{-}-(P+1)$ ) branch recursions, where $m^{-}$is the dimension of the reduced transaction set ( $m^{-}<m$ ), and $P$ is the base point at which the expanding operation adds item. Thus, the time complexity of Algorithm 2, Expanding Operation, is $O\left(\left(m^{-}-(P+1)\right)!\right)$. In comparison, the solution space of the problem is $2^{m}$ and the time complexity of the enumeration method is $O\left(2^{m}\right)$. We will learn in Section 4.3 that the time complexity of Algorithm 2 is much lower than that of enumeration.

## 3. Proof of Algorithm Accuracy

The solution to the optimization problem is divided into two types: an exact solution and optimized solution, both of which are feasible solutions. The corresponding algorithms can also be classified according to the solution type. For instance, in the introduction part, the algorithm acquiring the exact solution was called the exact algorithm, and the algorithm acquiring the optimized solution was called the heuristic algorithm. The exact solution refers to the optimal solution to the problem, and this solution or set of solutions is unique. Here, the solutions may be a set of feasible solutions with equivalent excellence, and the uniqueness means that this set is unique. The optimized solution may not certainly be the optimal solution, but it may also be the optimal, and its excellence is pursued as much as possible. If the solution is a set, this set may have a missing element.

The exact solution to MFI mining is the set of all MFIs found by the algorithm. The itemsets in this set should not be estimates. Instead, this set is the well-determined set consisting of itemsets. The proof of algorithm accuracy aims to prove that under the given
transaction set and support threshold, all MFIs will be found (lack of any itemset is not allowed), and each MFI is found only once (repetition is not allowed). Given this, two problems remain to be proven: (1) any MFI can be found, which is called integrity; (2) any MFI can be found only once. The MFIs found from the pool of MFIs are not the same; this is referred to as uniqueness.

### 3.1. Integrity Proof

Assuming that $\left\{I_{1}, I_{2}, \ldots, I_{k}\right\}$ is a random MFI, the corresponding decision variable is $X=\left(x_{1}, x_{2}, \ldots, x_{m-}\right)$, and $x_{i} \in\{0,1\} . x_{i}=0$ means that the item $i$ is not a member of itemset, and $x_{i}=1$ means that it is a member of itemset. Then,

$$
\begin{equation*}
\sum_{i=1}^{m-}\left(x_{i}\right)=k \tag{4}
\end{equation*}
$$

The above is called frequent item $k$-itemset. $x_{a}, x_{b}, \ldots, x_{k}$ are set as the first, second, $\ldots$, and the $k$ th non-zero items from the left to right in ( $x_{1}, x_{2}, \ldots, x_{m-}$ ), namely, $1 \leq a<b$ $\leq \leq k$. According to the overall algorithm flow in Section 2.3, the Expanding Operation will be invocated for $m^{-}$times (the number of nested invocation times not included), where it will be invocated in the form of Expanding Operation $(\{a\}, P=a)$ for the $a$ th time.

As shown in Figure 2, $a<b^{-}<b<b^{+}<\ldots<k^{-}<k<k^{+}$, E-Operation ( ) represents the function of Expanding Operation. According to the principle of Expanding Operation stated in Section 2.2, the Expanding Operation is invocated by $m^{-}$times. When it is invocated for the $a$ th time, it is certainly judged that items $b$ and $c$ can be added into the itemset. In one step, item $b$ is added, followed by the recursive invocation of Expanding Operation $(\{a, b\}, P=b)$. Similarly, the recursive invocation of Expanding Operation ( $\{a, b$, $c\}, P=c$ ) is carried out after the addition of item $c$ inside the Expanding Operation $(\{a, b\}$, $P=b$ ). By parity of reasoning, the recursive nesting at the deepest layer is implemented by invocating the Expanding Operation ( $\{a, b, c, \ldots, k\}, P=k$ ), and $\{a, b, c, \ldots, k\}$ is determined as the MFI. Hence, the MFI $\left\{I_{1}, I_{2}, \ldots, I_{k}\right\}=\{a, b, c, \ldots, k\}$ will be certainly found. If any MFI without loss of generality can be found, all MFIs can be too, so this algorithm ensures the high integrity of the solution set.


Figure 2. Recursive nested structures of Expanding Operation $(\{a\}, P=a)$.
Of course, not only Expanding Operation $(\{a, b\}, P=b)$ will be invocated inside Expanding Operation $(\{a\}, P=a)$, but Expanding Operation $(\{a, c\}, P=c)$ may also be parallelly invocated. Therefore, the finally found MFI after the ending of Expanding Operation ( $\{a, c\}, P=c$ ) will contain $a$ and $c$ but not $b$, which is another MFI, but this is not contradictory with the hypothetical proposition to be proven.

### 3.2. Uniqueness Proof

According to the overall algorithm framework and item addition rules of Expanding Operation, each time the Expanding Operation adds one item since one frequent 1-itemset, it will be recursively invocated by itself once again or find the other items that can be added. The discovery process of an MFI is as shown in Figure 3a. The top-down sequence of nodes in the figure denotes the sequential order of item addition, the left or right position of each node represents the $I D$ value of item, and the left-to-right direction is the increasing direction of $I D$ value. Given this, the root nodes are located at the upper left corner and leaf nodes at the lower right corner, and this path forms a branch. The set of $I D$ values of all nodes on one branch corresponds to one frequent itemset, which may be maximal or not.


Figure 3. (a) A branch is a frequent itemset; (b) a tree is a group of MFIs; (c) the forest is the pool of MFIs.

At each root node, multiple branches may grow, so as to form a tree, as shown in Figure 3b. The ID values of all nodes on one branch from root nodes to leaf nodes constitute a frequent itemset, and all MFIs on one tree form a group of MFIs, as mentioned in Section 2.3.

As stated in Section 2.3, each frequent 1-itemset can serve as the root node to grow a tree. In Figure 3c, all green nodes can be root nodes to grow a tree. For the conciseness of this diagram, the tree growing out of green nodes was not drawn. Many trees form a forest, corresponding to the pool of MFIs in Section 2.3. Therefore, to prove that all MFIs are different in the pool of MFIs, it is only necessary to prove that only one branch, but not a second branch, corresponds to each itemset.

This proposition was proven through the reduction to absurdity. Assume that an MFI ( $M F I_{1}$ ) is determined for a branch $\left(\right.$ Branch $\left._{1}\right)$, and this MFI has a corresponding relation with another branch ( Branch $_{2}$ ).

According to the right-hand side item addition rules of Expanding Operation, only items with greater ID values are added, and then the difference (difference value of $x$ -
coordinates) of ID values between two nodes connected by any edge in Branch $h_{1}$ is certainly greater than 1, while the difference value of $y$-coordinates is bound to be 1 .

In order for $\mathrm{Branch}_{2}$ and $\mathrm{Branch}_{1}$ to correspond to the same itemset, the nodes of $\mathrm{Branch}_{2}$ should be different from those of $\mathrm{Branch}_{1}$ only in y-coordinates; otherwise, their horizontal projections will be different, so will the corresponding itemsets.

If the nodes of $\mathrm{Branch}_{2}$ are different from those of $\mathrm{Branch}_{1}$ only in the upper or lower position, there will certainly be such an edge in $\mathrm{Branch}_{2}$ that the difference value of y coordinates of two nodes it connects is equal to zero or greater than 1 because the difference of $I D$ values between two nodes connected by the edge in $\mathrm{Branch}_{1}$ is certainly greater than 1 , the difference value in y-coordinates is equal to 1 , and the two branches must share the same root nodes. If the difference value is equal to zero, the Expanding Operation adds two items once. If it is greater than 1, the Expanding Operation enters recursive invocation without adding any item.

Obviously, this contradicts with the rules of Expanding Operation. Then, the hypothesis does not hold true, and the proposition of path uniqueness is proven. In other words, the pool of MFIs does not contain the same itemsets. According to the proposition proven in Section 3.1 (i.e., there are no MFIs missing in the pool of MFIs), the integrity and path uniqueness indicate that the algorithm is accurate without complexity or redundancy in the path optimization.

## 4. Experiment

The algorithm proposed in this study aimed to find all MFIs, being different from most of the present algorithms aiming at frequent itemsets. The second objective was to realize standalone operations specific to big data and mass transaction sets and get rid of limitations of special computing platforms (it was thought in this study that special platforms only targeted at task decomposition to make big data computation feasible, while the computational complexity was not changed). On this basis, no horizontal comparison was made with the existing algorithms. The standalone test of only 10 open transaction sets was implemented to demonstrate the feasibility and practicability of standalone computation for big data. In the end, the detailed computation results were given, and the details of MFI with the maximum support searched by the algorithm were expounded. Readers may verify according to the results and compare with their own algorithm results. These open transaction sets are available on http:/ / fimi.uantwerpen.be/data/ for free (accessed on 28 February 2020). The algorithm source code in this study may also be acquired from the corresponding author.

The standalone operation was implemented using the following hardware: Intel ${ }^{\circledR}$ Core ${ }^{\mathrm{TM}}$ i7-8550U CPU @ 1.80 GHz ( 8 CPUs) and $16,384 \mathrm{MB}$ RAM, Timi Personal Computing Limited, Beijing, China. The programming language of the algorithm is Python. The advantage of using Python is that the programming environment is lightweight and easy to popularize.

### 4.1. Brief Description of Transaction Sets

The 10 transaction sets varied in volume and features. The number of transactions might reach as many as 990,000, the maximum length of transaction was 2498, and the maximum dimension was 41,270 . The experimental results were given separately in two tables, where Table 2 lists the test results of small-scale transaction sets and Table 3 presents the test results of slightly larger-scale transaction sets. The results in Table 2 demonstrated the integrity of calculation results for the 10 transaction sets. Moreover, the calculation results of small-scale problem were convenient for readers to verify their algorithm accuracy. The results in Table 3 manifested the feasibility of the algorithm in the standalone operations for big data and high-dimensional transaction sets. A proper support threshold was used for each transaction set. As the data sparsity varied among the different transaction sets, they were different in the intensity of data association, and the support thresholds given in the experiment might also be greatly different.

Table 2. Experimental on small size transaction sets.

| 1 | Name of Transaction Set | Chess | Connect | Mushroom | T1014D100K | Retail |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | Dimension of transaction set | 75 | 129 | 119 | 870 | 16,470 |
| 3 | Number of transactions | 3196 | 67,557 | 8124 | 100,000 | 88,162 |
| 4 | Average transaction length | 37.000000 | 43.000000 | 23.00000 | 10.102280 | 10.30575 |
| 5 | Minimum transaction length | 37 | 43 | 23 | 1 | 1 |
| 6 | Maximum transaction length | 37 | 43 | 23 | 29 | 76 |
| 7 | Maximum support of item | 0.999687 | 0.998757 | 1.000000 | 0.078280 | 0.574794 |
| 8 | Support threshold | 0.950000 | 0.965000 | 0.520000 | 0.022500 | 0.001250 |
| 9 | Dimension of transaction set reduced | 9 | 14 | 12 | 125 | 1652 |
| 10 | Number of transactions reduced | 3196 | 67,557 | 8124 | 97,844 | 85,840 |
| 11 | Average transaction length reduced | 8.809449 | 13.813446 | 8.886017 | 4.286119 | 7.196249 |
| 12 | Transaction set reduction rate | 0.238093 | 0.321243 | 0.386349 | 0.415125 | 0.679884 |
| 13 | Minimum transaction length reduced | 5 | 11 | 4 | 1 | 1 |
| 14 | Maximum transaction length reduced | 9 | 14 | 11 | 16 | 47 |
| 15 | Pretreatment time (s) | 2.09 | 50.33 | 5.17 | 51.33 | 46.35 |
| 16 | Algorithm running time (s) | 0.51 | 137.86 | 2.30 | 15.71 | 956.72 |
| 17 | Number of MFIs | 11 | 37 | 11 | 125 | 2586 |
| 18 | Item list of the top MFI | 2940525860 | 758891109124127 | 3436858690 | 368 | 394814098 |
| 19 | Support of the top MFI | 0.969650 | 0.972231 | 0.772033 | 0.078280 | 0.006125 |

Table 3. Experimental on large size transaction sets.

| 1 | Name of Transaction Set | Accidents | Pumsb_Star | Pumsb | T40I10D100K | Kosarak |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | Dimension of transaction set | 468 | 2088 | 2113 | 942 | 41,270 |
| 3 | Number of transactions | 340,183 | 49,046 | 49,046 | 100,000 | 990,002 |
| 4 | Average transaction length | 33.807892 | 50.482139 | 74.00000 | 39.605070 | 8.099999 |
| 5 | Minimum transaction length | 18 | 49 | 74 | 4 | 1 |
| 6 | Maximum transaction length | 51 | 63 | 74 | 77 | 2498 |
| 7 | Maximum support of item | 0.999906 | 0.790054 | 0.997920 | 0.287380 | 0.607447 |
| 8 | Support threshold | 0.500000 | 0.275000 | 0.800000 | 0.025000 | 0.002400 |
| 9 | Dimension of transaction set reduced | 24 | 63 | 25 | 545 | 431 |
| 10 | Number of transactions reduced | 340,183 | 49,046 | 49,046 | 100,000 | 938,824 |
| 11 | Average transaction length reduced | 18.632792 | 31.831057 | 23.51786 | 35.122340 | 4.815123 |
| 12 | Transaction set reduction rate | 0.551137 | 0.630541 | 0.317809 | 0.886814 | 0.563729 |
| 13 | Minimum transaction length reduced | 5 | 19 | 11 | 4 | 1 |
| 14 | Maximum transaction length reduced | 24 | 42 | 25 | 67 | 398 |
| 15 | Pretreatment time (s) | 281.45 | 60.70 | 84.79739 | 123.59 | 463.31 |
| 16 | Algorithm running time (s) | 8530.40 | 245,644.41 | 46,591.14 | 645.86 | 12,645.81 |
| 17 | Number of MFIs | 216 | 512 | 3145 | 1061 | 1265 |
| 18 | Item list of the top MFI | $\begin{gathered} 12161718212729 \\ 3143 \end{gathered}$ | 2297493349377072 | $\begin{gathered} 1701801841884426 \\ 4428443044324434 \\ 44387062 \end{gathered}$ | 54 | 161190148218 |
| 19 | Support of the top MFI | 0.560634 | 0.344207 | 0.820862 | 0.088950 | 0.005552 |

### 4.2. Mining Results

Tables 2 and 3 were of the same structure. The eighth row (Support threshold) divided each table into two parts: the upper part and lower part, where the former presented the parameters of the original transaction set and the latter gave the results after the preprocessing and algorithm operation.

The name of each transaction set is given in the first row, and the dimension of each transaction set is listed in the second row, namely, the number of all different items in each transaction set. During the itemset mining process, the acceptance or rejection of these different items in the itemset constituted a solution space of the algorithm, so it was called dimension. The number of transactions in each transaction set and average length of overall transactions are presented in the third and fourthth rows, respectively, and their product could reflect the volume of each transaction set, with a direct impact on the time spent by the algorithm in traversing the CPU of the transaction set. The fifth and sixth rows list the lengths of shortest and longest transactions in each transaction set, respectively. The seventh row shows the maximum probability of single item to appear in each transaction set, which was also called the maximum support of frequent 1-itemset, reflecting the data sparsity of the transaction set.

In the eighth row, the parameters of the reduced transaction set obtained by preprocessing the original transaction set are displayed. The 9th row shows the dimension of the reduced transaction set. This dimension was decided by the given support threshold: the greater the threshold, the less the intercepted frequent 1-itemsets, the smaller the dimension, and the smaller the solution space after the reduction, which was better for
the optimization. However, fewer MFIs were found, so this was contradictory. However, Table 3 shows that the dimensions of transaction sets reduced from the two largest transaction sets were taken as 545 and 431, respectively, and the algorithm running time was also acceptable. The number of transactions in each reduced transaction set and the average length of overall transactions are given in the 10th and 11th rows. If the two figures were reduced, the volume of each transaction set was also shrunk. The shrinkage rate (12th row) was acquired by dividing two figures, where the divisor was the product between the number of transactions in the original transaction set and the average transaction length, and the dividend was the product between the number of transactions in the reduced transaction set and the average transaction length. Although the shrinkage degree of the transaction set was also decided by the given support threshold, individual transactions in each transaction set had different properties, so the shrinkage rate would differ even under the same threshold. The minimum and maximum transaction lengths of reduced transaction sets are given in the 13th and 14th rows.

The preprocessing time of transaction (15th row) was the time spent on acquiring a reduced transaction set from the original one, including the time needed to acquire the parameters of the original transaction set, generate files of the reduced transaction set, and establish a memory data matrix. The time(s) needed to mine all MFIs is presented in the 16th row. Table 3 shows that the number of transactions in the largest transaction set kosarak reached nearly million class, where its original dimension was 41,270 . When the dimension was reduced to 431, it took the algorithm less than 4 h to find all MFIs. The quantity of MFIs found was 1265, which, theoretically, was accurate (i.e., the sets were of integrity and uniqueness). Therefore, the standalone big data association rule mining was feasible. If the transaction sets came from practical production and life, the algorithm would be pragmatic.

The 17th-19th rows list the number of MFIs found, item details in the MFI with the maximum support, and the corresponding support degree, respectively, aiming to facilitate readers in verifying and comparing this information.

### 4.3. Comparison of Algorithm Running Time with Solution Space Size

From the above experiment, a reduced transaction set was acquired from each original transaction set after the support threshold was given, and the dimension was also reduced. Therefore, the reduced dimension would vary with the support threshold, and so would the algorithm running time. The algorithm was proposed to implement the standalone operation of big data transaction sets. For the same transaction set, the reduced dimension would be increased if the support threshold was reduced, and as a result, the solution space would present an exponential (base number: 2) increase. If the algorithm running time was also increased according to an exponent with a base number of 2 , the algorithm running time would experience explosive growth with the increase in dimension, which, obviously, deviated from the intention of this study.

To this end, the largest transaction set kosarak was experimented under different thresholds for five times. The dimension reduced grew from 42, reaching as high as 431, and the acquired number of MFIs and algorithm running time are as seen in Table 4. The data showed that the algorithm running time did not present exponential growth with the increase in dimension.

Table 4. Testing on kosarak with a different support threshold.

| Support Threshold | $\mathbf{0 . 0 1 2 7}$ | $\mathbf{0 . 0 0 6 3}$ | $\mathbf{0 . 0 0 4 0}$ | $\mathbf{0 . 0 0 2 9}$ | $\mathbf{0 . 0 0 2 4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Dimension reduced | 42 | 106 | 212 | 328 | 431 |
| Number of MFIs obtained | 65 | 212 | 467 | 876 | 1265 |
| Algorithm running time (s) | 238.9 | 1054.2 | 2962.1 | 6714.2 | $12,645.8$ |

The solution space size was incomparable to the algorithm running time in dimension. As the algorithm ran for 238.9 s under the dimension of 42 , the dimension-dependent
exponential growth curve of solution space took the point $(42,238.9)$ in the plane as the starting point, and the fitted curvilinear contrast relation between the growth curve of solution space and actual algorithm running time is as shown in Figure 4. Obviously, when the solution space showed exponential explosive growth (red line in the figure) with the dimension, the algorithm running time was under a slow growth trend (blue line with red circle, the experimental data are shown at the red circles). As the algorithm running time did not present exponential growth with the dimension (i.e., it did not experience explosive growth), the algorithm was feasible for the standalone calculation of high-dimensional properties of big data transaction sets.


Figure 4. Solution space size compared with the algorithm running time.

### 4.4. Comparison of Algorithm Running Time with Traditional Exact Algorithm

The Apriori and FP-Growth algorithms were the two most classical accurate algorithms for mining association rules. PF-Growth was recognized to be faster than Apriori. However, PF-Growth was sensitive to the dimensions of the transaction set. Even the running time is unacceptable for mining the small transactions set listed in Table 2, but the smallest dimension of the transaction set listed in Table 2 is only 75.

In order to investigate quantitatively the running time of the algorithm, we extracted a small part of the Accident transaction set on average, such as 100, or 200, or 300 transactions, etc. Each transaction captures only $10 \%$, or $20 \%$, or $30 \%$ at the beginning of each transaction. In this way, small transaction sets with different transaction numbers and dimensions are used to test the running time of the PF-Growth algorithm. The dimensions of each transaction set are listed in Table 5. The rows represent the different number of transactions, and the columns represent the percentage of each transaction captured. These transaction sets were used to test the PF-Growth algorithm, and the running time of PF-Growth is shown in Table 6.

Table 5. Dimensions of extracted Accidents.

|  | $\mathbf{1 0 0}$ | $\mathbf{2 0 0}$ | $\mathbf{3 0 0}$ | $\mathbf{4 0 0}$ | $\mathbf{5 0 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $10 \%$ | 15 | 16 | 17 | 17 | 17 |
| $20 \%$ | 22 | 24 | 25 | 26 | 24 |
| $30 \%$ | 29 | 31 | 30 | 33 | 31 |

Table 6. Running time of FP-Growth for the extracted Accidents.

|  | $\mathbf{1 0 0}$ | $\mathbf{2 0 0}$ | $\mathbf{3 0 0}$ | $\mathbf{4 0 0}$ | $\mathbf{5 0 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1 0 \%}$ | 13.116257 s | 18.344052 s | 26.346489 s | 40.406259 s | 44.279161 s |
| $20 \%$ | 444.653654 s | 714.085102 s | 772.977960 s | 901.212257 s | 982.893483 s |
| $30 \%$ | 7956.674653 s | $>2.21 \mathrm{~h}$ | $>2.21 \mathrm{~h}$ | $>2.21 \mathrm{~h}$ | $>2.21 \mathrm{~h}$ |

Since FP-Growth algorithm mined frequent itemsets and proposed algorithm mined maximal frequent itemsets, it had been verified that the results of FP-Growth were indeed subsets of the maximal frequent itemsets mined by proposed algorithm.

Table 6 reflects that the FP-Growth algorithm was not sensitive to transaction number but sensitive to dimension. When the dimension grown from 15 to 29, the FP-Growth had a longer running time than the exponential growth. By comparison, the proposed algorithm mined the full size set of incident transactions in only 8530.40 s . Of course, the proposed algorithm had fewer optimization targets, while FP-Growth had more optimization targets. The former was the maximal frequent itemsets, while the latter is the frequent itemsets, and the number of maximal frequent itemsets was less than the number of frequent itemsets.

### 4.5. Comparison with FPMax, $C D$, and $D M M$

Since parallel algorithms were very promising in solving big data mining, we make a simple comparison between the proposed algorithm and several well-known parallel algorithms, which are FPMax algorithm [38], Count Distribution algorithm [37], and DMM algorithm [40]. Although PMM algorithm [39] was also an excellent parallel algorithm and DMM was better than PMM algorithm overall, we do not compare with PMM.

In Section 4.2, we present some experimental results on 10 public datasets. Some of these datasets have also been reported in the literature [37,38,40]. We picked the experimental results data to the same dataset as Table 7. Some figures were estimated from reported graphs, which gave a rough idea of algorithm performance.

Table 7. Running time and resources used for various algorithm on various databases.

|  | Chess (0.95) | Mushroom (0.52) | Pumsb ( ${ }^{*}$ ) | Accidents (*) |
| :---: | :---: | :---: | :---: | :---: |
| FPMax | $<0.4$ s | 0.3 s |  |  |
| CD |  |  | 35,000 s | 28,000 s |
|  |  |  | 0.8, node:8 | 0.4 , node:1 |
| DMM |  |  | 9000 s | 3000 s |
|  |  |  | 0.8. node:8 | 0.4, node:1 |
| Proposed algorithm | 0.51 s | 2.3 s | $46,591.14$ s | 8530.40 s |
|  |  |  | 0.8, node:1 | 0.5, node:1 |

With regard to the Chess dataset and Mushroom dataset, the experimental results of FPMax and our algorithm had the same support thresholds of 0.95 and 0.52 . The running time of the algorithm is listed in Table 7. FPMax is faster than the proposed algorithm, but the former was conducted using a cluster of computers, while the latter was carried out by a single computer. Of course, the hardware of the computer is also different, and the small data set leaded the running time to be haphazard.

The Pumsb dataset with the same support threshold 0.8 to three algorithms, CPU-time of CD algorithm was approximately $35,000 \mathrm{~s}$, our algorithm was 46591.14 s . CD is great in that it executed the Pumsb* dataset, which is eight times larger than the Pumsb dataset. However, CD was executed on an eight-node cluster calculation. The DMM execution time under the same conditions was 9000 s , which was faster than CD algorithm. Additionally, DMM was executed on an 8-node cluster calculation.

The Accidents * dataset is four times larger than Accidents. To Accidents dataset and Accidents * with the different support threshold, CD and DMM for Accidents * with 0.4 and our algorithm for Accidents with 0.5. All three algorithms use single machine, that is, the number of nodes is 1 . DMM was the fastest, CD was the slowest and our algorithm was in middle. However, the support thresholds they used were different. If the threshold value was small, more MFIs would be mined and it would take a longer time.

To sum up, the running time is basically an order of magnitude, and each algorithm has its own advantages and disadvantages. Some are suitable for dense datasets, while others are for long transaction data sets. Under the limitation of computer hardware, it is feasible to select the proposed algorithm which was executed on single notebook computer.

## 5. Discussion, Conclusion, and Expectation

According to the algorithm theory stated in this study, the transaction sets should be visited during the MFI searching. Therefore, the larger the volume of transaction sets, the longer the time needed by the algorithm running. The volume of the transaction set is the product between the quantity of transactions and average transaction length. As the Expanding Operation needs to add items, the greater the dimension of the transaction set, the longer the time needed by the algorithm running.

However, in the experiment on the 10 transaction sets, the reduced dimensions of both pumsb_star and pumsb are no more than 63, which are small compared with those of other transaction sets in the table, but the two transaction sets take the longest time (at least 12 h ). The reduced dimension of T40I10D100K is the maximum (545), but it takes the least time, about 10 min . Moreover, the quantity of transactions and average transaction length in T40I10D100K are greater than those in pumsb_star and pumsb, and the quantity of transactions is even more than twice of those in pumsb_star and pumsb.

This is just like picking fruits in an orchard: the larger the orchard, the longer the time needed to search it once, but the experimental data show that this is not the case. Then, is it the case that the more the fruits, the longer the time needed? However, the experimental data in Table 3 show that the quantity of MFIs found in T40I10D100K is larger than those found in pumsb_star and pumsb. Is this related to the length of MFIs found? Even if the average length of MFIs found in T40I10D100K is multiplied by 10 in order that it is equivalent to the average length of MFIs found in pumsb_star and pumsb, the calculation time will also be tenfold. Even so, the time spent is less than $1 / 10$ of the time spent by pumsb_star and pumsb.

On the basis of the above analysis, there should be only one possibility: the main factor influencing the algorithm running time is neither the volume of transaction set nor the quantity of MFIs found, but it is correlated with the complexity of MFIs found. The complexity of MFIs does not have a linear relation with their length. Instead, the two present a growth relation greater than the linear growth relation. Whether this relation is an exponential relation and what the exponential relation (base number) remains to be further explored.

From another side, this indicates that the algorithm running time is not sensitive to the volume of the transaction set, so the algorithm is practical for big data.

Given this, can we understand it that the algorithm spends the time mainly in "picking fruits" but not "finding fruits"? From this angle, does it mean that the algorithm spends most of the time in acquiring the optimal solution with the excellent optimization path? The long algorithm running time is ascribed to the large quantity of MFIs but not to the large volume of transaction set or the great dimension of the reduced transaction set. The practical experimental data also verify that the algorithm is feasible, and even superior, for the standalone operation of high-dimensional big data transaction sets.

The algorithm is feasible and accurate for the MFI mining of high-dimensional transaction sets. However, it has a disadvantage in the association rule analysis based on frequent itemset mining. It can be known from the dimension of the reduced transaction set under the given support threshold that the time needed to search all MFIs subsequently is un-
predictable. At times, the acceptable time is limited, and it is unnecessary to find all MFIs. Instead, the MFI with the maximum support should be first found within the limited time, followed by the MFI with the second largest support, and so on. In this way, the algorithm practicability will be higher.

Therefore, the subsequent study of this algorithm should focus on MFI mining under an adaptive support threshold in the following way: no support threshold is given in the algorithm running. Instead, as the time passes by, the algorithm finds the thresholds of all MFIs and sort them in a descending order. Within given time, the algorithm returns the minimum support threshold and the corresponding MFI.

Author Contributions: Conceptualization, Y.Z. and W.Y.; methodology, Y.Z., W.Y., X.M. and H.O.; software, Y.Z.; validation, Q.Z., W.Y. and Y.Z.; formal analysis, Q.Z.; investigation, W.Y.; resources, W.Y.; data curation, Y.Z.; writing-original draft preparation, Y.Z.; writing-review and editing, Y.Z.; visualization, Y.Z.; supervision, W.Y.; project administration, Y.Z.; funding acquisition. All authors have read and agreed to the published version of the manuscript.
Funding: This work was supported by the Zhejiang Basic Public Welfare Research Plan Projects (Item No. LGG19F030009), funded by the Science Technology Department of Zhejiang Province, China.

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Publicly available datasets were analyzed in this study. This data can be found here: http:/ / fimi.uantwerpen.be / data (accessed on 21 September 2021).

Acknowledgments: We would also like to extend our gratitude to the website http:/ / fimi.uantwerpen. be/data/ (accessed on 21 September 2021) for providing the open test transaction set to a wide range of researchers.

Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Cai, Q. Cause Analysis of Traffic Accidents on Urban Roads Based on an Improved Association Rule Mining Algorithm. IEEE Access 2020, 8, 75607-75615. [CrossRef]
2. Zhang, Z.; Wu, W.; Huang, Y. Mining dynamic interdimension association rules for local-scale weather prediction. In Proceedings of the 28th Annual International Computer Software and Applications Conference (COMPSAC 2004), Hong Kong, China, 28-30 September 2004; IEEE Computer Society: Washington, DC, USA, 2004.
3. Kliegr, T.; Kuchař, J. Benchmark of rule-based classifiers in the news recommendation task. In Proceedings of the CLEF 2015 Conference and Labs of the Evaluation Forum, Toulouse, France, 8-11 September 2015; Springer International Publishing: Cham, Switzerland, 2015.
4. Au, W.H.; Chan, K.C. Mining fuzzy association rules in a bank-account database. IEEE Trans. Fuzzy Syst. 2003, 11, 238-248.
5. Wang, F.; Wen, Y.; Guo, T.; Liu, J.; Cao, B. Collaborative filtering and association rule mining-based market basket recommendation on spark. Concurr. Comput. Pract. Exp. 2020, 32, e5565. [CrossRef]
6. Van Nguyen, T.; Zhang, J.; Zhou, L.; Meng, M.; He, Y. A data-driven optimization of large-scale dry port location using the hybrid approach of data mining and complex network theory. Transp. Res. Part E Logist. Transp. Rev. 2020,134, 101816. [CrossRef]
7. Narita, K.; Kitagawa, H. Detecting outliers in categorical record databases based on attribute associations. In Progress in WWW Research and Development. APWeb 2008; Zhang, Y., Yu, G., Bertino, E., Xu, G., Eds.; Lecture Notes in Computer Science; Springer: Berlin/Heidelberg, Germany, 2008; Volume 4976. [CrossRef]
8. Ignatov, D.I.; Kuznetsov, S.O. Frequent itemset mining for clustering near duplicate web documents. In Conceptual Structures: Leveraging Semantic Technologies. ICCS 2009; Rudolph, S., Dau, F., Kuznetsov, S.O., Eds.; Lecture Notes in Computer Science; Springer: Berlin/Heidelberg, Germany, 2009; Volume 5662. [CrossRef]
9. Dinh, D.T.; Huynh, V.N. k-PbC: An improved cluster center initialization for categorical data clustering. Appl. Intell. 2020, 50, 2610-2632. [CrossRef]
10. Srikant, R.; Agrawal, R. Mining Quantitative Association Rules in Large Relational Tables. ACM Sigmod Rec. 1996, 25, 1-12. [CrossRef]
11. Han, J.; Pei, J.; Yin, Y.; Mao, R. Mining Frequent Patterns without Candidate Generation: A Frequent-Pattern Tree Approach. Data Min. Knowl. Discov. 2004, 8, 53-87.
12. Raj, S.; Ramesh, D.; Sethi, K.K. A Spark-based Apriori algorithm with reduced shuffle overhead. J. Supercomput. 2021, 77, 133-151.
13. Wang, C.; Zheng, X. Application of improved time series Apriori algorithm by frequent itemsets in association rule data mining based on temporal constraint. Evol. Intell. 2020, 13, 39-49. [CrossRef]
14. Sornalakshmi, M.; Balamurali, S.; Venkatesulu, M.; Krishnan, M.N.; Ramasamy, L.K.; Kadry, S.; Manogaran, G.; Hsu, C.; Muthu, B.A. Hybrid method for mining rules based on enhanced Apriori algorithm with sequential minimal optimization in healthcare industry. Neural Comput. Appl. 2020, 1-14. [CrossRef]
15. Raj, S.; Ramesh, D.; Sreenu, M.; Sethi, K.K. EAFIM: Efficient apriori-based frequent itemset mining algorithm on Spark for big transactional data. Knowl. Inf. Syst. 2020, 62, 3565-3583. [CrossRef]
16. Sun, L. An improved apriori algorithm based on support weight matrix for data mining in transaction database. J. Ambient. Intell. Humaniz. Comput. 2020, 11, 495-501.
17. Lei, B. Apriori-based spatial pattern mining algorithm for big data. In Proceedings of the 2020 International Conference on Urban Engineering and Management Science (ICUEMS), Zhangzhou, China, 24-26 April 2020; pp. 310-313.
18. Adero, E.; Okeyo, G.; Mwangi, W. Using apriori algorithm technique to analyze crime patterns for kenyan national crime data: A county perspective. In Proceedings of the 2020 IST-Africa Conference (IST-Africa), Kampala, Uganda, 18-22 May 2020; pp. 1-8.
19. Huang, W.; Chen, J.; Liu, C.; Shi, W.; Lin, C.; Lyu, X.; Gao, H. Research on line-loss correlation analysis technology of distribution network based on apriori algorithm. In Proceedings of the 2020 5th Asia Conference on Power and Electrical Engineering (ACPEE), Chengdu, China, 4-7 June 2020; pp. 1399-1403.
20. Jia, Y.; Liu, L.; Chen, H.; Sun, Y. A Chinese unknown word recognition method for micro-blog short text based on improved FP-growth. Pattern Anal. Appl. 2020, 23, 1011-1020.
21. Wu, Y.; Zhang, J. Building the electronic evidence analysis model based on association rule mining and FP-growth algorithm. Soft Comput. 2020, 24, 7925-7936. [CrossRef]
22. Zhou, Y.; Cui, J.; Liu, Q. Research and improvement of intrusion detection based on isolated forest and FP-Growth. In Proceedings of the 2020 IEEE 8th International Conference on Computer Science and Network Technology (ICCSNT), Dalian, China, 20-22 November 2020; pp. 160-164.
23. Tian, S.; Xiao, Y.; Shen, S. Distribution analysis of Pulmonary diseases in traditional Chinese medicine based on FP-Growth algorithm. In Proceedings of the 2020 IEEE International Conference on Bioinformatics and Biomedicine (BIBM), Seoul, Korea, 16-19 December 2020; pp. 1586-1589.
24. Mandalay, S. An improvement of FP-Growth mining algorithm using linked list. In Proceedings of the 2020 IEEE Conference on Computer Applications (ICCA), Yangon, Myanmar, 27-28 February 2020; pp. 1-4.
25. Jiang, Y.; Zhao, M.; Hu, C.; He, L.; Bai, H.; Wang, J. A parallel FP-growth algorithm on World Ocean Atlas data with multi-core CPU. J. Supercomput. 2019, 75, 732-745.
26. Feng, W.; Zhu, Q.; Zhuang, J.; Yu, S. An expert recommendation algorithm based on Pearson correlation coefficient and FP-growth. Clust. Comput. 2019, 22, 7401-7412. [CrossRef]
27. Wang, H.; Jiang, H.; Wang, H.; Yuan, L. Research on an improved algorithm of Apriori based on Hadoop. In Proceedings of the 2020 International Conference on Information Science, Parallel and Distributed Systems (ISPDS), Xi'an, China, 14-16 August 2020; pp. 242-245.
28. Singh, P.; Singh, S.; Mishra, P.K.; Garg, R. A data structure perspective to the RDD-based Apriori algorithm on Spark. Int. J. Inf. Technol. 2019, 3, 1-10.
29. Xiao, W.; Hu, J. SWEclat: A frequent itemset mining algorithm over streaming data using Spark Streaming. J. Supercomput. 2020, 76, 7619-7634. [CrossRef]
30. Bagui, S.; Stanley, P. Mining frequent itemsets from streaming transaction data using genetic algorithms. J. Big Data 2020, 7, 54. [CrossRef]
31. Sizov, R.A.; Simovici, D.A. On genetic algorithms for detecting frequent item sets and large bite sets. In Machine Learning and Data Mining in Pattern Recognition; Springer: Cham, Switzerland, 2016.
32. Ykhlef, M. A Quantum Swarm Evolutionary Algorithm for mining association rules in large databases. J. King Saud Univ. Comput. Inf. Sci. 2011, 23, 1-6. [CrossRef]
33. Zhang, Z.; Huang, J.; Wei, Y. Frequent item sets mining from high-dimensional dataset based on a novel binary particle swarm optimization. J. Cent. South Univ. 2016, 23, 1700-1708. [CrossRef]
34. Chiu, Y.T.; Chao, C.M.; Kuo, R.J. Application of particle swarm optimization to association rule mining. Appl. Soft Comput. 2011, 11,326-336.
35. Kabir, M.M.J.; Xu, S.; Kang, B.H.; Zhao, Z. Association Rule Mining for Both Frequent and Infrequent Items Using Particle Swarm Optimization Algorithm. Int. J. Comput. Sci. Eng. 2014, 6, 221-231.
36. Paladhi, S.; Chatterjee, S.; Goto, T.; Sen, S. AFARTICA: A Frequent Item-Set Mining Method Using Artificial Cell Division Algorithm. J. Database Manag. 2019, 30, 71-93. [CrossRef]
37. Agrawal, R.; Shafer, J.C. Parallel mining of association rules. IEEE Trans. Knowl. Data Eng. 1996, 8, 962-969. [CrossRef]
38. Grahne, G.; Zhu, J. High performance mining of maximal frequent itemsets. In Proceedings of the 6th International Workshop on High Performance Data Mining, San Francisco, CA, USA, 1-3 May 2003; pp. 1-10.
39. Chung, S.M.; Luo, C. Parallel mining of maximal frequent itemsets from databases. In Proceedings of the 15th IEEE International Conference on Tools with Artificial Intelligence, Sacramento, CA, USA, 5 November 2003; pp. 134-139. [CrossRef]
40. Chung, S.M.; Luo, C. Efficient mining of maximal frequent itemsets from databases on a cluster of workstations. Knowl. Inf. Syst. 2008, 16, 359-391. [CrossRef]
