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Featured Application: A proof-of-concept version of a mixed reality application for controlling
and monitoring a digital twin based overhead crane, featured by interactivity, flexibility, and im-
mersiveness, together with a protocol defined to standardize quantitative evaluation on control
accuracy of industrial mixed reality applications.

Abstract: Digital twin technology empowers the digital transformation of the industrial world
with an increasing amount of data, which meanwhile creates a challenging context for designing a
human-machine interface (HMI) for operating machines. This work aims at creating an HMI for
digital twin based services. With an industrial crane platform as a case study, we presented a mixed
reality (MR) application running on a Microsoft HoloLens 1 device. The application, consisting of
visualization, interaction, communication, and registration modules, allowed crane operators to both
monitor the crane status and control its movement through interactive holograms and bi-directional
data communication, with enhanced mobility thanks to spatial registration and tracking of the
MR environment. The prototype was quantitatively evaluated regarding the control accuracy in
20 measurements following a step-by-step protocol that we defined to standardize the measurement
procedure. The results suggested that the differences between the target and actual positions were
within the 10 cm range in three dimensions, which were considered sufficiently small regarding the
typical crane operation use case of logistics purposes and could be improved with the adoption of
robust registration and tracking techniques in our future work.

Keywords: mixed reality; augmented reality; digital twins; Microsoft HoloLens; industrial cranes;
human-machine interface; industrial communication; industrial internet of things

1. Introduction

Nowadays, digitalization is fundamentally and sustainably transforming the indus-
trial world. The industrial production process is moving towards “Industry 4.0” [1], which
is characterized by introducing digital twins, the digital representations of the physical
assets, processes, or systems [2].

On one hand, digital twins could empower the whole product life cycle from machine
design to development and optimization until maintenance with high flexibility and
efficiency [3]. On the other hand, the increasing amount of digital twin data within different
formats and from different resources creates a challenging context for human-machine
interface (HMI) design [4].

However, highly supportive HMIs used for operating machines and managing ser-
vices are severely lacking. Comprehensive research is needed on how to refine the infor-
mation, highlight relevant content, manage multiple access points and explore innovative
interaction methods that simplify operations, enhance safety and correct decisions. This
work, therefore, aims at exploring the possibility of creating an HMI for digital twin sys-
tems, specifically, leveraging the mixed reality technology to operate a digital twin based
industrial crane.
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1.1. Overview of Digital Twins

“A conceptual idea” of the digital twin was firstly proposed in early 2002 for product
lifecycle management (PLM) [5]. The concept contained three fundamental components:
the virtual and physical space, as well as the constant information exchange between
them. Through real-time data communication between the physical world and its digital
counterpart, digital twins were expected to play a role through the life span of a product,
i.e., development, growth, maintenance, and decline.

In 2010, the term “digital twin” was firstly adopted by NASA, where a digital twin
was envisioned in its space vehicles as part of simulation-based system engineering [6].
The digital twin was conceptualized to facilitate the probabilistic simulation of NASA’s
aerospace vehicles, as well as the integration of real-time data from different sensors
and historical data mainly for maintenance. The digital twin was also used to propose
modifications in the mission profile, whereby it was argued to reduce the potential damage
and improve the probability of the mission success.

The later years have witnessed the expansion of this term into an increasingly wide
variety of domains and contexts with different applications and objectives [2]. In some cases,
digital twins were solely used for simulation and modeling of physical assets, systems
or processes [7,8]. In other cases, they were also adopted for predictive maintenance or
future design improvement by monitoring and evaluating e.g., the inefficiency or stress
load of machinery [9,10].

A feature-based digital twin framework, proposed in [11], included nine technical
features and the integration of them through connection with the data link in the center. The
nine features, i.e., computation, coupling, identifiers, security, data storage, user interfaces,
simulation models, analysis, and artificial intelligence, marked the functional requirements
in implementing digital twins in the context of Industry 4.0. Among those, a user interface
defines show operators interact with the digital twin, thus functioning as a critical building
component of any digital twin system.

1.2. HMIs in Industry 4.0

HMIs in the Industry 4.0 context should enable or at least function as a gateway for
visualization, aggregation, and analysis of the rich data coming from different units within
an industrial internet of things (IloT) system [12]. With a modern adapted production strat-
egy applied in Industry 4.0, while the systems and processes are organized autonomously,
the machine users are expected to perceive the information that is aggregated, prepared,
and well presented by HMIs to monitor and, if necessary, give intervention to the processes
by manipulating the physical components through HMIs. To empower this, various types
of mobile devices have started to be adopted in manufacturing and production, such as
overhead displays, tablets, and smartphones, with multi-modal (gesture, voice, position)
or multi-touch interaction capabilities.

Among many HMI technologies, mixed reality (MR) is acknowledged as the forth-
coming evolution in the interactions among humans, computers and the environment [13].
Characterized by combining both augmented reality (AR) and virtual reality (VR) environ-
ments in the the reality—virtuality continuum [14], MR technologies offer new opportunities
for developing a hybrid reality with digital content embedded in the real world, and are
therefore expected to bring a disruptive transformation particularly to the manufacturing
and production industry.

1.3. Industrial MR/AR Applications

Industry 4.0 has already been witnessing plenty of applications of MR/ AR, such
as 3D visualization of a product, guidance on complicated assembly tasks, assistance
of machine/process maintenance and of hands-on safety trainings. The vacuum-pump
manufacturer, Leybold, developed an AR app for both the HoloLens and iPad platform and
leveraged it in the in-house sales activities and customer support process [15]. With the app,
users could view and explore the information on the structure and different components of
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a vacuum pump, with no additional steps of disassemblies. An “augmented smart Factory”
app was proposed in [12], through which operators could interact with a cyber-physical
system. The app could visualize the critical information of the system into virtual objects
and superimpose them directly into the real-world scene surrounding the user.

However, most of the industrial MR/ AR solutions only involved static information
visualization or one-directional data flow from machinery systems to the interface, without
enabling users to control or intervene in the physical processes or systems through MR/AR.
Along with this research gap, a standardized procedure of quantitatively evaluating the
control accuracy with MR/ AR application was also not in place.

1.4. Crane HMI Solutions

This work selected an industrial overhead crane platform with its digital twin as a
case study. Several crane HMI solutions have been presented in previous research works.
A conceptual architecture of a speech-based HMI equipped with AR technology and
interactive systems was proposed in [16] for controlling mobile cranes. The use of AR
and wearable technologies was also tested for industrial maintenance work in the crane
industry to facilitate knowledge sharing among maintenance technicians in their everyday
work [17]. An approach integrating 4D building information modeling and AR, proposed
in [18], provided users with real-time navigation for tower crane lifting operation with
enhanced safety and efficiency. An assistance system for mobile cranes leveraging AR was
developed in [19] to provide safety-related information for the crane operator. However, as
addressed in the section above, those solutions were limited to one-directional data flow
between the crane and the AR interface. In other words, AR was only used to improve data
visualization, without involving any interactive component, through which users could
directly control the crane.

The industrial crane platform in our research environment contained various practical
components of a digital twin [20], including two HMI solutions, a web-based interface [21]
and a HoloLens-based MR app [22]. Both of them enabled users to monitor and control the
crane movement. The web app was empowered by the advanced connectivity solution
leveraging a GraphQL wrapper, which served as an additional interface between the
crane OPC UA server and the client application, thus easing the cross-platform project
development and ensuring scalability. However, the web app only emulated a basic control
and monitor panel without additional features to enable an immersive or intuitive user
experience. On the other hand, the HoloLens app brought the user experience to another
immersive level, while its communication solution that relied on the WebSocket to access
the crane OPC UA server was obsolete. Furthermore, only if users started the application
every time at a specific location could the holograms be placed in a correct manner.

The limited mobility issue indicates a major challenge in MR, spatial registration and
tracking of the MR environment, which ensure the alignment between the physical and
virtual world. Registration determines the static offsets between the coordinate systems
of markers, sensors and other objects, while tracking enables continuous detection of the
object position and orientation in relation to a certain coordinate system in a real-time
manner [23]. Spatial Relationship Graphs (SRGs), representing directed cyclic graphs, can
be adopted to specify the static and dynamic spatial properties of real or virtual objects and
thus depict a high-level infrastructure of the registration and tracking environment [24].

1.5. Contribution of This Work

The review of previous research works shows a clear research gap: MR control
applications for industrial cranes were scarcely implemented, and therefore a method
of evaluating the control accuracy, and the functionalities supporting control, such as
registration of an MR environment and bi-directional data communication between an MR
interface and a physical system, were also understudied.
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This paper was built upon the master thesis of the first author [25]. The thesis proto-

typed a proof-of-concept MR crane application, integrating different functional modules
into one coherent interface. The application was featured by:

Interactivity: Real-time bi-directional interaction enabled by leveraging the most
recently developed connectivity solution of the crane digital twin platform;
Flexibility: Improved mobility enabled by leveraging tracking and registration techniques;
Immersiveness: Immersive information visualization and interaction approach en-
abled by fully exploiting the MR technology.

The main contributions of the work, tackling the limitations of previous research on

industrial MR/ AR applications and existing crane HMI solutions, are:

1.

Presenting an MR application running on Microsoft HoloLens 1 for operating a
digital twin based crane (see Figure 1);

Defining a protocol for measuring the control accuracy of an MR application with
holograms and an industrial crane (see Tables 1 and 2);

Implementing measurements on the control accuracy of an MR application for
crane operation.
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Figure 1. Setup, architecture and workflow of the prototype: The prototype consisted of two parts, namely the mixed

reality application running on HoloLens 1 device, and the overhead crane and the lab with its software system; Within

the MR application, functionalities were grouped into four modules, namely interaction, visualization, registration and

communication; Users wearing the HoloLens 1 device could interact with the crane in a bi-directional manner (i.e.,

controlling and monitoring) through the MR application under the crane wireless network.

Table 1. Protocol for the overall procedure: Unit tests were conducted 20 times, each consisting of
initial registration and follow-up measurements on two selected targets.

Test Procedure Time Allocation
Registration 20s
Test 1 Target 1 measurement 80s
Target 2 measurement 80s
Registration 20s
Test 2 Target 1 measurement 80s
Target 2 measurement 80s

repeat the unit test 20 times
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Table 1. Cont.

Test Procedure Time Allocation
Registration 20s
Test 20 Target 1 measurement 80s
Target 2 measurement 80s
Time sum 60 min

Table 2. Protocol for the unit measurement: Measurements followed the pre-defined sequence of
movements and measurement steps, with specifications on the view switch and moving direction, as
well as the time allocation for each step.

View Moving Direction Time Allocation
XY X 10s
zY V4 10s
XY X 5s
zY V4 5s

Y 10s

X 5s

XY Y 5s
X 5s

zZ 10s

Y 5s

2 Z 5s
Y 5s

Time sum 80s

2. Materials and Methods

Figure 1 depicts the prototype architecture. The setup involved two pieces of hardware,
Microsoft HoloLens 1 and the overhead crane “Ilmatar” with the lab. Accordingly, the
software setup was divided into two parts, the one for mixed reality app development, and
the software system of the crane platform.

2.1. Hardware Setup
2.1.1. Microsoft HoloLens (1st Generation)

The HoloLens 1, developed and manufactured by Microsoft, is the first head-mounted
device running the Windows Mixed Reality (WMR) platform under the Windows 10
computer operating system [26].

The see-through display of HoloLens 1 allows users to see digital content overlaid onto
the surroundings in the real world. A variety of sensors enable the device to perceive its
surroundings, place holograms in the real environment, and understand user inputs. The
2-3 h active battery life is a disadvantage for industrial use cases, but it can be compensated
by the feature of fully functioning while charging. Additionally, HoloLens 1 is equipped
with various networking technologies, among which Wi-Fi 802.11ac was employed in
the work.

HoloLens 1 is capable of understanding users’ actions in three forms: gaze tracking,
gesture input, and voice support. The head-gaze input allows users to navigate the cursor
across the environments and focus on specific holograms. Then, users can perform actions
on holograms either by gestures or voice input. Unlike HoloLens 2 that can recognize
various gestures, HoloLens 1 only supports two simple gestures, bloom and air tap, and a
composed gesture “tap and hold”. This work leveraged the head-gaze combined with air
tap and “tap and hold” gestures for user interaction.
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2.1.2. Digital Twin Based Overhead Crane “Ilmatar”

The industrial overhead crane “Ilmatar” was manufactured by the Finnish company
Konecranes, and donated to the Aalto Industrial Internet Campus (AIIC) of Aalto Uni-
versity, functioning as a digital twin based IloT platform for students and researchers to
conduct experiments on Industry 4.0 related use cases [27].

Figure 2 illustrates the three translationally moving components of the crane, namely
hoist, trolley, and bridge, with moving ranges of 3, 9, and 20 m, respectively. These
subsystems enable the crane to lift and move the load from one location to another. The
coordinates added in the figure will be used in the later section to illustrate the specifications
defined in the measurement protocol.

/Y (Hoist)

Z (Bridge)
VTC

X (Trolley)
=

Figure 2. Components of the crane “Ilmatar” (a screen capture of its Visual Component model [28]):
Three subsystems enable translational movements in three dimensions—hoist for moving up and
down, trolley and bridge for moving backward and forward.

The crane is equipped with a manual controller. In this work, we used the controller to
switch on the crane, manually move the crane in the pre-calibration and evaluation phase,
as well as activate the external control, through which external clients can communicate
with the crane via the OPC UA server (as elaborated in Section 2.2.2). The external control
is activated only when a corresponding button of the controller is constantly pressed,
and deactivated once the button is released, whereby the controller also serves as a dead
man’s switch.

Figure 3 illustrates how the crane operational environment AIIC looks like through
the screen capture of its 3D model that was created with the Visual Component software
along with a thesis work [28].

Figure 3. Layout of the lab AIIC environment with the crane inside (a screen capture of a Visual
Component model [28]).
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2.2. Software Setup
2.2.1. Software and SDKs for MR Development

We used several software tools and SDKs to facilitate certain application modules,
namely visualization, interaction, registration, or communication, as well as support the
overall development of the MR application.

¢ Unity: a cross-platform game development engine, which is used to develop 3D VR,
AR, MR, games, apps, and other experiences. In this work, it functioned as the main
platform for MR application development.

*  Microsoft Mixed Reality Toolkit (MRTK): an SDK that provides APIs to employ
different capabilities of the HoloLens for spatial coordination and input interfaces [29].
In this work, it was used to facilitate the MR input system and create interactive
components in the interaction and visualization modules of the application.

e PTC Vuforia SDK: an SDK that uses computer vision technology to recognize and
track planar images or 3D objects in real time [30]. The image registration capability
enables the application to position and orient virtual objects in relation to real-world
objects when they are viewed through the HoloLens display [31]. In this work, it was
employed in the registration module to register the space and track the device.

e  RestSharp API: a comprehensive HTTP client library that enables interfacing with
public APIs and accessing data quickly [32]. In this work, it was used in the communi-
cation module to send the HTTP request to the GraphQL wrapper.

2.2.2. Software System and Connectivity of the Crane

The software specifications of the crane platform were elaborated in [11,20,27], among
which the following three parts presented direct relevance to this work.

*  OPC UA interface and data access: The crane interface leverages the OPC UA server
for communication, which has multiple variables available for writing and reading,
such as control variables for manual and target control, as well as status variables
for radio selection and machinery of different subsystems [33]. To control the crane
through external clients, users need to be identified with an access code and then
modify the value of the watchdog parameter constantly, with the dead man’s switch
(see Section 2.1.2) in its “off” position by continued pressure from the user’s hand.

¢ GraphQL wrapper [21]: The GraphQL wrapper functions as a broker between the
client and the OPC UA server. The wrapper translates GraphQL queries from clients
into OPC UA service requests and passes them forward to the OPC UA server. The
response is also transformed into a GraphQL response.

¢  Crane connectivity: With the current connectivity solution of the crane, the external
client (in this work, HoloLens) is able to assess the crane GraphQL API and the OPC
UA server by connecting to the crane network via Wi-Fi.

2.3. Mixed Reality Application for the Overhead Crane

Figure 1 illustrates the bi-directional workflow based on the modularized architecture
of the application. On one hand, the user could control the crane through the interaction
module by either fixed target control or movable target control. On the other hand, the
user could view the instructions on how to use the application, change the interface,
and monitor the crane status through the visualization module. The registration module
registered the virtual content with the physical lab environment based on an image target
database embedded in the application and the physical image target print at the AIIC lab.
The communication module, leveraging RestSharp API, enabled the application to send
HTTP requests in the form of mutation or query to the crane GraphQL wrapper, which led
to writing or reading data into the crane OPC UA, respectively. The connectivity between
the MR application and the crane was enabled by the crane wireless network.
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2.3.1. Interaction Module

The interaction module enabled crane control through interacting with virtual balls
in the scene. There were two ways available for interaction, namely the movable target
control and the fixed target control. The main difference between the two was whether the
assigned crane target position was hooked to space or not.

Workflow of Fixed Target Control

In the fixed target control mode, there were five fixed targets, which were displayed
as five yellow 3D sphere-shaped holograms of 20-cm-diameter size, with the text “Target
1/2/3/4/5” on top of them, spreading around at the lab space. Users could select any of
them by using the head gaze combined with an air-tap gesture. Once a target was selected,
its color turned from yellow to red as an indicator of the successful commit. If meanwhile
the control condition was fulfilled, the crane should move to the selected target position.

Workflow of Movable Target Control

The movable target control mode worked similarly, with the only difference that,
instead of choosing from a range of the fixed targets, the user could drag and drop the
movable target to freely define the target location. The movable target was presented as
a 20-cm-diameter green 3D sphere, with the text “Movable Target” on top of it. Once the
target was firstly selected with a gaze and “tap and hold” gesture inputs, the sphere color
turned to red and the spatial mapping mesh showed up in the scene for enhancing users’
spatial awareness, then the user could navigate the sphere in the space while keeping
the hold gesture. Once the user committed again with an air-tap gesture, the target was
dropped and placed at a new location with its color turning blue and the spatial mapping
mesh disappearing. If meanwhile the control condition was fulfilled, the crane would
then start moving towards the target position. Figure 4 shows the HoloLens view during
movable target control.

Figure 4. HoloLens view while the user was navigating the movable target: the spatial mapping
mesh of the AIIC space captured by the HoloLens camera was also displayed in the scene, to enhance
users’ spatial awareness and reduce the risk of placing the movable target in inaccessible locations.

Development of Interaction Module

Both interaction scenes were developed with the MRTK and its input system in Unity,
which support the gaze as well as the “tap and hold” gesture inputs. When the MR
application ran, one script constantly computed the value differences between the crane
current position and the selected target position of each subsystem, namely the hoist,
trolley, and bridge. The crane trolley and bridge first moved forward /backward until
the differences were under a pre-defined threshold. Considering the operational safety,



Appl. Sci. 2021, 11, 9480

90f19

only once the trolley and bridge completed their movements did the hoist start to move
up/down until the crane finally arrived at the target location in all three dimensions.

Regarding the parameters needed for the calculation above, the crane current position
directly fetched through communication with the GraphQL server, while the selected
target position was determined by the transformation of the position from Unity scene
coordinates to the crane coordinates. The parameters in the transformation required a
pre-calibration process as follows. We first manually controlled the crane to align its hook
to each of the fixed targets, then read the crane positions from the crane GraphQL server
(eventually from crane OPC UA) as well as the hologram position of the fixed targets from
the Unity scene. Based on these, we calculated the linear relation between the positions
under the crane system in the physical world and the ones in the Unity scene. The final
scale and offset of this relation were determined by taking the average of the calculations
over the five target sets. The calculated linear relation was then used to transform the target
positions in Unity to determine the actual target positions that should be written into the
crane system.

2.3.2. Visualization Module

The visualization module enabled users to directly monitor the crane real-time status
through a dashboard, view the instructions on how to use the application, as well as adjust
the interface (MR scene) in the way that they preferred by switching on/off the toggle of
certain hologram.

Workflow of Dashboard

Figure 5 illustrates the dashboard with the crane real-time status data, which was
grouped into three sections.

¢ “Crane Status”, which included load value, sway control feature (on/off), positions and
movements of the three subsystems (for trolley and bridge: stop /forward /backward,
for hoist: stop/up/down). The data were fetched from the GraphQL server.

e  “Crane Target”, which displayed the name of the selected target (fixed target 1/2/3/4/5
or movable target) and the target position of three dimensions. The data were fetched
by reading the corresponding parameters in the scripts attached to the Game Objects of
fixed and movable targets that were selected.

e “Communication Status”, which showed if the behaviors of the watchdog, moni-
tor and control running in three different threads started, as well as displayed the
updated value and status of the watchdog. The data was fetched from the communi-
cation script.

Crane Status Communication Status

Load (kg) Sway Control Watchdog Start ~ True

-0.04 (o]} Monitor Start True

Hoist (m) Trolley (m) m Control Start False

2.87 1.942

stop stop

Crane Target
Target Hoist (m)  Target Trolley (m) Target Bridge (m)
0 0 0

No Target Selected

Figure 5. Screen capture of the dashboard from the Unity project in the play mode: the information
displayed in the dashboard consisted of three sections, the “Crane Status”, “Crane Target” and
“Communication Status”.
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In the Unity project, the dashboard as a Game Object was placed under the “HoloLens
Camera” hierarchy, meaning that the dashboard would always be displayed right in front
of users’ view at a fixed distance. This way, users could check the information easily
wherever they were moving towards or looking at.

Workflow of Instructions

In order to help new users to start, the application was empowered with interactive
instructions. When users started the application, the welcome page came first, followed by
detailed information on how to register the space. After users confirmed the completion
of the registration step, the main hologram components appeared in the scene, including
the fixed and movable targets, dashboard, and scene-switch toggles. The next page then
introduced what the those new holograms were and where they were located. From this
page, users could select the “quick guide”, which consisted of three pages showing what
users could do with the application (i.e., to monitor and control the crane, adjust the scene,
as well revise the guide). Users could also choose to skip the guide and directly start
crane operation.

Workflow of Interface Adjustment

During the instruction phase, several holograms appeared and stayed in the scene,
which provided users with components to interact with and information to view. However,
certain information and components could be redundant for the crane operation at times,
and their visibility would even potentially affect user experience.

For this reason, we introduced the interface adjustment to this prototype. With
scene-switch toggles, users could switch off certain hologram components (i.e., dashboard,
movable and fixed targets) in the default scene to clear up the view, and enable them again
any time later. Additionally, the three pages of “quick guide” could be displayed again
whenever users needed a recall on how to use the application.

Development of Visualization Module

The components in the visualization module were created with prefab Ul building
blocks from MRTK to make them visually appealing and operationally interactive. Those
building blocks, such as the collision-based buttons and toggles, were configured to have
audio-visual feedback for various types of inputs.

2.3.3. Registration Module

The registration module placed the holograms at the designed positions in the physical
environment regardless of the user’s initial location. This way, users would not necessarily
start the application from a certain place at the lab, thus benefiting from enhanced mobility
and flexibility.

Workflow of Registration Procedure

The second page of instructions guided users to complete the registration step. In this
step, users were instructed to walk towards and look closely at the image target print at the
lab wall, until a green bounding box appeared and stably aligned to the image target. The
holograms of the fixed and movable targets as well as the interface adjustment toggles then
appeared at the designed locations, which would stay even when users moved their gaze
away from the image target.

Development of Registration Module

The registration module was built with the Vuforia AR SDK in Unity, leveraging its
features of image target, device tracking, and extended tracking. Firstly, we imported the
image target database processed by Vuforia as well as the spatial mapping mesh of the lab
scanned by HoloLens camera into the Unity project. In addition, we placed a bounding box
hologram around the image target, which served as an indicator to help users understand
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if they completed the registration step successfully. Figure 6 shows the spatial mapping
mesh, holograms and image target in the Unity scene.

Image Target (Database)
with bounding box hologram

Spatial mapping mesh of the lab

Figure 6. Spatial mapping mesh, holograms, and image target in the Unity scene: the pose of the

mesh, the holograms of fixed/movable targets, and the bounding box were determined by the pose
of the image target, with the mesh functioning as a spatial reference for the scene design.

Meanwhile, we printed this image target without changing its scale and ensured that
its size matched the database size configured in the Unity project. We then fixed the image
target print to the lab next to the crane, while its corresponding database in the Unity project
was placed with approximately the same pose (i.e., both position and orientation) relative
to the spatial mapping mesh of the lab as the image target print relative to the physical
lab environment. Finally, from the HoloLens view, we checked the alignment between
the spatial mapping mesh and the surroundings in the physical world and fine-tuned the
relative pose of the image target in the Unity project accordingly. The alignment was only
required to be at an approximate level since the mesh only functioned as a spatial reference
that facilitated the process of locating the holograms. Once the scene was constructed,
the mesh was deactivated and eventually not included in the application deployed to
the HoloLens.

Figure 7 illustrates the spatial relationship in the registration setup. The HoloLens
with the device camera functioned as a tracker that constantly accessed the pose of the image
target with Vuforia extended tracking feature. The poses of holograms were pre-calibrated
with respect to the image target. By concatenating the holograms pose relative to the image
target and the image target pose relative to the HoloLens, the poses of the holograms with
respect to the HoloLens device were derived.

2.3.4. Communication Module

The communication module functioned as a gateway between the crane and all the
other modules of the application. We leveraged the RestSharp API in the Unity project to
send HTTP requests (either a query request to read data, or a mutation request to write
data) to the crane GraphQL wrapper. This way, the application could access the crane data,
which would either be read and displayed in the dashboard of the visualization module or
be written and modified by the fixed /movable target control of the interaction module.
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Figure 7. Spatial Relationship Graph (SRG) of the registration setup: we got the spatial transformation

between holograms and the HoloLens device through their relations with the image target.

Functional Components of Communication Module

Figure 8 illustrates the three functional components in the communication module.

Crane GraphQL server

Mutation ‘ ‘ Mutation | | Query
Initiate control: Set control parameters: Read selected
- Set access - Compute control crane status data
code parameters in real time
- Update - Setdirection & speed of
watchdog value each movement
subsystems

Communication Module
Crane

status
Control data Monitor

Watchdog

Function Function

Function

Communication
module status

Function start signal Selected target data Crane status data

Interaction Module Visualization Module

Selected target data (Dashboard)

Figure 8. Functional components of the communication module and data flow: The interaction

module set the execution of the watchdog function, which then sent mutation requests to the

GraphQL server for setting the access code and updating the watchdog value constantly. On the

other hand, the interaction module also provided the selected target data to the control function,

which then computed the control parameter values and sent them as mutation requests. Meanwhile,

the visualization module received constant updates of the crane status from the monitor function

through its query requests from the server, the selected target data from the interaction module as

well as the execution status of each function within the communication module.
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e Watchdog function, which enabled the interaction module by setting the initial access
code and updating the watchdog value constantly through mutation requests.

e Monitor function, which enabled constant access to the selected crane real-time data,
including all the crane status data displayed on the dashboard through query requests.

e  Control function, which enabled the interaction module by constantly modifying
the movement speed and direction of each crane subsystem, based on the difference
between the current location and the target location, through mutation requests.

Data Flow

Figure 8 also illustrates the data flow among the communication module, the other
modules of the application, and the crane GraphQL server. Within the application, the
interaction module gave the signal to call the watchdog function, and determined the target
data flowing to the control function, while the visualization module received the crane
status data flowing from the monitor function, the selected target data from the interaction
module as well as the overall communication module status, then displayed them on
the dashboard. Between the application and crane GraphQL server, both the watchdog
function and the control function sent mutation requests, while the monitor function sent
query requests to the server, which together enabled the application to exchange data with
the crane in a bi-directional manner.

3. Results

To quantitatively evaluate the application performance in a standardized process, we
defined a measurement protocol, following which we collected the actual crane position
data during 20 measurements and the two selected target position data.

3.1. Control Accuracy Measurement Protocol

The measurement protocol divided the procedure into steps and defined each step
with a fixed time allocation and operational specifications. Table 1 illustrates the overall
measurement procedure consisting of 20 repeated unit tests, each with registration as
an initialization step, followed by unit measurements on two selected targets. Table 2
illustrates the unit measurement procedure on a selected target. Each unit measurement
included a sequence of switches on the view and moving direction, with a fixed time
allocation. The X, Y, and Z in the table, as consistent with the notations in Figure 2,
represent the trolley, hoist, and bridge, respectively. The step-by-step protocol is as follows.

1.  Setup of the HoloLens and crane: The tester first switches on the HoloLens and
opens the crane MR application, then switches on the crane and activates its operation
through the manual controller.

2. Registration of the holograms: Next, the tester stays close to the image target and
looks at it until a green bounding box appears and stably aligns with the image target,
which indicates that the registration step is completed.

3. Target selection and position record: Then, the tester selects Target 1 through air-tap
on the corresponding hologram and records the target positions of the hoist, bridge,
and trolley shown on the dashboard. The same works for Target 2. Since the target
positions stay the same regardless of different registration setups, this step only needs
to be done once for each selected target.

4. Moving the crane manually to the selected target: The tester navigates the crane
with a manual controller to the selected target position, until the crane hook aligns
with the target hologram, and then records the crane actual position. This step is
an iterative process that requires observing from different views and fine-tuning
in different moving directions. The protocol defines the time allocation as well as
the sequence of the views and moving directions that the manual control procedure
should follow (See Table 2). For example, the tester first views from the XY-face,
while moving the crane along the X direction for 10 s; Then, the view should be
switched to a ZY-face while the crane is moved along the Z direction for another 10
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Figure 9. Histograms of 20 measurements: The histogram represents the actual crane position of each moving subsystem

s, and so on. The total duration of such a unit measurement sums up to 80 s. Once
a unit measurement is done, the tester reads the crane status positions of the three
subsystems from the application dashboard and records them. This step is repeated for
both Targets 1 and 2.

5. Repeat the test: The tester conducts again Step 2 followed by Step 4 for both Target 1
and 2 as a unit test, and repeats the unit test 20 times (see Table 1).

3.2. Measurement Implementation and Results

We implemented the measurements following the protocol above, and observed
the following:

e The holograms, including the bounding box around the image target and the selected
targets, at times presented location shifting during the registration step or when
manually moving the crane in a unit measurement.

e It was complicated to ensure the holograms’ alignment with the objects from the
physical world. The issues arose during the registration step between the bounding
box and the image target, as well as when manually moving the crane between the
target holograms and the crane hook.

As a result, we collected the actual crane position data from 20 measurements and the
target position data of the two selected targets. Each piece of position data consisted of
three moving direction values. Based on this, we plotted the actual crane positions from
the 20 measurements as histograms to show the data distribution (see Figure 9). In this
histogram, the x-axis represented the positions in meter, and the y-axis represented the
occurrence count of positions within a certain range. As the reference, the selected target
position was marked as a vertical dashed line in the same graph. The graph was generated
for both Target 1 and 2, as well as for each moving subsystem, namely the hoist, bridge,
and trolley. Each histogram with a reference line illustrates the differences between the
target position and the actual positions. Among them, the target positions were static,
while the actual positions in different unit measurements could vary.
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and for each of the two selected targets, which are marked in vertical dashed lines. (a) Target 1 measurement—Hoist (Y);

(b) Target 1 measurement—Bridge (Z); (c) Target 1 measurement—Trolley (X); (d) Target 2 measurement—Hoist (Y);

(e) Target 2 measurement—Bridge (Z); (f) Target 2 measurement—Trolley (X).
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4. Discussion
4.1. Control Accuracy

The measurement results suggest that the errors between the target and actual posi-
tions are within the range of 10 cm along any of the three moving directions, which are
relatively small regarding the movement range of the crane, i.e., 3 m for the hoist, 9 m for
the trolley, and 20 m for the bridge. Such a level of control accuracy is considered sufficient
for the typical crane use cases of logistics purposes, where operators move the crane to
fetch the load from and carry it to an approximate location. However, the current applica-
tion would hardly serve the assembly tasks demanding precise control. For example, the
crane use case of a heavy shrinking fit lift operation presented in [34] would require high
precision of under 0.5 mm.

The results also show a certain bias pattern in each dimension for both selected targets,
which indicates that the control error could potentially be corrected by shifting the offset of
the spatial transformation in the pre-calibration step. We interpreted the control errors as
the gap between the pre-calibrated positions of the holograms and their actual locations in
the physical space after the registration step. Stable and accurate registration and tracking
of the image target cannot always be guaranteed with the current setup, resulting in spatial
shifts of the holograms, which use the image target pose as a spatial transformation reference.

To improve the control accuracy, robust registration and tracking approaches can be
applied in future work. For instance, instead of only one image target, we can merge multiple
planar markers with different poses, and benefit from enriched registration and tracking
information, similarly as proposed in [35,36]. This way, the tracking error occurring in a
certain dimension of the space could be compensated by more accurate tracking data of
another marker. Furthermore, in case the device occasionally loses (extended) tracking
of a certain marker, tracking data from other markers could still serve the purpose. This
approach could therefore lead to reduced errors, increased effectiveness, and improved
mobility. Other possible techniques, such as using the 3D model of the crane hook to
register and track the physical hook, can also be considered in future work. Several 3D
model-based AR use cases, as presented in [37-39], have validated that the method could
boost the efficiency and reliability of the registration and tracking performance.

4.2. Usability Research

The work has reached the proof-of-concept phase of exploring the technical feasibility
of the industrial MR for digital twin based services. The research focus centered on
the technical performance of the prototype, for which we conducted control accuracy
measurements. On the other hand, one key design consideration of HMI in Industry 4.0
is to integrate users into the architecture of the cyber-physical systems [12]. Users can
be involved in every step of the HMI development loop, from conception to iterative
prototyping until the final evaluation. We acknowledge the user study as a critical part
for further HMI development, and consider accessing the usability of the interface via
the system usability scale (SUS) [40] and the workload via a NASA Task Load Index
(NASA-TLX) [41] in our future work, with similar approaches as presented in [42,43]. The
SUS is a ten-item attitude Likert scale, focusing on the measurement of the three main
aspects of usability: effectiveness, efficiency, and satisfaction. The NASA-TLX consists of
six subjective sub-scales that address different aspects of the perceived workload. Usability
research of such requires involving a number of users sufficient to obtain statistically
significant outcomes and analyzing data using proper statistical tests.

4.3. Safety Features

Presenting a huge amount of data in a digital twin in an intuitive manner is challenging
for HMI development especially when safety and situational awareness are essential [4].
MR technologies allow users to interact with digital twin data at a new level through
next-generation features and capabilities. At the same time, however, questions arise
about how MR can affect system safety. The on-site overhead crane operation environment
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in this work is a safety-critical setting. The work has taken safety into consideration
during the interface development. For instance, displaying a spatial mapping mesh of the
surroundings when users navigate the movable target hologram could enhance spatial
awareness and reduce the risk of placing the target in inaccessible locations. Other safety-
related features, such as the color-changing visual feedback when users select any target, as
well as the interface adjustment feature for changing holograms visibility and recalling the
operation guide upon demand, have also been implemented in the work. Future research
could incorporate more safety features in the MR interface, such as an operational area
indicator and a user attention director with audio-visual effects. Furthermore, systematical
evaluation could be conducted on how the adoption of MR technologies would impact the
operator performance, decision processes, and situation awareness in the crane operating
environment, following existing research frameworks like the one proposed in [44].

In human-controlled systems, dead man’s switches have been widely employed as
safety devices to ensure proper operation under life-threatening situations. In the context of
crane operation, user incapacitation whilst driving the crane can lead to serious hazards for
himself and co-workers in the same operational space. In this work, a dead man’s switch
was in use, but it was embedded in a large manual controller (see Sections 2.1.2 and 2.2.2),
which mostly requires both hands to hold it. In the future, we could adopt a portable dead
man’s switch only serving the safety purpose. To fit the MR operation practice, a dead
man’s switch can ideally be a wearable button so that users could hold it down easily
with one hand to keep the crane operable and leave the other hand for interacting with
holograms while walking around.

4.4. Latency and Responsiveness

The interface was evaluated from the control accuracy angle, which, however, only
covers the spatial performance. To integrate the temporal aspect into the loop and form a
complete quantitative evaluation, future work could include measurements on the control
latency, similarly as presented in [45]. Note that the control latency in the context of
this research can be interpreted in various ways. For instance, it can represent the end-
to-end duration between the interaction action (e.g., selecting the target hologram) and
the execution of the crane movement. Alternatively, it can also be measured by the time
difference between the execution of the HTTP request from the MR application and the
response (i.e., corresponding value change) from the GraphQL server or the crane OPC
UA nodes. Different interpretations of control latency require different evaluation setups
and methods to collect and process the data needed accordingly. Additionally, time-related
plots of the control process, which illustrate the responsiveness of operating the crane with
the MR application, could be included in future work.

5. Conclusions

Overall, this work presented and evaluated an MR interface for operating (i.e., con-
trolling and monitoring) a digital twin based overhead crane. The MR application was
developed for and running on the Microsoft HoloLens 1 device and the industrial crane
platform “Ilmatar”. Various software and SDKs were employed, including those for MR
development (i.e., Unity, MRTK, PTC Vuforia SDK, and RestSharp API), and the crane
software system (i.e., the OPC UA interface, the GraphQL wrapper, and the crane con-
nectivity solution). The application prototype consisted of the following four functional
modules: the interaction module with the fixed and movable target control features for
navigating the crane; the visualization module with the dashboard to monitor the crane
status, the instructions for beginners, and the interface adjustment feature for changing
holograms visibility; the registration module with spatial registration and tracking features
for enhancing flexibility; as well as the communication module with real-time bi-directional
data flow for enabling interactivity.

Furthermore, the work defined a protocol with a detailed procedure description and
timestamps for measuring the accuracy of using MR application to control the crane.
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Accordingly, 20 measurements were implemented on the prototype in fixed target control
mode, through which data were collected, and further analyzed and visualized. The results
indicated that the errors between the target and actual positions are within the 10-cm range
along all three moving directions, which are sufficiently small considering the overall
moving range and the logistics use cases. Additionally, the work discussed the limitations
and proposed future research directions addressing four aspects for improvement: the
control accuracy, usability research, safety features, as well as latency and responsiveness.
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