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Abstract: With the advancement of industrial intelligence, defect recognition has become an indis-
pensable part of facilitating surface quality in the steel manufacturing process. To assure product
quality, most previous studies were typically trained with many defect samples. Nonetheless, a
large quantity of defect samples is difficult to obtain, owing to the rare occurrence of defects. In
general, deep learning-based methods underperformed as they have inherent limitations due to
inadequate information, thereby restraining the application of models. In this study, a two-level
Gaussian pyramid is applied to decompose raw data into different resolution levels simultaneously
filtering the noises to acquire compact and representative features. Subsequently, a multi-receptive
field fusion-based network (MRFFN) is developed to learn the hierarchical features and synthesize
the respective prediction scores to form the final recognition result. As a result, the proposed method
is capable of exhibiting an outstanding performance of 99.75% when trained using a lightweight
dataset. In addition, the experiments conducted using the disturbance defect dataset showed the
robustness of the proposed MRFFN against common noises and motion blur.

Keywords: automated surface inspection; convolutional neural network; multi-receptive field fusion
network; lightweight dataset

1. Introduction

Towards smart factory for Industry 4.0, steel strip has become a ubiquitous material
in most manufacturing workshops. In reality, owing to external factors such as equipment
fatigue, human negligence, and external force, the steel surface may contain various
types of defects. Consequently, these surface defects potentially affect the capability of
steel products such as wear resistance, fatigue strength, and residual life [1,2], leading
to huge economic losses for manufacturers and posing a high risk to worker safety. As
such, defect recognition is an essential task for assuring product quality in manufacturing.
Traditionally, defect inspection is performed manually by experienced laborers. However,
this inspection task is time-consuming, inefficient, highly subjective, and unreliable under
the heavy workload in the high-speed production line. Specifically, inspectors can only
cover approximately 0.05% of total steel production [3], and the metal surface defects
recognition rate is about 80%, despite most of them being trained professionally [4].
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To overcome the shortcomings of human visual inspection, automated surface inspec-
tion (ASI) has drawn extensive attention from the computer vision community and the
related research has grown rapidly in recent years. This paper attempts to tackle the surface
defect inspection task on hot-rolled steel strips using a lightweight dataset. Succinctly, a
two-level Gaussian pyramid with two multi-receptive field networks is introduced. Specif-
ically, the Gaussian pyramid is applied to provide more meaningful samples for training
models, at the same time suppressing the background noises from the raw images. Then,
two pre-trained GoogLeNets [5] are fine-tuned separately, in which the shallower layers
contain higher learning rate factors to improve the convergence speed of the model, while
avoiding the training model falling into the local optimal situation. In addition, higher-level
model is employed with fewer training parameters owing to the Gaussian pyramid process.
Lastly, the prediction scores of both networks will be fused as the final prediction result.
To further demonstrate the robustness of the proposed method, several experiments were
carried out against Gaussian white noise, salt and pepper noise, and motion blur based
on the disturbance defect dataset results. In brief, the main contributions of this work are
summarized as follows:

1. A multi-receptive field fusion-based network with a two-level Gaussian pyramid is
introduced to extract more representative information from limited data.

2. The shallower layers of the multi-receptive field fusion-based network (MRFFN) are
applied with a higher learning rate to accelerate the convergence of the training pro-
cess contemporary to avoid training models falling into the local optimal. Moreover,
the higher-level model is fine-tuned with fewer training parameters to prevent the
overfitting phenomenon, an inherent limitation.

3. The proposed MRFFN achieves a pleasing performance compared with the state-of-
the-art, which was trained by a relatively larger dataset. Furthermore, the MRFFN has
shown its robustness against disturbance defect datasets, including Gaussian white
noise, salt and pepper noise, and motion blur.

The remainder of the article is organized as follows. Section 2 reviews the related
works based on defect recognition. Section 3 elaborates the details of the Gaussian pyramid
and the proposed MRFFN. In Section 4, the evaluation of the proposed method will be
presented. Section 5 reports and discusses the experimental results. Lastly, Section 6
concludes the article.

2. Related Work
2.1. Methods on Defect Recognition

Vision-based defect recognition can be loosely divided into designed-feature-based
methods and learned-feature-based methods [6]. In particular, the former can be further
separated into four types, statistical methods, filter-based methods, structural methods,
and model-based methods, according to the defects texture [7]. Typically, most scholars
indicated that the operator relied on the perception of the defects and achieved a pleasing
performance. For example, Gan et al. [8] extracted the distribution features of leather
defects, such as mean, variance, skewness, kurtosis, and lower and higher quartile values.
The authors aimed to select the most suitable features and to eliminate the redundant
information using the Kolmogorov–Smirnov test and percentile thresholding approach.
However, the experimental results indicated that the above-mentioned methods are sen-
sitive to imbalanced training data and the diversity of the defect area. Kumar et al. [9]
applied a gray-level co-occurrence matrix (GLCM) to extract the defect features of welding
and fed them into an artificial neural network (ANN) for classification. Wang et al. [10]
proposed an optimal multi-feature-set fusion with an improved random forest algorithm
(OMFF-RF), which applied GLCM and a histogram of oriented gradient (HOG) as the
feature extractors. However, this method might be easily affected by background noises.
Chondronasios et al. [11] utilized gradient-only co-occurrence matrices (GOCM) for ex-
truded aluminum profiles classification.
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On the other hand, Amid et al. [12] implemented a decision tree as the binary classifi-
cation for defect and defect-free in the first stage, and introduced a multi-class SVM with an
extended LBP-based operator to yield a sufficient performance in which the time consumed
was acceptable for steel manufacturers. Liu et al. [13] improved the efficiency of the local
binary pattern (LBP) algorithm by providing an improved multi-block local binary pattern
algorithm. Besides, Yan et al. [14] applied a completed local ternary pattern (CLTP) as the
feature extractor and adopted a binary-tree-based SVM as the classifier for weld defect
detection. Succinctly, this method requires manual coordination for complicated weld
images. On a similar note, Song et. al. [1] implemented an adjacent evaluation completed
local binary pattern (AECLBP) to eliminate the interference of noise. Nevertheless, the
experimental results showed that AECLBP is sensitive to Gaussian noise. To overcome
the above-mentioned challenge, Chu et al. [15] proposed multi-type statistical features
and enhanced twin support vector machines that are insensitive to affine transformation
in scale and rotation. In a nutshell, most of the aforementioned approaches have a great
influence on noise interference and affine transformation.

Thus far, plenty of works that adopted the concept of convolutional neural networks
(CNNs) have been developed since the pioneering work carried out by LeCun [16] in
1998. Undoubtedly, learned-feature-based methods can describe the feature automatically
with lower prior knowledge and achieve a breakthrough performance in most aspects.
For instance, Masci et al. [17] used a Max-Pooling Convolutional Neural Networks for
steel defect classification. Khumaidi et al. [18] applied CNN with the Gaussian kernel
to eliminate noises from raw data. Besides, Lee et al. [19] proposed a VGG-like model
with a class activation map to observe the explainability of the CNN and received an
outstanding performance in steel surface defect tasks. In a similar fashion, Yang et al. [20]
optimized the pre-trained VGG16 and visualized the intermediate activations of the CNN
model. In addition, He et al. [21] introduced the classification priority network (CPN)
with multi-group convolutional neural network (MG-CNN), which yielded promising
results in hot-rolled steels. However, the above-discussed work requires a large number of
training samples. Fu et al. [22] intended to improve the recognition results by fine-tuning
the pre-trained SqueezeNet structure and adopted high learning rates for shallower layers
so as to emphasize the low-level features. An analysis regarding the robustness of the
proposed method used the addition of camera noise, non-uniform illumination, and motion
blur. Furthermore, Chen et al. [23] trained three different deep CNNs and ensembled the
prediction of the models to form the final result. The proposed methodology tended to
prevail the state-of-the-art by yielding a near-perfect recognition rate. Nevertheless, the
ensemble approach brought about a fatal weakness, viz., a large computational cost. In
short, the above-mentioned approaches rely on plentiful training samples in which the
defect data are inherently limited.

2.2. Autoencoder-Based-Methods for Light Defect Dataset

Toward the advancement of computational equipment, especially in the graphics
processing unit (GPU), deep learning (DL) techniques have been widely adopted by re-
searchers and received pleasing results for defect recognition tasks [24–26]. However, a
large amount of training samples are unattainable in most situations, which will consti-
tute the overfitting phenomenon during the deep model training process. Thereupon,
autoencoder-based methods are proposed to overcome the shortcomings of DL techniques.
Besides, He et al. [27] utilized a pre-trained Inception-V4 with a group of AutoEncoders
to enhance the generalization of the model under inadequate training data. He et al. [28]
applied a categorized deep convolutional generative adversarial network (cDCGAN) to
generate mimic samples and cooperated with ResNet-18 to exploit unlabeled samples.
Unfortunately, the limitation of autoencoder-based methods has been highlighted, where a
massive amount of fake samples will exacerbate the misleading of DL models. In addition,
Gao et al. [29] improved the CNN by integrating it with Pseudo-Label (namely PLCNN)
to reduce the requirement for labeled training samples. On a similar note, Yun et al. [30]
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optimized the variational autoencoder (VAE) by a new convolutional VAE (CCVAE) to
resolve the data imbalanced problem. Le et al. [31] adopted the Wasserstein generative
adversarial nets (WGANs) for data augmentation and ensembled the pre-trained Inception
and MobileNet to deal with the issues of imbalanced and small training data. Further-
more, Gao et al. [32] adopted a GAN-based DL method to reconstruct the defect images
into higher-quality images to enhance the performance of the DL method. In short, the
autoencoder-based methods can provide more vivid samples simultaneously for a de-
noising purpose. Yet, the elapsed time for generating fake images and the diversity of
fake images should be determined in advance, otherwise it will bring counter-effect while
training the model.

2.3. Deep-Learning-Based Methods for Light Defect Dataset

The inferior performance of DL-based methods under lightweight datasets has become
a research hotspot in recent years. Although autoencoder-based methods can generate
ample fake samples for the training model, the limitations of the above methods should
also be considered. Briefly, the autoencoder-based methods still require a large number
of training samples to form a pseudo-imagination, and the generated images should also
be checked manually owing to the unstable training process which cannot facilitate the
high-speed automated inspection tasks. In recent years, numerous pieces of literature have
demonstrated the feasibility of DL-approaches in lightweight training sample tasks. For
instance, Zhang et al. [33] froze the entire convolutional layers of the pre-trained VGG16
model and fine-tuned the fully connected layers with a new dense layer to reduce the
computational load of the learning process. In this method, data augmentation techniques
are applied to expand the training data and to simultaneously enhance the robustness
of the model to the affine transformations. In addition, Tabernik et al. [34] designed a
segmentation network to capture small defects and applied 1 × 1 kernel to the decision
network as a channel reduction. The aforementioned study demonstrated a distinguished
performance against the sensitivity to the number of training samples compared with
the state-of-the-art segmentation networks. Feng et al. [35] attempted to reduce data
dimensions and noise by applying principal component analysis (PCA), and adopted
a deep neural network (DNN) to predict stainless steel defects. However, the results
indicated that the PCA pre-processing led to nonlinear information losses, which had a
deleterious influence on the training process. Furthermore, Ajmi et al. [36] implemented
data augmentation techniques, simultaneously replacing the channel substitution with
a Canny edge image and an Adaptive Gaussian thresholding image on the Weld X-ray
image dataset. This method seems to provide a great improvement for providing more
specific information to the training model. Additionally, Gao et al. [37] utilized a three-level
Gaussian pyramid to provide multilevel information and adopted three VGG16 networks
as the feature extractors. However, the experimental results demonstrated that the pre-
trained model with lower trainable parameters yielded a better performance compared
with the zero-fixed layers, which illustrates that the aforementioned method is prone
to the overfitting phenomenon in the case of inadequate training samples. Similarly,
the higher-level data contain relatively less information after applying several Gaussian
pyramid processes. Thus, the overfitting problem will be exacerbated in the higher-level
training model, which contains large-scale training parameters. To tackle this problem,
Wan et al. [38] adopted a maximum and average feature extraction module, where they
froze the first 15 layers of the pre-trained VGG19 to reduce the size of the training model.

3. Proposed Method

In this section, the principle of the Gaussian pyramid and the reason for selecting
GoogLeNet as the backbone architecture will be explained. Furthermore, the multi-
receptive field fusion-based network was proposed in which the models can learn different
information from the small dataset.
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3.1. Principle of Gaussian Pyramid

In light of the fact that data collection is limited, it is hard to assemble ample training
samples for the large-scale network. A classical decomposition method known as the
Gaussian pyramid [39] is exploited herein. The Gaussian pyramid decomposes the input
data into a lower dimensionality contemporary, suppressing the redundant noise from
the raw data. Specifically, assuming that the input image has a dimension of M × N,
the original image is convolved by the Gaussian kernel and is downsampled into lower-
dimensional images. The arbitrary pixel at spatial location (i, j) can be determined as
follows:

I(l+1)
0 (i, j) =

2

∑
u=−2

2

∑
v=−2

w(u, v)I(1)0 (2i + u, 2j + v) (1)

where 0 ≤ i ≤ M
2l , 0 ≤ j ≤ N

2l is the size of the downsampled image, and w(u, v) represents
the Gaussian window, which can be obtained by the following equation:

w(u, v) =
1

2πσ2 e−(u2+v2)/2σ2
(2)

where parameter σ2 refers to variance. Here, the Gaussian kernel is applied as 5 × 5 to
provide global information simultaneously and to retain important details for the training
model. Multiple low-pass filters are applied to extract discriminant features from high-
dimensional data and provide multiscale sub-images {I1

0 , I2
0 , I3

0 , . . . , In
0 } for the training

model, where 1, 2, 3,..., n represent the levels of the Gaussian pyramid. Here, a two-level
Gaussian pyramid is utilized to decompose the source dataset into two different resolution
sub-images, as shown in Figure 1, and the reason behind the application of a two-level
Gaussian pyramid will be discussed in Section 5.1.
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3.2. GoogLeNet-based Defect Recognition

So far, numerous novel works have attempted to utilize the deep CNN model to
better characterize the complex defect features [23,37,40], and they yielded a favorable
performance on surface defect inspection. However, these deep CNN models include tons
of weights and biases that impair the efficiency of DL approaches, as well as inadequate
training datasets. To take advantage of deep CNN contemporary and to address the
drawback of increasing the network depth, GoogLeNet was introduced by Christian
Szegedy [5] in 2015. Unlike most other deep networks, GoogLeNet implements a series of
inception modules in which the 1 × 1, 3 × 3, and 5 × 5 convolutional layers are layered
to each other to extract multiscale discriminative features. Meanwhile, to prevent the
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computational blow-up, 1 × 1 convolution layers are employed as a bottleneck before
proceeding 3 × 3 and 5 × 5 convolutions, as shown in Figure 2. Recently, GoogLeNet
has been widely adopted in various aspects and has exhibited a breakthrough recognition
performance [41,42]. In this respect, GoogLeNet seems to have a deeper, yet lighter
structure in comparison with AlexNet [43] and VGG-Net [44], which contain 6.8 million
training parameters.
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Additionally, the complex circumstances of the hot-rolled plates bring about an over-
whelming challenge to surface defect recognition. For instance, local anomalies such as
inclusion, patches, and scratches exhibit large spots or stripes, which are more conspicuous
in comparison with global defects. On the contrary, global defects such as pitted surface,
crazing, and rolled-in scale appear in a scattered manner in the form of speckles, bumps,
or cracks, which are highly difficult to detect with the model. In brief, the large diversity
of the surface defect appearance tends to be a great challenge for the feature extraction
process. Thus, this study adopted pre-trained GoogLeNet as the backbone architecture to
deal with the issues of limited data and large appearance diversity. Concisely, the details of
the pre-trained GoogLeNet structure are shown in Table 1.

3.3. Multi-Receptive Field Fusion-Based Network (MRFFN)

As it is difficult to collect sufficient defect samples for the deep network, the main
challenge in this study is to extract more significant features from limited data. Concretely,
two pre-trained GoogLeNets are adopted as the backbone architecture of the MRFFN.
Here, the input size of the level 0 model is modified to 200 × 200, which contains the exact
same resolution as the input images. Thereafter, the Gaussian pyramid downsamples the
original images into a spatial resolution of 100 × 100 pixels, providing less information
for the training model. This, however, appears to be inadequate for the deep structure like
GoogLeNet to tackle the lower resolution images. Thus, the input size of the level 1 model
is set to 100 × 100 pixels to prevent the risk of an overfitting phenomenon. Besides, the
last two inception modules (i.e., inception module 5a and inception module 5b) of the
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pre-trained GoogLeNet have been discarded to scale down the computational load of the
level 1 model. The overall framework of the proposed method is shown in Figure 3.

Table 1. The details of the pre-trained GoogLeNet structure.

Layers Filter Size/Stride Output Size Depth 1 × 1 3 × 3 Reduce 3 × 3 5 × 5 Reduce 5 × 5

Input - 224 × 224 × 3 - - - - - -
Conv 1 7 × 7/2 112 × 112 × 64 1 - - - - -

M. Pool 1 3 × 3/2 56 × 56 × 64 0 - - - - -
Conv 2-reduce 3 × 3/1 56 × 56 × 64 1 - - - - -

Conv 2 3 × 3/1 56 × 56 × 192 1 - - - - -
M. Pool 2 3 × 3/2 28 × 28 × 192 0 - - - - -

Inception 3a - 28 × 28 × 256 2 64 96 128 16 32
Inception 3b - 28 × 28 × 480 2 128 128 192 32 96

M. Pool 3 3 × 3/2 14 × 14 × 480 0 - - - - -
Inception 4a - 14 × 14 × 512 2 192 96 208 16 48
Inception 4b - 14 × 14 × 512 2 160 112 224 24 64
Inception 4c - 14 × 14 × 512 2 128 128 256 24 64
Inception 4d - 14 × 14 × 528 2 112 144 288 32 64
Inception 4e - 14 × 14 × 832 2 256 160 320 32 128

M. Pool 4 3 × 3/2 7 × 7 × 832 0 - - - - -
Inception 5a - 7 × 7 × 832 2 256 160 320 32 128
Inception 5b - 7 × 7 × 1024 2 384 192 384 48 128
Average Pool 7 × 7/1 1 × 1 × 1024 0 - - - - -

Dropout - 1 × 1 × 1024 0 - - - - -
FC - 1 × 1 × 1000 1 - - - - -

Softmax - 1 × 1 × 1000 0 - - - - -
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Succinctly, the GoogLeNet was pre-trained with 1.2 million samples from 1000 cat-
egories (e.g., animal, flower, tool, building, and fruit) and thus equipped with optimal
weights for the classification task. However, the target object herein is steel surface defects,
which have a large discrepancy to that of pre-trained samples. Hence, to better characterize
the pattern of the steel surface defects, the shallower layers of both the level 0 and level 1
models are adopted with higher learning rate factors. Here, the learning rate factors of the
Conv 1, Conv 2-reduce, Conv 2, inception module 3a, inception module 3b, and inception
module 4a are applied as 9, while the other layers remain the same. By increasing the
learning rate factors of the shallower layers, the convergence speed of the training models
can be improved while reducing the gradient vanishing problem. Furthermore, the aver-
age pooling of both models is replaced with the global average pooling (GAP) to extract
the global information of each feature map. Meanwhile, the fully connected layer of the
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original network is replaced with a new fully connected layer that has the same output as
the NEU dataset classes. Lastly, the final prediction scores can be derived by fusing both
the level 0 and level 1 network prediction results using the equation below:

si =

{
0.6y0

i + 0.4y1
i stop1 = stop2

0.5y0
i + 0.5y1

i otherwise
(3)

where stop1 and stop2 indicate the highest and the second-highest predictions scores on
the arbitrary testing image, and y0

i and y1
i indicate the probabilities of the class i defect

according to level 0 and level 1 models, respectively. In order to avoid si contains two
highest prediction scores, the weights of level 0 and level 1 models are set as 0.6 and 0.4,
while stop1 and stop2 are the same, and the explanation will be shown in Section 5.2.

4. Experimental Results

This section will introduce the experiment environment including the dataset descrip-
tion, hyperparameters, and the comparison of the result based on the NEU dataset and
disturbance defect dataset.

4.1. Implementation Details

All of the experiments were carried out on MATLAB R2021a in Intel Core i7-10700F
2.90 GHz processor, RAM 64.0 GB, GPU NVIDIA RTX 3090. In this experiment, 50 images
of each defect were randomly selected as the training data, and the remaining images
served as the testing data. Notice that the image augmentation (IA) techniques were
adopted herein to improve the performance of the proposed method under data-limited
scenarios. Based on some experimental results, image reflection operation was heuristically
selected only as the image augmentation technique to improve the training progress.
Specifically, the training samples were randomly reflected horizontally or vertically with
50% probability. The models were trained for 300 epochs with an initial learning rate of
0.0001, and the mini-batch sizes were set as 300. All of the experiments were optimized by
the Adam [45] algorithm and were repeated ten times to obtain reliable results.

4.2. Datasets Analysis

In this study, a typical steel surface defect dataset, namely Northeastern University
(NEU) dataset [1], was utilized to evaluate the performance of the proposed method.
The NEU dataset consists of six typical surface defects, viz., crazing (Cr), inclusion (In),
patches, (Pa), pitted surface (PS), rolled-in scale (RS), and scratches (Sc). In total, the NEU
dataset contains 1800 grayscale images with a spatial resolution of 200 × 200 pixels, and
approximately 300 defect images were collected in each class. The examples of the NEU
dataset are shown in Figure 4. From these examples, it can be seen that the complex
variance of the surface defects and the influence of the illumination are challenging issues
for describing the dataset.

To illustrate the complex variance of defects, Hao et al. [2] demonstrated the ratio
distribution and size distribution of steel surface defects based on the NEU-DET dataset.
Intuitively, up to about three-quarters of the surface defects were measured to have a ratio
of the long side to the short side between one to three. Meanwhile, most of the surface
defects were small in scale according to the distribution of the ratio of the defect area to
the image area. In short, these results indicated that the inter-class defects had a limited
diverse appearance. Besides, defects such as pitted surface, inclusion, and scratches contain
large differences in appearance. For instance, according to Figure 4, it is obvious that
the inclusion and pitted surface defects contained noticeable changes in their size and
grayscale. Moreover, the appearance of the scratches defect might be horizontal, vertical, or
slanting stripes. Hence, the intra-class diversity and inter-class similarity might exacerbate
the misleading of the training model.
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Furthermore, the disturbance defect dataset is constructed herein to evaluate the
robustness of the MRFFN. The interference defect dataset involves two common noises in
the actual production environment, which are Gaussian white noise and salt and pepper
noise. According to Luo et al. [46], due to the high temperature of the image sensor or the
lack of illuminance, the occurrence of Gaussian noise will occur during data collection.
Besides, the transmission error by the camera will generate random black or white points
(salt and pepper noise) and disturb the feature learning progress. Moreover, the high speed
of the production line should be considered as it may cause a motion blur effect while
capturing images. Hence, this study provides three common interference situations in the
image acquisition process, including Gaussian white noise, salt and pepper noise, and
motion blur. First, the variance of the zero-mean Gaussian white noise is set as 0.01, 0.05,
0.1, and 0.5 accordingly. Second, the density of salt and pepper noise is set as 0.01, 0.05, 0.1,
and 0.5. Lastly, the length of the motion is set as 5, 10, 15, and 20 with a stochastic angle
between 0◦ and 360◦, as shown in Figure 5. For the interference defect dataset, 50 samples
for each type of defect are randomly picked as the training samples and the remaining
samples are regarded as the testing samples.

4.3. Parametric Measures

In this section, four indicators will be introduced to evaluate the performance of the
experimental results. These indicators include the accuracy, recall, precision, and F1-score
and are often used for measuring classification tasks, and can be mathematically defined as
follows:

Accuracy = TP+TN
TP+TN+FP+FN

Recall = TP/(TP + FN)
Precision = TP/(TP + FP)

F1-score = (2 × Precision × Recall)/(Precision + Recall)

(4)

where TP, TN, FP, and FN denote the true positive, true negative, false positive, and false
negative, respectively. Accuracy can be regarded as the rate of correct prediction among
all of the tested samples. Recall can be defined as the correct prediction rate of positive
samples among the labelled positive samples, and precision is the correct prediction rate of
the true positive samples among the predicted positive samples. Furthermore, the F1-score
is reported herein to harmonize the performance between recall and precision, where value
of 1 indicates highest performance and the worst score is 0.
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4.4. Comparison with State-of-the-Art Based on NEU Dataset

Figure 6 shows the training and testing losses of the level 0 and level 1 models. It
can be seen that both networks have a high convergence speed in the first 100 epochs.
While comparing the training progress between the level 0 and level 1 models, the testing
loss of the level 0 model is much closer to the training loss. This result indicates that
the level 1 model contains a higher risk of the overfitting phenomenon owing to less
information being provided for the training model. Lastly, the testing loss gradually
stabilized after training for 100 epochs, and the experimental results indicate that the
testing loss almost remained the same during 200 to 300 epochs. Hence, this result suggests
that 300 epochs are suitable for training the models.

Furthermore, this section compares the effectiveness of the proposed MRFFN with
the state-of-the-art, which includes the ML-based, conventional CNN, and the fusion-
based method. In particular, these methods were trained by a relatively larger dataset
to better illustrate the performance of the MRFFN under data-limited tasks, and the
table of comparison is shown in Table 2. Obviously, the low-level and high-level models
obtained different performances, in which the low-level model was 0.27% higher than
the high-level model. This result indicates that some representative information was
eliminated while applying the Gaussian filter. Thus, the limitation of the Gaussian pyramid
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should be considered in order to prevent the deterioration of the training progress with
limited data. Furthermore, the level 0 model tends to prevail over methods trained by
50 or 150 samples/defect [1,24,37,47]. This result indicates that the fine-tuned structure
could better learn the meaningful features from the raw data. Furthermore, the results
of the MRFFN shows that the combination of the level 0 and level 1 models can improve
the performance of the models. The accuracy of MRFFN is 0.31% higher than the level
0 model and is 0.58% higher than the level 1 model. This shows that both networks are
complementary to each other. This result also reveals that the proposed MRFFN yielded the
best performance compared with the state-of-the-art [1,19,24,37,47]. Thus, it is convincing
to state that the proposed method is able to generate more meaningful information from
the raw data contemporary and to extract the important features effectively. Lastly, the
performance of MRFFN increased by 0.14% when applying the image augmentation
technique.
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Table 2. Comparison of results with the state-of-the-art based on the NEU dataset (%).

Method Training Sample Testing Sample Accuracy Recall Precision F1-Score

Lee et. al. [19] 210 30 99.44 - - 99.00
Xiao et. al. [47] 150 150 97.42 - - -
Song et. al. [1] 150 150 98.93 ± 0.63 97.89 97.91 97.90
Ren et. al. [24] 150 150 99.27 - - -
Gao et. al. [37] 50 250 99.26 99.26 100 99.63

Level 0 50 250 99.30 ± 0.37 99.30 99.30 99.30
Level 1 50 250 99.03 ± 0.39 99.03 99.04 99.03
MRFFN 50 250 99.61 ± 0.23 99.61 99.61 99.61

MRFFN + IA 50 250 99.75 ± 0.24 99.75 99.75 99.75

To investigate the classification results of the proposed MRFFN among six kinds of
defects, the confusion matrix is provided in Table 3. From the confusion matrix, the first row
represents the ground truth of the defect category, and the value in each column indicates
the prediction results of the proposed method. According to the confusion matrix, the
proposed MRFFN can easily recognize the patches defect, which yields a perfect precision
and recall result. Besides, the MRFFN has achieved high recall (100%, 99.6%, and 100%)
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among crazing, pitted surface, and rolled-in scale, which is challenging to detect. However,
the result demonstrates that the MRFFN gets confused by the inclusion and pitted surface
defects, in which 0.72% of inclusion samples are misclassified as the pitted surface, and
0.20% of the pitted surface samples are misclassified as inclusion.

Table 3. The confusion matrix of MRFFN + IA based on the NEU dataset (%).

Cr In Pa Ps Rs Sc Precision

Cr 100.00 0.00 0.00 0.24 0.00 0.00 99.76
In 0.00 99.20 0.00 0.20 0.00 0.28 99.52
Pa 0.00 0.00 100.00 0.00 0.00 0.00 100.00
Ps 0.00 0.72 0.00 99.56 0.00 0.00 99.28
Rs 0.00 0.08 0.00 0.00 100.00 0.00 99.92
Sc 0.00 0.00 0.00 0.00 0.00 99.72 100.00

Recall 100.0 99.2 100.0 99.6 100.0 99.7 99.75

4.5. Performance on Disturbance Defect Dataset
4.5.1. Recognition Results on the Disturbance Defect Dataset

In the real-world manufacturing process, the images captured may not be the same
as in the public dataset. For example, low luminance, different viewpoint problems, and
inevitable factors (i.e., vibration and white noise) will directly influence the quality of
the images. To further evaluate the robustness of the proposed MRFFN, the disturbance
defect dataset is utilized in this experiment as the training and testing set. Hence, this
section will discuss the robustness of the proposed method with three common interference
conditions: motion blur, Gaussian white noise, and salt and pepper noise. This discussion
will be separated into two parts: (a) the improvement of the proposed method, which is
trained by the interference defect dataset, and (b) a comparison of the results between the
conventional pre-trained DL models and the MRFFN.

Based on the results below, the proposed method trained by the original dataset
underperformed on the interference dataset. However, while retraining the model with
the noise input samples, the proposed method consistently outperformed most conditions.
According to Tables 4 and 5, MRFFN achieved a remarkable performance, with an accuracy
of over 90% on Gaussian white noise and salt and pepper noise tasks. The accuracy gaps
between each experiment were about 1% to 3%. However, the proposed method was
slightly inferior once the variance and density reached 0.3. The accuracy gaps between
variance 0.1 and variance 0.3, and density 0.1 and density 0.3 increased significantly,
implying that the inspection tasks become more arduous when the disturbance factors
become higher. Nonetheless, the proposed method works well in motion blur tasks, as
shown by the results in Table 6. In these results, it can be seen that MRFFN retains
96.33% accuracy even the motion length comes to 20 and the accuracy gaps between
each experiment are about 1%. Lastly, MRFFN with image augmentation promoted the
accuracies of the MRFFN, especially for high noises and motion blur tasks. For instance,
the performance of MRFFN increased by 2.6% in variance 0.3 task, 3.45% in density 0.3 task,
and 1.03% on motion length 20 tasks.

In addition, to visualize the classification performance on the disturbance defect
dataset, a nonlinear dimensionality reduction technique, namely t-distributed stochastic
neighbor embedding (t-SNE), was adopted to visualize the classification performance on
the disturbance defect dataset. Concretely, t-SNE reduced the data dimensionality so that
it was easier to interpret and analyze. Besides, the proposed MRFFN adopted multiple
inception modules to extract multiscale features and applied the max pooling layer to
downsample the aggregate features. Lastly, a fully connected layer was applied to extract
all of the discriminative information from the above layers. Hence, the activations of the
fully connected layer from both the level 0 and level 1 networks were applied as the feature
vectors of the feature visualization to provide a better interpretation of the activations for
the decision of interest. Figures 7 and 8 demonstrate the data distribution of the proposed
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MRFFN on Gaussian white noise and salt and pepper noise datasets. According to the
t-SNE maps, it is observed that the original MRFFN could roughly differentiate the majority
classes of pitted surface and patches defects. However, the majority classes of crazing,
inclusion, rolled-in scale, and scratches were thoroughly mixed with each other. Thus,
it can be clearly explained why the original MRFFN yielded the worst performance on
the disturbance defect dataset. On the other hand, when the disturbance defect dataset
retrained the proposed MRFFN, six clusters could be found clearly in Figures 7–9. Therefore,
these results indicate that MRFFN shows its robustness when the models are retrained by
the disturbance defect dataset.

Furthermore, the experiments were conducted to evaluate the robustness of the
MRFFN by comparing it with the other conventional pre-trained DL models, including
AlexNet, VGG16, and ResNet-18. According to Table 4, it can be seen that the recognition
accuracies of the MRFFN were 98.04% to 85.65%, while the other conventional DL models
were 96.45% to 67.24%, 97.73% to 53.35%, and 97.60% to 73.02%, respectively. Obviously,
the proposed method outperformed the other DL methods and retained an excellent
performance for the variance 0.3 task. For instance, the recognition accuracy gaps of the
DL-methods between each variance task were 4.79% to 5.79%, 5.49% to 6.86%, and 13.29%
to 33.89% accordingly, while the proposed MRFFN yielded lower accuracy gaps (2.41%,
1.84%, and 8.14%) on the Gaussian white noise tasks. On a similar note, the proposed
method had a lower sensitivity to the salt and pepper noise and motion blur compared
with the conventional DL methods, which retained an excellent performance of 87.09%
and 96.40% accuracies on the density 0.3 and length 20 tasks. To sum up, these results
indicate that MRFFN was able to learn more representative features from the limited data,
meanwhile suppressing the redundant noise from the raw data.
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Table 4. The performance of the proposed method on Gaussian white noise.

Method
Accuracy (%)

Original Var 0.01 Var 0.05 Var 0.1 Var 0.3

AlexNet - 96.45 91.48 84.62 67.24
VGG16 - 97.73 92.95 87.25 53.35

ResNet-18 - 97.60 91.81 86.31 73.02
Level 0 * 99.30 59.55 37.35 30.29 21.19
Level 1 * 99.03 76.85 47.23 37.70 20.87
MRFFN * 99.61 74.41 45.99 37.99 21.59

MRFFN + IA * - 66.08 45.04 37.29 21.83
Level 0 - 97.86 94.55 92.17 81.31
Level 1 - 97.27 94.43 91.73 83.69
MRFFN - 98.04 95.63 93.79 85.65

MRFFN + IA - 98.71 96.63 94.87 88.25
* denotes the model was trained by original dataset.

Table 5. The performance of the proposed method on salt and pepper noise.

Method
Accuracy (%)

Original Density 0.01 Density 0.05 Density 0.1 Density 0.3

AlexNet - 96.80 93.99 90.69 75.48
VGG16 - 97.15 95.49 91.36 69.94

ResNet-18 - 96.74 94.31 91.08 72.16
Level 0 * 99.30 77.43 51.58 37.92 21.09
Level 1 * 99.03 86.92 51.96 40.81 20.92
MRFFN * 99.61 84.63 53.29 39.69 20.18

MRFFN + IA * - 83.25 50.65 39.53 18.73
Level 0 - 98.83 95.76 92.52 79.57
Level 1 - 97.85 96.26 94.04 86.99
MRFFN - 98.87 97.01 94.66 87.09

MRFFN + IA - 99.31 97.87 96.41 90.54
* denotes the model was trained by original dataset.

Table 6. The performance of the proposed method on motion blur.

Method
Accuracy (%)

Original Length 5 Length 10 Length 15 Length 20

AlexNet - 97.61 96.17 95.12 93.57
VGG16 - 98.55 95.93 95.54 94.33

ResNet-18 - 98.55 96.57 95.15 94.31
Level 0 * 99.30 68.02 53.81 45.05 40.65
Level 1 * 99.03 94.03 74.85 63.31 56.19
MRFFN * 99.61 82.59 67.76 58.01 51.87

MRFFN + IA * - 79.35 67.39 58.94 53.23
Level 0 - 98.83 97.41 96.59 95.43
Level 1 - 98.64 97.51 96.78 95.50
MRFFN - 99.11 98.17 97.51 96.40

MRFFN + IA - 99.28 98.91 98.11 97.43
* denotes the model was trained by original dataset.

4.5.2. In-Depth Analysis the Impact of Various Disturbance Factors

To provide an outlook of the influence of each disturbance factor, the proposed
method’s confusion matrix on different interference datasets was provided in this experi-
ment. From the confusion matrix, the first row represented the ground truth of the defect
category, and the value in each column indicates the prediction result of the proposed
method. First, the inclusion achieved the lowest recall (79.60%) and precision (74.62%)
among the six kinds of defects based on Table 7. In the variance 0.3 subset, 5.64% inclusion
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samples were misclassified as rolled-in scale and 13.64% rolled-in scale samples were
wrongly classified as inclusion. In addition, 10.20% of inclusion samples were misclassified
as pitted surface and 5.92% pitted surface samples were wrongly predicted as inclusion.
According to Figure 7b,d, it can be discerned that the minority classes of rolled-in scale,
inclusion, and pitted surface were mixed with each other. Thus, the similarity between
inclusion, rolled-in scale, and pitted surface was exacerbated while applying Gaussian
white noise to the raw data. Furthermore, 5.96% of crazing samples were categorized as
rolled-in scale as there were “inter-class” similarity and “intra-class” diversity among the
two defects [7]. In Table 8, the overall performance of the proposed method was as similar
as the Gaussian white noise dataset. Still, the inclusion achieved the lowest recall (82.00%)
and precision (79.74%) results. In addition, the proposed method was influenced by the
“inter-class” similarity and “intra-class” between crazing and rolled-in scale defects in the
salt and pepper noise subset.

Based on the t-SNE maps in Figure 8b,d, some nodes of inclusion and rolled-in scale,
inclusion and pitted surface are very close. Hence, these results lead to misclassifying the
MRFFN among the inclusion, pitted surface, and rolled-in scale defects while applying
salt and pepper noise. Lastly, the results from Table 9 demonstrate that the models can
easily predict the crazing, patches and rolled-in scale defects since these defects achieve
high recall. On the contrary, the pitted surface defect achieves the lowest recall among
six kinds of defect. (94.12%). According to the examples in Figure 5, it can be observed that
the motion blur will stretch the pitted surface defects into long strips which look similar
to the inclusion defects. In Figure 9b,d, there are minority classes of pitted surface and
scratches, which were misclassified as inclusion class. Hence, the motion blur disturbance
factor will deteriorate the misclassification between the pitted surface, scratches, and the
inclusion defects.

Table 7. The confusion matrices when adopting the MRFFN+IA method on variance 0.3 task
containing six types of defects (%), where Cr, In, Pa, PS, RS, and Sc denote the crazing, inclusion,
patches, pitted surface, rolled-in scale, and scratches defects respectively.

Cr In Pa Ps Rs Sc Precision

Cr 90.44 0.76 0.00 2.96 2.64 0.24 93.20
In 0.40 79.60 0.00 5.92 13.64 7.12 74.62
Pa 0.04 0.00 99.20 0.48 0.00 0.00 99.48
Ps 2.44 10.20 0.56 88.00 0.84 1.00 85.40
Rs 5.96 5.64 0.00 1.60 82.48 1.88 84.54
Sc 0.72 3.80 0.24 1.04 0.40 89.76 93.54

Recall 90.44 79.60 99.20 88.00 82.48 89.76 88.25

Table 8. The confusion matrices when adopting the MRFFN+IA method on density 0.3 task containing
six types of defects (%), where Cr, In, Pa, PS, RS, and Sc denote the crazing, inclusion, patches, pitted
surface, rolled-in scale, and scratches defects respectively.

Cr In Pa Ps Rs Sc Precision

Cr 94.12 0.96 0.00 3.32 2.04 0.24 93.48
In 0.16 82.00 0.00 6.04 7.48 7.16 79.74
Pa 0.32 0.08 99.20 0.88 0.04 0.08 98.61
Ps 1.16 9.88 0.24 88.12 0.56 0.72 87.52
Rs 4.04 4.52 0.00 0.72 89.52 1.52 89.23
Sc 0.20 2.56 0.56 0.92 0.36 90.28 95.15

Recall 94.12 82.00 99.20 88.12 89.52 90.28 90.54
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Table 9. The confusion matrices when adopting the MRFFN+IA method on motion length 20 task
containing six types of defects (%), where Cr, In, Pa, PS, RS, and Sc denote the crazing, inclusion,
patches, pitted surface, rolled-in scale, and scratches defects respectively.

Cr In Pa Ps Rs Sc Precision

Cr 99.12 0.00 0.00 1.40 0.60 0.00 98.02
In 0.00 97.20 0.00 3.00 0.00 4.00 93.28
Pa 0.04 0.00 100.00 0.00 0.00 0.00 99.96
Ps 0.04 1.88 0.00 94.12 0.08 0.68 97.23
Rs 0.80 0.12 0.00 1.12 99.28 0.44 97.56
Sc 0.00 0.80 0.00 0.36 0.04 94.88 98.75

Recall 99.12 97.20 100.00 94.12 99.28 94.88 97.43

5. Discussion
5.1. The Performance of the Higher-Level Gaussian Pyramid

In the proposed method, the Gaussian pyramid can provide a multi-level of sub-
images. However, the high-level images are obtained through several low pass filtering and
downsampling processes, which implies that the higher level contains more information
loss. To investigate whether the model could extract important features from the higher
level, this section will discuss the performance of each model and fusion network. Here, the
level 1 structure was adopted as the level 2 and level 3 structures, which removed the last
two inception modules from the pre-trained GoogLeNet and applied a higher learning rate
factor for the shallower layers. According to Figure 10a, the accuracies of the individual
networks decreased as higher levels of the Gaussian pyramid were applied, the accuracy
gaps between level 1, level 2, and level 3 increased significantly, which indicates that
some important features were removed in the high level of the Gaussian pyramid. While
comparing the performance between individual networks and fused two networks, the
fused 0–1 network achieved the highest accuracy (99.61%) among the fused two networks
based on the results in Figure 10b. In contrast, the fused 0–2 and fused 0–3 networks were
0.05% and 0.37% lower than the level 0 network, and the fused 1–2 and fused 1–3 networks
were 0.24% and 0.64% lower that the level 1 network. In Figure 10c, the overall performance
of the fused three networks was lower than the level 0 network, and the accuracies dropped
significantly while applying level 2 and level 3 as the main proportions. These results
indicate that the level 2 and level 3 networks were misleading the prediction of the fusion
network. Lastly, the greatest performances of the individual network, fused two networks,
fused three networks, and fused all networks are compared in Figure 10d. It shows a
noticeable peak at the fused 0–1 network, which illustrates that the fused 0–1 yielded the
highest accuracy among all of the networks. Besides, the results of the fused three networks,
which contained larger training parameters, were not as good as the fused 0–1 network.
These results indicate that the fused 0–1 network is able to promote the performance of the
individual network, simultaneously surpassing the other large-scale fusion network. As
a result, this study utilized level 0 and level 1 of the Gaussian pyramid as the proposed
method.

5.2. The Performance of Different Fusion Weights

In Section 3.3, the equation of the final prediction result is introduced and both
networks had an average weight while calculating the final scores. This section will discuss
the performance of fusion networks under different weight circumstances. Here, the weight
of the arbitrary network decreased from 0.9 to 0.1 while the other weight increased from 0.1
to 0.9, respectively. In this experiment, all the implementation details were taken according
to Section 3.1 and by applying 50 samples from the NEU dataset as the training set. Based
on the experiment results, the level 1 models were able to enhance the performance of the
level 0 models. According to the report in Section 3.3, the level 0 models had an average
accuracy of 99.30%. Hence, the accuracy of the fusion networks was improved when
comparing the results below with the level 0 models. Obviously, once the weight of the
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level 0 models was greater than or equal to the level 1 models, the overall results of the
fusion networks was higher than the level 0 models. In Figure 11, it can be seen that the
accuracy of the fusion network was increasing when the weight of the level 0 models
decreased. The results show that the fusion network had the highest accuracy of 99.61%
when applying an average weight for both networks. However, once the level 1 models
had a greater influence than the level 0 models, the performance of the fusion networks
decreased gradually. Thus, these results indicated that the average weight was the most
conducive for improving the performance of both networks. Lastly, in order to solve the
divergent results between the fusion networks, the weights of the level 0 and level 1 models
were set as 0.6:0.4 when the final results contained the two highest scores, as it achieved
the second-highest accuracy among the other weights.
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6. Conclusions

This paper proposes a novel method to improve the automated defect inspection
on a hot rolled steel strip by introducing the multi-receptive field fusion-based network
(MRFFN). Here, the Gaussian pyramid is applied to provide more meaningful information
from the limited data. Subsequently, two lightweight multi-receptive field networks have
been proposed to learn multilevel information. Besides, high learning rate factors are
implemented for the shallower layers to accelerate the convergence of the training process
and to prevent the gradient vanishing while training the deep networks. The experimental
results based on the NEU dataset indicate that the proposed MRFFN only requires small
training samples to achieve high accuracy compared with the state-of-the-art. Furthermore,
the robustness of the proposed method has been evaluated on the disturbance defect
dataset. It can be observed that the proposed method performs significantly better in
comparison with the conventional CNN model against Gaussian white noise, salt and
pepper noise, and motion blur.

However, there are some limitations in this article. Firstly, the Gaussian pyramid
takes several low pass filtering and downsampling processes for the raw images, which
implies that the high-level images obtain relatively less information for the training model.
Thus, the performance of the training model should be considered to assure that important
features are retained in the high-level images. Additionally, the proposed MRFFN requires
two deep networks that contain a massive training parameter. Hence, it may impede the ef-
ficiency of the inspection speed and require powerful hardware for the high computational
load. Therefore, for the future, attention can be devoted to the following direction.First, the
PCA can be adopted to eliminate the redundant information from the raw data. Then, a
deformable feature extraction technique can be introduced to learn the multiscale features
to acquire a more accurate description of image content.
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34. Tabernik, D.; Šela, J.; Skvarč, J.; Skočaj, D. Segmentation-Based Deep-Learning Approach for Surface-Defect Detection. J. Intell.
Manuf. 2020, 31, 759–776. [CrossRef]

35. Feng, S.; Zhou, H.Y.; Dong, H.B. Using deep neural network with small dataset to predict material defects. Mater. Des. 2019, 162,
300–310. [CrossRef]

36. Ajmi, C.; Zapata, J.; Martínez-Álvarez, J.J.; Doménech, G.; Ruiz, R. Using Deep Learning for Defect Classification on a Small Weld
X-ray Image Dataset. J. Nondestruct. Eval. 2020, 39, 68. [CrossRef]

37. Gao, Y.P.; Gao, L.; Li, X.Y.; Wang, X.V. A Multilevel Information Fusion-Based Deep Learning Method for Vision-Based Defect
Recognition. IEEE Trans. Instrum. Meas. 2020, 69, 3980–3991. [CrossRef]

38. Wan, X.; Zhang, X.Y.; Liu, L.L. An Improved VGG19 Transfer Learning Strip Steel Surface Defect Recognition Deep Neural
Network Based on Few Samples and Imbalanced Datasets. Appl. Sci. 2021, 11, 2606. [CrossRef]

39. Adelson, E.H.; Anderson, C.H.; Bergn, J.R.; Burt, P.J.; Ordern, J.M. Pyramid methods in image processing. RCA Eng. 1984, 29,
33–41.

40. Chen, H.Y.; Pang, Y.; Hu, Q.D.; Liu, K. Solar Cell Surface Defect Inspection Based on Multispectral Convolutional Neural Network.
J. Intell. Manuf. 2020, 31, 453–468. [CrossRef]

41. Zhong, Z.Y.; Jin, L.W.; Xie, Z.C. High Performance Offline Handwritten Chinese Character Recognition Using GoogLeNet and
Directional Feature Maps. In Proceedings of the 2015 13th International Conference on Document Analysis and Recognition
(ICDAR), Tunis, Tunisia, 23–26 August 2015; pp. 846–850.

42. Singla, A.; Yuan, L.; Ebrahimi, T. Food/Non-food Image Classification and Food Categorization using Pre-Trained GoogLeNet
Model. In Proceedings of the MADiMa’16: Proceedings of the 2nd International Workshop on Multimedia Assisted Dietary
Management 2016, Amsterdam, The Netherlands, 16 October 2016; pp. 3–11.

43. Krizhevsky, A.; Sutskever, I.; Hinton, G.E. ImageNet Classification with Deep Convolutional Neural Networks. Adv. Neural Inf.
Process. Syst. 2012, 25, 1097–1105. [CrossRef]

44. Simonyan, K.; Zisserman, A. Very Deep Convolutional Networks for Large-Scale Image Recognition. In Proceedings of the
International Conference on Learning Representations (ICLR), San Diego, CA, USA, 7–9 May 2015.

45. Kingma, D.P.; Ba, J. A method for stochastic optimization. In Proceedings of the 3rd International Conference on Learning
Representations (ICLR), San Diego, CA, USA, 7–9 May 2015.

46. Luo, Q.W.; Fang, X.X.; Su, J.J.; Zhou, J.; Zhou, B.X.; Yang, C.; Liu, L.; Gui, W.; Tian, L. Automated Visual Defect Classification for
Flat Steel Surface: A Survey. IEEE Trans. Instrum. Meas. 2020, 69, 9329–9349. [CrossRef]

47. Xiao, M.; Jiang, M.M.; Li, G.Y.; Xie, L.; Yi, L. An evolutionary classifier for steel surface defects with small sample set. EURASIP J.
Image Video Process. 2017, 2017, 48. [CrossRef]

http://doi.org/10.1109/TII.2020.3008703
http://doi.org/10.1049/joe.2018.8275
http://doi.org/10.1007/s10845-019-01476-x
http://doi.org/10.1016/j.matdes.2018.11.060
http://doi.org/10.1007/s10921-020-00719-9
http://doi.org/10.1109/TIM.2019.2947800
http://doi.org/10.3390/app11062606
http://doi.org/10.1007/s10845-018-1458-z
http://doi.org/10.1145/3065386
http://doi.org/10.1109/TIM.2020.3030167
http://doi.org/10.1186/s13640-017-0197-y

	Introduction 
	Related Work 
	Methods on Defect Recognition 
	Autoencoder-Based-Methods for Light Defect Dataset 
	Deep-Learning-Based Methods for Light Defect Dataset 

	Proposed Method 
	Principle of Gaussian Pyramid 
	GoogLeNet-based Defect Recognition 
	Multi-Receptive Field Fusion-Based Network (MRFFN) 

	Experimental Results 
	Implementation Details 
	Datasets Analysis 
	Parametric Measures 
	Comparison with State-of-the-Art Based on NEU Dataset 
	Performance on Disturbance Defect Dataset 
	Recognition Results on the Disturbance Defect Dataset 
	In-Depth Analysis the Impact of Various Disturbance Factors 


	Discussion 
	The Performance of the Higher-Level Gaussian Pyramid 
	The Performance of Different Fusion Weights 

	Conclusions 
	References

