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Featured Application: The fundamental research is relevant to several applications involving
dynamic conditions in terms of of incoming image’s lightning and overall visibility of content
present in it. Some of the applications include surveillance, student authentication in online
learning environments, autonomous robotics.

Abstract: Image classification of a visual scene based on visibility is significant due to the rise in
readily available automated solutions. Currently, there are only two known spectrums of image
visibility i.e., dark, and bright. However, normal environments include semi-dark scenarios. Hence,
visual extremes that will lead to the accurate extraction of image features should be duly discarded.
Fundamentally speaking there are two broad methods to perform visual scene-based image clas-
sification, i.e., machine learning (ML) methods and computer vision methods. In ML, the issues
of insufficient data, sophisticated hardware and inadequate image classifier training time remain
significant problems to be handled. These techniques fail to classify the visual scene-based images
with high accuracy. The other alternative is computer vision (CV) methods, which also have major
issues. CV methods do provide some basic procedures which may assist in such classification but,
to the best of our knowledge, no CV algorithm exists to perform such classification, i.e., these do
not account for semi-dark images in the first place. Moreover, these methods do not provide a
well-defined protocol to calculate images’ content visibility and thereby classify images. One of the
key algorithms for calculation of images’ content visibility is backed by the HSL (hue, saturation,
lightness) color model. The HSL color model allows the visibility calculation of a scene by calculating
the lightness/luminance of a single pixel. Recognizing the high potential of the HSL color model,
we propose a novel framework relying on the simple approach of the statistical manipulation of an
entire image’s pixel intensities, represented by HSL color model. The proposed algorithm, namely,
Relative Perceived Luminance Classification (RPLC) uses the HSL (hue, saturation, lightness) color
model to correctly identify the luminosity values of the entire image. Our findings prove that the
proposed method yields high classification accuracy (over 78%) with a small error rate. We show that
the computational complexity of RPLC is much less than that of the state-of-the-art ML algorithms.

Keywords: Relative Perceived Luminance Classification (RPLC); color model; luminosity; bright;
dark; semi-dark

1. Introduction

Semi dark imagery is one of the most challenging tasks to be handled by digital
image comprehension, as low light covers a huge part of the image data acquisition of
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an environment. It has relevance to the advanced computer vision applications, such as
surveillance, autonomous vehicle [1], farmland classification [2,3], surgical instrument
classification [4], medical imaging [5], wildlife tracking [6] and so on. The capability of
the human brain for capturing visual information and processing it has evolved to see
in the dark, whereas the self-decisive nature of the AI networks is still not equipped
to process dark images [7,8]. For the starters of digital image comprehension, the basic
task is to classify the incoming image. The classification of images subjected to visibility
of the content present is very crucial, as it has the potential to reject the overhead of
processing images involving visual extremes. Visual extremes, in the context of content
visibility, appear in the forms of bright and dark images, such images reside on the opposite
sides of visual spectrums. These images are perceptually difficult to visualize and, hence,
automated applications are constrained to process such images. Extracting and eliminating
extremely dark and bright images will lead to the preservation of semi-dark images, having
visible image features for accurate subsequent processing. Image classification in terms
of visual scene visibility is accomplished by two widely used techniques, i.e., machine
learning techniques and computer vision (CV) techniques. Both techniques provide limited
functionality with perspective of highlighting semi dark images. The ML techniques
are limited in their functional discourse due to a number of factors, ranging from data
curbing nature, complexity associated with the optimizers, model overfitting issues, model
training and testing time, and so on [9,10]. Moreover, the ML methods fail to find relevance
among the digital image features, i.e., same image content may appear in all the three
conditions (dark, semi-dark and bright). The CV techniques recognizes problem of visibility
in terms of the color model being used for image representation [11]. The visibility of an
image is directly related to the luminance, which can be identified either by light sensors
incorporated in the high definition cameras [7,12–15] or by manipulating the color model
information. The weighted manipulation of an image’s hue, saturation, lightness (HSL)
color model leads to the calculation of perceived brightness/luminance of singular pixel
of image. The same concept is used for identification of visibility of image. However,
there is no well-defined procedure streamlined, so far, for the identification of an entire
image’s visibility based on luminance. Moreover, the current image classification models
classify images based on luminance into two classes (dark and bright) only [2,16]. This
classification fails to highlight the semi-dark scenes, thereby a lot of images incorporating
visual extremes become part of subsequent intelligent visual processing. This, eventually,
increases processing costs. Unfortunately, semi-dark imagery has not received enough
focus of research community as a separate entity in this domain. The image classification
based on luminance should highlight semi-dark images besides bright and dark images
using HSL color model.

1.1. Gap Analysis & Contribution

The diversity of the visual scene has high impact on the overall performance of
categorization of the scene in terms of the visibility of the image [6]. The studies reviewed
relating to the automated solutions and visual complexities are limited to controlled
visual environments [17] and restricted hardware usage, which means it is difficult to
generalize any pattern for the extreme visual interpretative frameworks. Regardless of
all the advancements made in the domain of automated image classification, the current
knowledgebase in this domain is limited in following aspects:

• Absence of literary and experimental studies relating to the semi-dark visual scenarios.
• Unknown correlating image feature for image classification/categorization of semi-

dark images in discourse of ML techniques.
• No well-defined CV classification module for classification of semi-dark images.
• Limited information of luminance based classifying thresholds in CV techniques.

To bridge this gap and classify the huge amount of existing image data representing
problem domain data, we present an exclusive study with following aspects:
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1. Literary analysis of the state-of-the-art image classifiers with respect to luminance
and their shortcomings

A critical comparative analysis of existing image classifiers mentioning the problem
domain i.e., the illumination of a visual scene. We also discuss the details of these classifiers
and their integration with the relevant image feature for image classification. To the best
of our knowledge, at the time of writing this manuscript, no study has highlighted this
issue and presented such a comparative analysis. This analysis is critical for opening future
research directions for better classification of semi-dark images.

2. Proposal of novel image classification method subjected to correlating image features

An image classification algorithm is presented subjected to the correlating feature,
i.e., relative luminance. A luminance-based classification is proposed along with the
luminance spectrums backed by manipulation of HSL (hue, saturation, lightness) color
model. These spectrums highlight moderate visual scenarios (semi-dark spectrum) for
further/subsequent optimal image processing. This helps in elimination of the visual
extremes (i.e., dark, and bright) to represent semi-dark images for subsequent processing.

3. Validation of novel algorithm named Relative Perceived Luminance Classification
(RPLC) for image classification based on image luminosity

The proposed luminance-based classification algorithm is extensively validated over
variant sized images based on the luminance spectrums. We have also comprehensively
presented the design and implementation of novel deterministic protocol based on color
model for luminance identification of image to eliminate visual extremes. The presented
research formulizes highly tunable algorithm based on simple statistical inference along
with the luminosity spectrum values for classification of the images in dark, semi-dark and
bright image labels. The benchmarking of the proposed algorithm is performed against
CNN and SVM based image classifiers.

4. Enhancement and labelling of existing datasets using RPLC

For the validation of the proposed algorithm, we extracted images from known
datasets of MS COCO [18] and ExDark [19]. After a thorough investigation of visual images,
the luminosity values were identified. These findings were further used for annotation of
existing visual data. Hence, using the proposed algorithm, we have enhanced and labelled
image datasets of MS COCO, Berkeley, and Stanford as dark, semi-dark and bright. We
have open sourced the improvised datasets for research community.

To the best of our knowledge, there is not any well-defined method presented so far
for the identification/classification of existing images based on the luminance values of
the captured visual image. The findings of this work will help in enhanced automation of
existing solutions by eliminating the visual extremes before the main working functionality
of the intelligent and automated solutions.

1.2. Paper Organization

This paper is organized as follows: Section 2 presents a detailed review of existing
literary studies relating to the visual extremes and how the visual data is related to the color
model and luminance. This section also mentions all the analytical issues of the existing
knowledge along with the gaps in the literature. Section 3 presents detailed research
settings of data collection, selection of problem related inference and the framework.
Section 4 presents all the extensive experiments for the validation and benchmarking
of proposed algorithm. Section 5 mentions the practical implications of the conducted
research. Finally, Section 6 conclude the study by putting the identified knowledge in
perspective and thereby discussing the future directions.

2. Related Work

For enhancing images to deal with low light scenarios for enhancements of the con-
trasts various techniques have been used, such as histogram equalization and gamma
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correction [13]. Some of the advanced techniques include wavelet transform [20] and
illumination map estimation [21]. For these techniques to work images are required to have
enough information of the scene, i.e., fine grained representation of the content present [13].
Consequently, all the image enhancement techniques fail to deal with the images which
incorporate visual extremes (dark, semi-dark, bright) in the scene. This evidence points
to the critical need of well-defined illumination-based spectrums to back the working
functionality of image processing method for classification of visual scenes.

2.1. Relevance of Color Models to Illumination

Over the years, brightness and luminance have been used interchangeably [11]. The
luminance is referred as the falling on the object’s surface. For the existing visual images,
luminance of a singular pixel is an achievable concept. The luminance of per pixel can
be possibly calculated using information of color model [11]. According to ITU-R BT.601
standard luminosity/luma/luminance can be used as substitution of each other, and
its relevant information is identified by weighted manipulation of the RGB channels of
the image [22]. Luma is used in known image processing algorithms as backbone for
brightness and contrast adjustment. Although the term brightness and luminance are used
interchangeably. However, there is huge difference in their mathematical interpretations.
For brightness calculation and editing algorithms employ arithmetic mean model, which
ends up calculating average of the RGB values. For luminance calculation HSV (hue,
saturation, value) or HSB (hue, saturation, brightness) model is used [11]. Another measure
of brightness is BCH (brightness, chroma, hue) model [23] which is based on Cohen’s
metrics [24] manipulation of the three relevant channel values. The BCH model preserves
all the chromatic values of the image for pixel modification for brightness. For brightness
and contrast correction a lot of different algorithms such as curves editing, TV based
algorithm, lab editing, natural choice have been used, all these algorithms are backed
by the color component manipulation by means of exponentials, means, square root and
so on [11,25,26]. Another method for calculation of illumination of the visual scene given
by ITU-R BT.601 for RGB color space with their relevant weights in overall calculation
of luminosity based on RGB pixel values. The influential relevance of color model to the
luminance analysis of the scene direct to its usage for classification of visual images.

2.2. Complex Visual Perception Applications

Visual extremes may appear in course of any type of computer aided image compre-
hension and visual decisive structures. Revolutionized automated systems are now being
witnessed in every field from industrial manufacturing of products [27], geosensing of
animals [6], astronomy [28], surveillance [29], security [30]. The current research trends are
majorly focusing on reducing the effect of factors associated with visual extremes in the
automated architectures involved in various application domains. We surveyed literature
to analyze the importance of semi-dark imagery in vision-based applications. We used
Google Scholar repository to extract articles for the analysis. The survey queries involved
keywords, “low light image”, “semi-dark image”, “dark image”, “low luminance image”.
The studies chosen were published within the timeframe of 2001 through 2021, uncovering
the fact that automation and adversaries have been topic of interest for two decades now.
The main reason of this survey is to draw attention to the applications mentioning the
effect of luminance in their working discourse. The resulting applications studies present
in literature mentioning the constrained automated functionality due to visual extremes
are presented in Figure 1.
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Figure 1. Application Domains involving Visual Extremes.

Figure 1 shows there are over ten different categories of automated applications.
Over 26% of the applications focus on the implementation of autonomous robotics and
other domains. Whereas 3–9% explicitly focus on healthcare, agriculture, marine imaging,
surveillance and so on.

Upon comprehensively analyzing these studies, we found out that despite of all
the automated applications striving to provide accurate functionalities, these systems
still lack provision of appropriate representations of semi-dark scenarios. These studies
have reported the involvement of dynamic luminance conditions as an impeding factor
which needs to be addressed. For the correct automated solutions, the incoming visual
scene should be duly analyzed for presence of illumination. The classification based on
luminance will not only help existing workflows, but it will also help in categorization
of existing data. The luminance-based classification identifying the dark, semi-dark and
bright refers to the image acquisition environment for all the mentioned applications by
representing the scenarios in which image are captured all day long in different lightning
conditions. Based on presented analysis and deductions, we hypothesize that up to 50%
of these application’s functionality involves low-light imagery which should be properly
highlighted to use the counter measures to minimize the associated consequences. This
hypothesis is further verified in Section 3.1.

2.3. Related Research Involving Visual Extreme Interpretations

For industrial vision-based applications, a detailed study conducted by Golnabi et al. [27]
represents a lot of different applications which includes automated visual inspection, pro-
cess control (for tracking different documents) in biomedical, pharmaceutical, metal finish-
ing, corrosion detection in pipes, automotive production of assembly lines. Similarly, part
identification is another domain for sorting, grading, and identifying different objects in
applications. Moreover, some robotic applications are also backed by visual manipulation
for smart guidance systems. All these systems are divided into two different categories
which are computer vision (CV) based, and machine learning (ML) based approaches.

For visual scene interpretation, CV provides a huge range of methods and algorithms.
For such interpretations all the methods at some point must deal with visual extreme where
the visual data reaches to extremely low or high light conditions. Lin [31], considered the
histogram of visual scenes and identified average difference between the movie frames.
The study incorporates the manipulation of spatial coordinates in terms of HSV color
model. For automated visual inspection of industrial material, study [32] for component
handling image acquisition and enhancement approaches are recommended along with
the usage of control systems. This study focuses on circuit board inspection and mentions
the possible presence of lightning environments in the workflow. Another study [33], tries
to detect dark objects by detecting shadows in digital image. The research mentions the
detection of visual extreme, i.e., dark, however, it does not mention the classification of the
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entire scene. The study just tries to detect apart of shadowy regions using high residual
model and reduction of mismatching around boundary region of shadowy parts by using
edge matting technique. The study is detailed and revolves around the detection of dark
regional parts.

Similarly, a lot of research is conducted over time in the domain of machine learning.
In [34], an automated pedestrian detection system is proposed, the proposed setup of the
framework uses movement analysis and a support vector machine together to detect the
moving pedestrian in semidark environments. The problem with the conducted research
is that it is trained and tested in controlled environment of lightning conditions. No
mechanism is given for automated identification of image luminance. In [35], a neural
network based approach is used for the semantic segmentation of visual scenarios including
daytime and night-time scenes. The proposed model adaptation suggests the progressive
adaptation of network to be trained on daytime and night-time scenes. The proposed
methodology exploits and transfers knowledge from daytime scenes along with large scale
annotations. The study mentions the lightning conditions in detail. However, it only covers
the external environment under controlled conditions of twilight time and dusk time. There
is no proper functionality as some handler in the form of automated solution as part of the
model itself. In [36], underwater images are exploited for the semantic segmentation of
the marine biological bodies as the underwater images can be dark in nature. The research
employs color correction along with the Deeplab V3+ which is deep learning module for
segmentation, the research emphasizes on the use of color correction but does not work on
the elimination of the luminance extremes such as dark scenes. The referred study only
enhances the incoming image using color correction method UCM. In [37], yet another
deep learning based framework is used for image dehazing as it mentions some of the
information for the exploitation and manipulation of dark color channel prior to the actual
functionality of the framework for the semantic segmentation of the images in presence of
foggy environment. It mentions the manipulation of dark color channel, however, it does
not mention any information relating to the luminance of the scene.

2.4. Constrained Core Functionality Mechanics behind Hi-End Image Classifiers

Computational manipulation of the incoming visual scene for image classification has
been topic of research for years now. High end computational machines are expected to
classify the image. However, even with high computational costs associated in classification
tasks, the end results are below satisfactory. This functionality failure is attributed to the
dynamicity (including scene luminance) of the visual environment. Over the years a
lot of research has been carried out in the domain of image classification focusing the
luminance of the image. Nevertheless, still there is absence of research and methods to
computationally classify the image based on luminance of the image. Table 1 presents a
critical analysis of conducted research in the domain of image classification, mentioning the
issue of luminance and its aftereffects on overall accuracy. The research articles included in
the literary analysis are retrieved from Google Scholar. The retrieval queries included “low
light image classification”, “semi-dark image classification”, “dark image classification”,
and “low luminance image classification”.

The critical literary analysis presented in Table 1 infers that the proper handling of
low-level features such as pixel values and color information is probable to enhance the
functionality of image classifiers. The automated classifiers struggle to classify image
if dark to low lightning condition is involved. Moreover, the state-of-the-art classifying
approaches are highly dependent on the type of environment including image acquisition
sensor and controlled lightning conditions. Finally, none of the discussed studies solves the
classification problem to label image as dark, semi-dark and bright based on the luminance
of existing image.
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Table 1. Critical Analysis of State-of-the-art of Image Classifiers.

Title Classifier Core Year Testing Benchmark Luminance
Mentions

Classification
Labels Observations

Image classification
at low light
levels [38]

• Photon limited image
correlation technique.

• Based on theoretical
predictions of the
statistics of the
correlation signal,
Fukunaga–Koontz
basis vectors

1986 Artificial character
data set

Illumination is
calculated by

means of photons

Classification
characters: A, C, D,

E, F, G, H, L, P, R

• No relevance to the
luminance calculated
by HSV color model.

Indoor-outdoor
image

classification [39]

• Classifies image
subblocks using
histograms in ohta
color space.

• Uses shift invariant
DCT.

• K-nearest
neighbor classifier.

1998
Dataset collected

and labelled
by Kodak

No mentions of
illumination

of scene
Indoor or Outdoor

• Weights are assigned
to subblocks based on
brightness values.

• Color and texture
classification.

• Fails to classify images
with night time flash
photos, hazy white sky.

On image
classification: City

images vs.
landscapes [40]

• Low level visual
features for
classification

• K-means clustering
over histograms of
low level features.

1998
VisTex database,

Images from Corel
stock photo library

Transformation to
HSV color space

Categories: forests,
mountains, and
sunset/sunrise

• Considered low level
features: color
histogram, color
coherence vector, DCT
coefficient, edge
direction histogram,
and edge direction
coherence vector

• Higher
misclassification rates
for dark images.

Application of data
mining techniques
for medical image
classification [41]

• Association rule
mining.

• Neural network using
back-propagation

2001

Mammographic
Image Analysis

Society
(MIAS) Dataset

No mentions of
illumination

Labels: Tumor
malignant,

benign, Normal

• Overcomes the effect of
brightness or darkness
by using enhancement
technique of
Histogram
equalization.

Image classification:
Classifying

distributions of
visual features [42]

• Uses visual features
present in the
luminance channel.

• Thresholded
Viola–Jones
rectangular features
(five-dimensional
descriptor)

• Probability
distribution for
feature-lists

2006 NIST tax forms
database

Classifies images
based on

luminance
channels.

Document
classification based
on the text present

in the image

• Classifies images
without OCR (optical
character recognition).

• No mentions of visual
extremes

Improving color
constancy using
indoor–outdoor

image classification [43]

• Combination of
algorithms (Decision
forest)

• Illuminant estimation
algorithms

2008 Funt and Ciurea
dataset

Based on
illuminant

spectral power
distribution,

sensor spectral
sensitivities

Indoor or Outdoor

• Controlled
environment of
conventional sensory
camera setup for low,
medium and high
wavelengths

Intelligent
Pedestrian

Detection System in
Semi-dark

Environment [34]

• Combines movement
analysis and support
vector machines.

• Uses HSV Color Model
2009 Real-time videos

were captured.

Uses information
of Luminance

channel.

pedestrian
candidates (human,

nonhuman)

• Luminance based MSR
also largely increase
the level noises.

• Controlled
environment in terms
of camera and 300 to
500 lux (in luminance)

Affective image
classification using
features inspired by
psychology and art

theory [44]

• Extract and combine
low level features for
image emotion
classification.

• Naive bayes classifier

2010

International
Affective Picture

System (IAPS)
Dataset, artistic

photographs—art
sharing

No mentions of
illumination of

scene.

Labels:
Amusement Anger
Awe Contentment
Disgust Excitement

Fear Sad

• Based on features such
as color, texture
composition and
content.

• Standard deviation is
used for calculating
contrast of light and
dark.
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Table 1. Cont.

Title Classifier Core Year Testing Benchmark Luminance
Mentions

Classification
Labels Observations

Automatic selection
of color constancy

algorithms for dark
image enhancement
by fuzzy rule-based

reasoning [45]

• Mamdani and Larsen
fuzzy inferences for
selection of best color
constancy algorithm
for enhancement of
dark images.

• Enhancement
Algorithms:
White-Patch (WP),
Gray-World (GW), 1st
order Gray-Edge (GE1)

2015 SFU Laboratory
dataset

Hardware based
controlled
illuminant

Focuses Image
enhancement.

• Rules created for
twelve image features
including seven color
and three texture
features.

• Consider only dark
images under
controlled illuminant

Dirty pixels:
Optimizing image

classification
architectures for

raw sensor data [46]

• Network on 3 sub-nets:
low-level Anscombe
network, high-level
task-specific network,
standard classification
network

2017 ImageNet
Hardware based

controlled
illuminant

Focuses
enhancement of
low-light images

rather than
classification.

• Controlled
environment for image
formation model in
terms of camera
(Nexus 5 rear camera,
Nexus 5 rear camera,
Google Pixel phone
rear camera) used and
specific ranges of
luminance (2 to 200
lux)

Contrast
enhancement of low

light image using
histogram

equalization and
illumination

adjustment [47]

• Histogram
equalization, gamma
correction to detect low
light images.

2018 -
RGB to HSV—

Luminance
based

Strong low-light
image (pixel
distribution

histogram in range
of 0 to 0.5), medium

low-light
image(pixel
histogram

distribution in
range of 0 to 0.6),

shadow effect
low-light

image(pixel
histogram

distribution in
range of 0.4 to 0.8),

• Uses only V(brightness
only) channel for
further gamma
correction and
intensity calculation.

• No mentions of image
data used or camera
used for image
acquisition.

• Covers low light only
without considering
dark and bright images
(Constrained
experiments)

Multispectral
RGB–NIR image

classification using
double channel

CNN [48]

• Double channel CNN:
RGB-CNN and
NIR-CNN

2019

RGB-NIR dataset,
National

Agriculture
Imagery Program

(NAIP) dataset

Hardware based
solution for

handling low
light imagery

conditions.

Categories: country,
field, forest, indoor,

mountain, old
building, street,

urban, and water

• Controlled
environment of
modified SLR cameras
using visible and NIR
filters.

A
Smartphone-Based
Application Using
Machine Learning

for Gesture
Recognition: Using
Feature Extraction

and Template
Matching via Hu

Image Moments to
Recognize

Gestures [7]

• Preprocessing step
includes separating
object pixels from
background, binary
conversion,
morphological
operations, contour
retrieval.

• Template matching for
gesture classification.

2019 -
Hardware based

luminance
calculation

8 hand gestures

• Controlled
environment backed
by
smartphone-integrated
light sensor to calculate
brightness level.

Image classification
in the dark using

Quanta Image
Sensors [49]

• Student–teacher
learning network for
low light image
classification solution
using Quanta Image
Sensors (QIS)

2020
Stanford

background,
Imagenet

Hardware based
illumination

calculation based
on projected

photons

Animal
classification in

dark images.

• CMOS image sensors
are used with at least
tens of photons per
pixel.

• Controlled sensory
environment (iPhone
camera).

SAR target
classification based

on radar image
luminance analysis

by deep
learning [50]

• Synthesis aperture
radar (SAR) target
classification using
Deep Learning (Neural
Networks)

2020 MSTAR dataset

Hardware based
luminance

information
distribution

SAR target
classification

• Controlled sensory
environment.

2.5. Analytic Issues in Current Research

The existing research encompassing the visual extremes is found to be limited in the
functionality as the conducted research limits the working environments of the subsequent
workflow by limiting it to certain camera types used, and certain range of luminance falling
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range. To the best of our knowledge, there has not been any well-defined approach for the
luminance identification of the image after its captured. The issues exist in the literature
and appear to be handled by the image processing enhancement techniques by controlling
the image acquisition environment which requires human intervention. Additionally, the
existing knowledge does not mention definite spectrums for the identification of visual
complexities in terms of dark, semi dark and bright images. This results in the glaring
unavailability of image datasets which can be referred to deal with such problems. Research
for filling these gaps is expected to present simplistic and yet deterministic approach for
classification of images based on visual complexities along with the luminance spectrums,
which would be a huge contribution for future research.

3. Materials and Methods
3.1. Dataset Formation Protocol

The research on extreme visual scenarios has been slower than most of the other
problem areas of machine learning and deep learning. The dataset identification for
verification and validation of proposed algorithm is the most crucial part for which two
factors have been considered. First, the imagery data encompasses most of the visual
extremes as well as moderate scenarios including semi-dark images along with dark and
bright scenarios which occur on the opposite sides of visual spectrums. Second, the
identified data covers variant sizes of images as the algorithm should have deterministic
performance as the incoming data, depending on the image capturing device, is expected
to vary.

To successfully conduct the presented research, we have extracted images from two
known datasets, i.e., MS COCO and ExDark datasets. ExDark Dataset includes images
captured in different lightning conditions ranging from ambient to twilight. The dataset
includes exclusively dark and semi dark images, so it does not include bright images. To
include images residing over the bright side of light spectrum, images are extracted from
MS COCO. The extracted images are then combined and passed to two independent human
annotators in the loop to annotate the images based on the visibility of content present in
the image in accordance with the relative luminance spectrum. The annotation protocol is
set by using the display screen of Dell G7 (model: 7590) laptop with resolution 1920 × 1080
and refresh rate 144 Hz. The screen is kept at 90 degrees with highest brightness of 100%
approximating the luminance value up to 300 nits. All the human subjects were seated
450 mm–700 mm apart from the screen with viewing angle of 5◦–15◦maintaining the perfect
ergonomic setup [51]. The annotated images are further matched and only the similar
labelled images by all three annotators are included in further experiments to reduce
the chances of subjective image annotations. The detailed image dataset development
protocol is presented in Figure 2. Finally, for the confirmation of deterministic nature of the
algorithms under consideration, two different sets of images with variant number of total
images are created.

This data formation protocol provided basis for the RPLC, after a comprehensive
benchmarking analysis we proposed luminance-based classification of existing images
explained in Section 3.3 and Algorithm 1. Using the explored facts and figures, we also
present enhanced image datasets. The image datasets including MS COCO [18], Berkeley
(BSDS-500) [52], Stanford (SBD) [53] are enhanced in terms of dark, semi dark and bright
image labels using RPLC. The overall image divisions of these dataset representing the
image labels according to RPLC are shown in Figure 3.
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The pie charts presented in Figure 3a–c represents the percentages associated to each
label and the images present in the respective image data set. The percentages validate the
hypothesis that up to half of the imagery data comprises of semi dark scenarios which shall
be further processed according to the relevant strategies minimizing the effect of correlating
features of semi dark imagery which result in overall degradation of automated solution.

3.2. Problem Centric Rationale Discretion

The classification problem of image identification is based on the visible light spectrum.
The visible light spectrum comprises of three different colors, i.e., red, green, blue. For the
manipulation of these visual colors, a lot of different color coordinate systems have been
used over time depending on the nature of problem to be solved. The problem relating to
brightness is closely related to the correct use of these color coordinate systems. The color
coordinate system representing the brightness is basically an alternative representation of
RGB color model as perceived by the human eye. The color coordinate system used as the
core for manipulation of RGB pixel values is hue, saturation, lightness (HSL) [54]. The HSL
color model imitates the perceptual color model such as Natural Color System [55]. The
color model helps in identification of each pixel of the image. Second challenging factor is
to identify the statistical method that retains the consistency of the image lightness and
decides the accurate ranges for the classification of Dark, Semi-dark, Bright spectrums
based on the perceived lightness of the scene. Initially we attempted to use arithmetic mean
of luminosity of pixel values. However, the results of classifications were contradictory
to our expectation for the classification. The reason being incorrect inference chosen for
the luminosity identification of the image as arithmetic mean neutralizes all the calculated
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values around the mean value. To assign the image label we then chose inference based on
the counters to retain pixel value track of the entire image. Finally, the respective counter
having maximum value becomes the image label.

3.3. Inference Core of Luminance-Based Classification

For luminance-based classification as mentioned in section ‘Experimental Setup’, HSL
color model is used which allows the lightness calculation of the visual data that is in form
of RGB values. For the calculation of perceived lightness of the scene, the values of visible
light spectrum falling in electromagnetic spectrum are manipulated and observed for the
illumination identification. As the light spectrum comprises of different wavelengths of
colors including RGB residing in the visible light spectrum as seen in Figure 2, the same
color intensity values of the scene as projected by the camera sensor. These color intensities
are converted and calculated for further lightness calculation of the captured scene. The
HSL color model identifies pixel luminosity based on Equation (1), we further divide this
formula with 255 to keep the luminance value of the pixel in range of 0–1; 0 being the
darkest and 1 being the brightest value of the pixel.

RL = RL =
0.2125× R + 0.715× G + 0.072× B

255
(1)

RL represents the relative luminance of the image pixel being processed. The weights
associated to each color channel in Equation (1), are derived from the HSL color model’s
details for the calculation of single pixel luminosity. The luminosity calculation is backed
by the Photometric/digital ITU BT.709 standardized parameters for conversion of RGB
values into respective luminance. The equation refers to luminosity function represent-
ing the perceived lightness of the visual scene. The contributors of the lightness have
following order green, red and blue, i.e., green component contributes the most whereas
blue component contributes the least. Generally, all the associated chromaticity is positive
co-efficient which result in RGB to Luminance conversion transformational base. Based
on the identified pixel values we performed extensive analysis over the annotated image
dataset to finally propose and present the identified spectrums for Dark, Semi-dark and
Bright in terms of luminosity of the image.

Figure 4 presents the idea of the electromagnetic spectrum and its part of visible light
on top of the visible light spectrum we present novel spectrum identifying the ranges and
thereby, these ranges can be used to eliminate visual extremes such as dark and bright.
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Based on the identified spectrums we further propose a well defined framework
for the classification of existing image data into different categories as suggested by the
thresholds. The novel algorithm working at the backend of framework is discussed in
Proposed Algorithm 1.

Proposed Algorithm 1: Relative Perceived Luminance Classification

Algorithms 1. Relative Perceived Luminance Classification

Input: An image I of N pixels and spectrum thresholds ϑDS and ϑSB .
Output: luminance-based label L on image I.
1: Pass I with dimensions H ∗W ∗ C
C → Number o f color channel
C ∀ I → 3
2: Split I into three multidimensional arrays

H ∗W ∗ R
H ∗W ∗ G
H ∗W ∗ B

Where H represent height, W represent width and R, G, B represent color channel values.
3: Initialize counters D, SD, B
4: for each pixel P in IRGB
5: Compute relative luminance RL

RL =
w1 R+w2G+w3 B

255
w1, w2, w3 are weights associated to R, G, B pixel components of the image.

6: if RL < ϑDS
7: D + = 1
8: end if
9: if RL < ϑDS && RL > ϑSB
10: SD + = 1
11: end if
12: if RL > ϑSB
13: B + = 1
14: end if
15: end for
16: Check counters D, SD, B for maximum value.
17: Label I with L based on maximum value of counter.

The algorithm starts with prior information of existing image and the proposed
spectrum details as thresholds ϑDS and ϑSB, where ϑDS is threshold between Dark and
Semi-dark spectrum and ϑSB is threshold between Semi-dark and Bright spectrum. For
every image pixel having dimensions H ∗ W ∗ 3, 3 being the color channel information
every image is iteratively processed for pixel luminosity identification. Here the dimen-
sions of the image explicitly represented by ‘H’ being Height, ‘W’ being Width and ‘3′

represent the associated color channel (RGB) information for further pixel manipulations.
For the luminosity calculation, Relative Luminance (RL) calculation formula presented
in Equation (1) is employed. According to the identified luminosity of pixel, it is further
checked for the criteria of each class (according to the threshold) relevant counters are in-
creased. Finally, the counter with the highest count decides the image label and the resultant
is turns out to be the same image with a label, i.e., Dark, Semi-dark, Bright (D, S, B).

The proposed thresholds highlighting the Semi-dark spectrum, besides Dark and
Bright, are identified by extensive experiments. The experiments were conducted on
different sizes of image datasets to come up with the optimized thresholds for RPLC.

Figure 5 represents accuracies obtained for different tuned thresholds, which led to
the identification of final thresholds representing Semi-dark image spectrum.

3.4. Counter Mechanisms for Equalities and Adversaries

The RPLC drives on simplistic approach of the pixel manipulation to reject the visual
extremes residing on the either side of the visual spectrum. For the rejection of visual
extremes relative luminance of each pixel is computed. The identified thresholds are then
compared for each pixel and relevant counters are updated. For the visual scenarios where
the counters of two different labels are approximately the same refer to the conditions
with equalities. The equalities may appear in image label counters where either the image
content is visible, i.e., images close to Bright spectrum or the image content not visible
enough, i.e., images close to Dark spectrum. In such scenarios, RPLC picks up image label
on random from either of the two labels. This random picking reduces the probability
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of getting incorrect label by 50%. The relevant proceeding mechanisms shall be than
employed to deal with dark, semi-dark or bright images.
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Another aspect of implementing RPLC is handlers for adversaries, the simplistic
approach is susceptible to the additional noise in the incoming image. The end results can
be affected by the addition of simple noise, as the counter mechanism for such conditions
RPLC can be accompanied by the image denoising techniques. The image denoising is
suggested as the entry stage before the RPLC takes control for the image classification.
The incoming images should be filtered before the RPLC iteration. To deal with noises
and maintain local image information wide range of denoising techniques are proposed in
literature including averaging, median and adaptive filtering techniques. The filtering and
denoising technique shall be identified by the nature of the application and its associated
noisy images. The critical applications should first remove instances of noise and then pass the
filtered images for classification of images based on their luminance and visibility of content.

4. Comparative Analysis of RPLC with CNN through Experimental Validation
4.1. Comparative Pipelines for Image Classification

The experimental validation and benchmarking of the proposed algorithm is achieved
by comparing it with the state-of-the-art image classification approaches of convolution
neural network (CNN) and support vector machine (SVM). The validation is based on the
extensive study of comparison of our proposed algorithm. The experimental study included
huge number of iterations for identifying the thresholds as represented by Figure 3. After
threshold identification for validation, we kept in mind criteria such as size of dataset,
image size (in terms of image resolution). The pipeline for image classification used by
CNN, SVM, and luminance based algorithm is shown in Figures 4–6 respectively.

Figure 6 represents the graphical visualization of the CNN model that has been used
for the classification of image in Dark, Semi-dark and Bright categories. The convolutional
layer and maxpooling layers used in the pipeline serves the purpose of reducing the spatial
size of the incoming image and captures the small details of the scene and tries to decrease
the computational power required to process data. The layers used in the CNN helps in
extraction of dominant features. Another group of these layers including convolutional,
dropout and maxpooling with stride 2 × 2 stride is used to capture low level details even
further and finally Dense layer is used to make final prediction about the incoming image
in the form of three classes, i.e., Dark, Semi-dark, and Bright.
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Figure 7 represents the graphical visualization of SVM pipeline. The incoming image
having the label, i.e., Dark, Semi-dark, Bright, is converted into arrays and preprocessed to
retain a uniform image size to avoid mismatched image size classification problems. The
image dataset is divided into training and testing sets, the SVM classifier is trained and
subsequently used for the prediction of image labels.
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Figure 8 represents the graphical visualization of the RPLC algorithm. The image is
manipulated based on the pixel intensities counter are set and updated according to the
presence of pixel intensities in terms of Dark, Semi-dark, and Bright. The counter having
the highest value is finally taken as the image label.
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4.2. Preparation and Experimental Setup

For experimental setup, the image data is prepared in two different set of images
along with the annotations representing Dark, Semi-dark and Bright images. The two sets
comprise of a total of 300 and 900 images, vice versa. These set of images, as mentioned
earlier, are extracted from ExDark dataset and MSCOCO dataset, both these datasets
comprise of variant sized images. To handle the variability of image sizes we considered
two different scenarios representing the size of images. The scenarios under consideration
are rescaled versions of the images. The first scenario with resolution of 100 by 100 size, and
for the second scenario scaled version of 640 by 640 is considered with the zero padding.
The addition of zero padding is employed, so that the stat of the art approaches used for
validation, i.e., basic CNN and SVM obtains the same size of images of training, testing
and validation. However, our proposed algorithm, implying minimum conditions for
classification, can classify the images as they appear with whatever the resolution of image
is given as input. In addition to that, the proposed algorithm is robust and simplistic
enough to work with small amount of image data and large amounts as well. Whereas, for
basic CNN to work, we divided the images set in further subsets for training, testing and
validation sets. The subsets for image set having a total of 300 is divided into 225 images
for training, 45 images for testing, and 25 images for validation set each. The subsets
for image set having a total of 900 is divided into 675 images for training, 135 images
for testing, and 90 images for validation set each. To increase the dataset size for CNN
training to infuse versatility and better training, python library Keras has been used. The
ImageDataGenerator method provide by Keras applies data augmentation steps to increase
the dataset size and thereby integrates versatility in the network. The data augmentation
strategies are applied on all the phases training, testing and validation such that the
augmented training images do not vary with a huge margin as compared to the testing and
validation images. The augmentation applied on all—training, testing, and validation—
maintains the uniformity throughout the experiment. For the augmentation, image pixel
normalization is employed to standardize pixel values for fitting and evaluating the CNN.
Augmentation methods such as vertical shift, horizontal shift, shear, zoom, and horizontal
flips are used. The resultant augmented dataset size is ≈21,600 images, based on the actual
number of samples divided by the batch size for the network, i.e., 900/15 equals 60 images
per epoch and the total epochs are 60. Moreover, we have six different augmentation
operations, the final number of images becomes approximately equals 60 × 60 × 6 images.
Finally, for SVM the dataset is divided by ratio of 60:40 implying 60% images for training
and 40% images for testing for both dataset sizes. For experiments, google collab has been
used with the device type ‘CPU’ and memory limit of 268,435,456 to process the images.

4.3. Benchmarking Analysis

Following the discussed experimental setup, for the validation of RPLC we tested the
classification accuracy against basic CNN, support vector machines (SVM). The proposed
classification is backed by extensive experimentation for identification of luminosity thresh-
olds based on the annotated dataset images in terms of Dark, Semi-dark and Bright images.
After a lot of considerate and meticulously organized experimentation, we introduced the
thresholds in form of luminosity spectrums for Dark, Semi-dark and Bright spectrums. The
presented spectrums are 0–0.09 for Dark, 0.09–0.47 for Semi-dark, and 0.47–1 for Bright, as
shown in Figure 4. For the basic CNN and SVM classification, the requirement is annotated
data for classification startup. Whereas, for RPLC the only requirement is prior knowledge
of predefined thresholds of each spectrum.

The experiments for validation and benchmarking included two scenarios of different
image dataset sizes. For the first scenario, where the dataset size under consideration was
300, Table 1 shows the comprehended accuracies and related logistics.

Table 2 presents the accuracies obtained by basic CNN, SVM and luminosity based
classification. For Basic CNN, the epochs used are 60, optimizer used is ‘adagrad’ and
batch size is 15, whereas images sizes are kept 100 by 100 and 640 by 640. For SVM the
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optimizer used is ‘Linear’ along with the images of sizes 100 by 100 and 640 by 640. For
luminosity-based classification there are minimal requirements are imposed and image
sizes considered for experiments are 100 by 100 and the actual image size. The accuracy
obtained by the CNN is 73.3% for training and the validation accuracy is 64.4% for image
sizes of 100 by 100 whereas it is clearly seen that training loss is 56% and validation loss
of the network is 100%. Similarly, CNN performance for image sizes of 640 by 640 is not
any better. The accuracy is 53% and validation accuracy is 71.1% along with the training
loss of 83% and validation loss of 100%. The acquired accuracy cannot be trusted for the
classification as the losses associated are high which means there is high probability of
getting incorrect results. As these classifications can be part of sophisticated and crucial
image based applications, we cannot allow this much high error rate to propagate further.
The Classification accuracy attained by SVM is 72.5% for image sizes 100 by 100 and 73.3%
for image sizes 640 by 640. The accuracy is better than CNN. However, annotations and a
high training cost are involved with the usage of SVM. The accuracy obtained by RPLC is
78% for image size of 100 by 100 and the accuracy obtained for actual image size is 77%.
The obtained accuracy deduces the algorithm is highly predictable and consistent in nature
even for various image sizes.

Table 2. Performance Comparison of RPLC.

Scenario
ID Classifier Epochs Batch

Size Image Size Dataset
Size Optimizer/Kernel Accuracy Loss

1 Basic-CNN 60 15 100 × 100 300 adagrad Acc Val_Acc Loss Val_Loss
73.3% 64.4% 56% 100%

2 Basic-CNN 60 15 640 × 640 300 adagrad Acc Val_Acc Loss Val_Loss
53% 71.1 83% 100%

3 SVM 100 × 100 300 Linear 72.5% -

4 SVM 640 × 640 300 Linear 73.3% -

5 RPLC - - 100 × 100 300 - 78% -

6 RPLC - - Actual
image size 300 - 77% -

Table 3 presents the accuracies obtained for image dataset of size 900 images. With
the similar CNN architecture and hyperparameters as used earlier, the accuracy turn out
to be 40% training accuracy and validation accuracy of 70% of image size of 100 by 100.
Classification accuracy for image size 640 by 640 is found to be 66.7% whereas validation
accuracy turns out to be 75.5%. While the losses associated are again witnessed to have
higher in numbers as compared to the accuracies obtained. Similar CNN architecture
with added data augmentation features to increase the dataset size is trained to check the
resultant accuracy and associated losses. The data augmentation involved rescaling, width
shifting, height shifting, shear, zoom and horizontal flipping. The rescaling range is set
to 1/255, width and height shifting are made up to 10% by setting the argument value
to 0.1. Similarly, zooming and shearing of 10% is employed. Finally, horizontal flip is
also employed in the augmentation process. This makes up to six different augmentation
processes. Using this data augmentation scheme. The CNN was trained for two different
image sizes, i.e., 100 by 100, and 640 by 640, the resulting accuracies turned out to be
60% accuracy and 73% validation accuracy for image size 100 by 100. Whereas, for image
sizes 640 by 640 the obtained accuracy is up to 66% and validation accuracy is 68.8%. The
associated losses in both the scenarios are still very high. The accuracy plots are further
discussed for detailed analysis in Figure 7. The resultant accuracies of SVM are higher this
time, it retains accuracy up to 85% for both the scenarios involving different image sizes.
The ML classifiers (CNN and SVM) used for the experimentations are highly dependent
on the annotated data and training phase is slow [39]. For the addition of even a single
class in these models entire retraining is required [42]. However, for RPLC does not impose
prior restrictions for classification. The proposed algorithm RPLC keeps its accuracy intact
and drops by a smaller margin and still retains accuracy up to 75.7%. The performance
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accuracy stats presented in Tables 1 and 2 infer that the proposed algorithm is deterministic
in nature for classification of images and is highly predictable having well-defined and
simple protocol to follow for classification of dynamic images. The dynamicity ranges for
variant image sizes and number of images to be classified.

Table 3. Performance Comparison of RPLC.

Scenario
ID Classifier Epochs Batch

Size Image Size Dataset Size Optimizer Accuracy Loss

7 Basic-CNN 60 15 100 × 100 900 adagrad Acc Val_Acc Loss Val_Loss
40% 70% 100% 100%

8 Basic-CNN 60 15 640 × 640 900 adagrad Acc Val_Acc Loss Val_Loss
66.7% 75.5% 76.06% 97.7%

9 Basic-CNN 60 15 100 × 100
≈21,600 with
augmentation adagrad Acc Val_Acc Loss Val_Loss

60% 73% 81% 100%

10 Basic-CNN 60 15 640 × 640
≈21,600 with
augmentation adagrad Acc Val_Acc Loss Val_Loss

66.7% 68.8% 85.2% 100%

11 SVM 100 × 100 900 Linear 85%

12 SVM 640 × 640 900 Linear 85%

13 RPLC - - 100 × 100 900 - 75.7% -

14 RPLC - - Actual
image size 900 - 75.6% -

We further discuss in detail the possibilities and consequences of CNN being chosen as
the backbone for the classification of visual data including visually extreme environments.

Figure 9a–f presents the accuracy plots for training and validation of the CNN for
different scenarios.
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For the experimental setup and CNN architecture construction the python library that
has been used is Keras and Tensorflow. Generally, for assessing the network performance
the criteria are with increasing epochs the accuracy should be increasing whereas the loss
is expected to decrease to ensure that network is working optimally. All the accuracy plots
presented in Figure 7 shows differing facts about the network performance. The network
performance is fluctuating with the increasing epochs and the losses reach to 100%, as
mentioned in Tables 2 and 3. This means the network is not performing as desired and for
such situations the network is usually overfitted, and it is highly likely that such networks
result in misclassified results when any new data is classified.

Table 4 shows some of the detailed results of images along with the inferences as ac-
quired by the network and their actual or correct label as annotated by the human annotator.

Table 4. Classification results of Basic CNN under Different Scenarios.

Scenario ID Correctly Classified Incorrectly Classified

1
(Basic CNN—Image

size 100 by 100, Dataset
size 300)
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Table 4 shows the experimental results of CNN and with increasing resolution simi-
lar images are witnessed to get correct classification results by the CNN. The reason of 
such altering results is absence of coherence between the input features. CNN seems un-
able to decide the correct class labels for low resolution images (refer 3rd and 4th row in 
Table 4). For scenario Id 7, the Dark images, as annotated by an expert, are misclassified 
to be Semi-dark images, whereas the same images are classified correctly if the network 
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decide the correct class labels for low resolution images (refer 3rd and 4th row in Table 4).
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dark images, whereas the same images are classified correctly if the network is trained
over high resolution images with the same image labels. This uncovers the fact that with
increased resolution of images along with higher training times, CNN performs differently
as opposed to the network trained on the low resolution images.

Table 5 shows the classification results of RPLC for the similar images as reported
by CNN.

Table 5. Classification results of RPLC.

Specification of
Luminance-Based

Algorithm
Row ID Correctly Classified Incorrectly Classified

Luminance
spectrum values

Dark 0–0.09
Semi-dark 0.10–0.47

Bright 0.48–1,
Actual Image Size

1

Bright
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The numeric forms of the confusion matrices obtained from the experimental vali-
dation were converted in percentage forms for the sake of uniformity in argument. In
Figure 10a the percentage of correctly classified images is about 66.76%, whereas incorrectly
classified images are up to 33.33%. For Figure 10b the percentage of correctly classified
images is 80% and incorrectly classified images hold 20%. In Figure 10c the percentage of
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correctly classified images is up to 72% whereas incorrectly classified images are approxi-
mately around 27.5%. For Figure 10d the percentages for correct and incorrect classification
are 73% and 26.6%, respectively. For Figure 10e,f the correctly classified percentage count
is up to 77% and 78% and the percentage count for incorrectly classified images is 23% and
22%. Here again RPLC algorithm retains its consistency for the image classification. One of
the aspects of presented analysis worth mentioning is that the confusion matrices differ
in number of total number of samples used. As the requirements imposed by the CNN
includes the division of dataset into small subsets of training, testing and validation the
correct and incorrect accuracies as mentioned in Figure 10a,b represents only the validation
set whose sizes is 25 images only. Similarly, the confusion matrices for SVM presented
in Figure 10c,d represents only the stats for testing set which is 40% of the total image
dataset size. This implies there are higher possibilities of obtaining incorrect results for
larger datasets whereas the confusion matrix shown for luminance-based algorithm has a
total of 300 images which is the total amount of images used for that scenario.

For the discourse of gains achieved relating to the luminance-based algorithm over
the CNN based approach for the classification of images, further discussion on the numeric
analysis is presented in Tables 2 and 3.

For the gain calculation presented in Table 6, difference of accuracies among luminance-
based and CNN based classification is calculated, after which the difference is divided by
the accuracy of CNN based classification accuracy to generate gain of RPLC algorithm over
the CNN based classification. For the comparison of Scenario Id 5 v/s 7, the accuracy gains
are observed to reach approximately 89.25% for the training set and 8.14% for the testing
set. Whereas, even for worst case RPLC algorithm still achieves 0.13% better performance
for the validation set as compared to CNN based algorithm.

Table 6. Gain analysis of RPLC algorithm over CNN based classification.

Comparisons of
Scenarios (S_ID) Image Size Dataset

Size

Luminance-
Based

Classification
(RPLC)

CNN-Based Classification
Gain in % Age of

Luminance-Based v/s
CNN-Based Classification

S_ID 1 v/s S_ID 5 100 × 100 300 78%
Acc Val_Acc Acc Val_Acc

73.3% 64.4% 6.41% 21.11%

S_ID 2 v/s S_ID 6 640 × 640 v/s Actual Image Size 300 77%
Acc Val_Acc Acc Val_Acc
53% 71.1 45.2% 8.2%

S_ID 7 v/s S_ID 11 100 × 100 900 75.7%
Acc Val_Acc Acc Val_Acc
40% 70% 89.25% 8.14%

S_ID 8 v/s S_ID 12 640 × 640 v/s Actual Image Size 900 75.6%
Acc Val_Acc Acc Val_Acc

66.7% 75.5% 13.34% 0.13%

Following the same calculation pattern for gain identification. Table 7 represents
the stats of accuracy gains of RPLC over SVM. For S_ID 3 v/s S_ID 5 and S_ID 4 v/s
S_ID 6, RPLC retains positive gain margins whereas for the latter one gains hits negative
numbers. However, RPLC’s simplicity, extensibility, speed and consistent performance
with minimum prior knowledge for deployment remains a plus point.

Table 7. Gain Analysis of RPLC Algorithm over SVM Classification.

Comparisons of
Scenarios (S_ID) Image Size Dataset Size Luminance-Based

Classification
SVM-Based

Classification

Gain in % Age of
Luminance-Based v/s

SVM-Based
Classification

S_ID 3 v/s S_ID 5 100 × 100 300 78% 72.5% 7.5%
S_ID 4 v/s S_ID 6 640 × 640 v/s Actual Image Size 300 77% 73.3% 5.04%

S_ID 9 v/s S_ID 11 100 × 100 900 75.7% 85% −10.09%
S_ID 10 v/s S_ID 12 640 × 640 v/s Actual Image Size 900 75.6% 85% −11%

The extensive experimentation along with the gain analysis of RPLC over the state-
of-the-art ML approaches shows that for accurate functionality of these methods massive
amount of annotated data covering the problem domain is required. Since synthetic
augmentation of the labelled images fails to add to the performance accuracy and has
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its own drawbacks, such as overfitting (for detailed read over of the associated risks
of augmentation refer to studies [56,57]), therefore, as a mitigation strategy to deal with
annotation problem of the images RPLC can be used to annotate the data using the proposed
thresholds. For extended research, a novel CNN network can also be created, incorporating
the information of RPLC and its thresholds in the network parameters to create hybrid
approach. Finally, the overall change in performance for classification of images can
be examined.

5. Discussion
5.1. Comparative Analysis on Computational Complexity

For the complexity analysis, neural networks consume a lot of computational power
depending on the depth of the network. The proposed RPLC algorithm is based on just the
matrix multiplication of image with HSL color conversion formula. Putting all that infor-
mation in simpler words, if image ‘I’ comprises of three color channels for the elementary
operation of matrix multiplication provided the matrices are square matrices, the time com-
plexity is almost O(n ∗ 3) where n is size of image (digits present in the matrix). Whereas,
for the CNN (feed forward in nature), assuming all the different layers of convolution,
pooling, dropout along with the added complexity of activation function in each layer;
the computational complexity is proportional to O

(
nNo. o f layers

)
. The implementation

of CNN used for the experiments include up to 9 layers so we can expect O(n9). Finally,
the computational complexity associated with the Support Vector Machines for image
classification it is approximated to O(2(k + 1)n), where ‘k’ represents piecewise linear
approximations of degree 1 and ‘n’ represents number of input dimensions [58].

5.2. Practical Implications

The practical implication of the research encompasses a wide range of applications,
ranging from autonomous vehicles, healthcare, agriculture, security, and surveillance [59].
All these applications usually include visual extremes, the proposed luminance-based
algorithm is probable to add in digitization and automation of these applications. The rev-
olutionization may arise with digitized healthcare, SMART manufacturing and agriculture,
architectural sustainability, and so on. All these automated applications can incorporate
this algorithm as a mini framework for the elimination of visual extremes.

In addition to that, the novel luminance-based algorithm can aid to classification
of existing images in dark, semi-dark and bright images, thereby reducing the costs of
creating sheer number of annotations. Using the proposed algorithm, we also introduced
well-known datasets, i.e., MSCOCO [18], Berkeley [52] and Stanford background [53]
dataset, with enhanced features by including the classification labels for Dark, Semi-dark
and Bright images.

6. Conclusions and Future Works
6.1. Conclusions

In this paper, we propose a novel framework based on luminance spectrums for the
identification of the visual images based on the presence of brightness/luminance for
classification of images as dark, semi-dark, and bright. Later, we propose a well-defined
and consistent protocol to classify the visual data based on the luminance presence. The
luminance is computed using the known HSL color model recommended by ITU-BT.709
primaries. On top of the individual manipulation of RGB color space, we introduce an
off-the-shelf method for identification and calculation of luminance for entire visual image
rather than just a singular pixel. The proposed Relative Perceived Luminance Classification
(RPLC) algorithm along with the luminance spectrums are extensively tested against the
state-of-the-art approaches of convolutional neural network and support vector machine.
The benchmarking results verified that the performance of proposed algorithm RPLC
is better than CNN. Additionally, it has higher reliability and consistency in rates of
accuracy for the classification of images in terms of Dark, Semi-dark and Bright images.
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The proposed algorithm RPLC achieved accuracy up to 78% and it can be further tuned to
get better classification accuracy. The results show that RPLC outperforms CNN based and
SVM-based Classification. The gain margin of RPLC over CNN is 89.25% for the training
set and 8.14% for the validation set. Whereas, for SVM it is up to 7.5% with bare minimum
prior requirements of implementation. Finally, the computational complexity of RPLC is
substantially less than the CNN-based and SVM classification algorithm.

6.2. Future Work

The experimental research demonstrates the approach based on the luminance identi-
fication of the image against the state-of-the-art approach of CNN fails to perform up to
the mark and results in higher error rates. The reasons for the CNN working functionality
failure can be attributed to the irrelevance and absence of the coherence of the visual scene.
This limits the functionality of CNN for finding the relevance among the visual scenes.
Whereas, for the proposed luminance-based algorithm, it impeccably processes images
and generates consistently correct labels for the images in dynamic scenarios. For the
extension of conducted research, the luminance spectrums can be further tuned to achieve
even better classification accuracy. Moreover, image datasets of versatile nature, such as
marine datasets or industrial datasets, can be further experimented for the validation and
relevance of the proposed luminance spectrums.
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