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Abstract: With the rapid development of deep learning technology, a variety of network models
for classification have been proposed, which is beneficial to the realization of intelligent waste
classification. However, there are still some problems with the existing models in waste classification
such as low classification accuracy or long running time. Aimed at solving these problems, in
this paper, a waste classification method based on a multilayer hybrid convolution neural network
(MLH-CNN) is proposed. The network structure of this method is similar to VggNet but simpler,
with fewer parameters and a higher classification accuracy. By changing the number of network
modules and channels, the performance of the proposed model is improved. Finally, this paper finds
the appropriate parameters for waste image classification and chooses the optimal model as the
final model. The experimental results show that, compared with some recent works, the proposed
method has a simpler network structure and higher waste classification accuracy. A large number of
experiments in a TrashNet dataset show that the proposed method achieves a classification accuracy
of up to 92.6%, which is 4.18% and 4.6% higher than that of some state-of-the-art methods, and proves
the effectiveness of the proposed method.

Keywords: convolution neural network; waste classification; waste management; mixing modules;
low complexity

1. Introduction

Waste classification and recycling plays a very important role in daily life. With the
improvement of people’s living standards, an increasing amount of daily waste is produced.
Facing the situation of increasing waste discharge and environmental degradation, how
to classify waste accurately, maximize the utilization of waste resources, and improve the
quality of the living environment are urgent issues of common concern in the world. Waste
classification technology is used to classify and control waste at the source, turning it into
resources again through later classification and recycling. In the past, waste classification
required a lot of manpower and material resources. With the development of artificial
intelligence, deep learning and intelligent technologies have been widely used. Intelligent
waste classification has become an important technology in waste management. Intelligent
waste classification can be applied to mobile devices, intelligent recyclable trash cans, etc.
It is beneficial to the environment and improves the recycling of waste resources. How to
improve its classification performance on a dataset with few samples and a large similarity
between classes still requires the further exploration. For the TrashNet dataset, which
has a small amount of data, a waste classification method based on a multilayer hybrid
convolution neural network (MLH-CNN) is proposed. By way of mixing modules, this
paper finds the appropriate classification parameters on the TrashNet dataset and chooses
the optimal model as the final model. Moreover, the influence of optimizers on waste
image classification is analyzed and the best possible optimizer is selected. Compared with
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some state-of-the-art methods, the proposed MLH-CNN network has a simper structure
and fewer parameters, and can provide better classification performance for waste images.

2. Related Work

In the previous research, waste classification methods can be divided into two cate-
gories: traditional methods and neural network methods.

2.1. Based on Traditional Methods

In 1999, Lulea University of Technology launched a project to develop a system for
recycling metal waste using mechanical shape identifiers [1]. In a Bayesian computing
framework, sift and contour features were used, and the system was based on the Flickr
material database [2]. Jinqiang Bai et al. designed a new waste collection robot. The robot
could use deep neural networks to detect waste autonomously [3]. Artzai Picon et al.
proposed a fuzzy spectrum and spatial classifier algorithm that combined spectral and
spatial features, reducing the dimension of hyperspectral data by constructing spectral
fuzzy sets of organisms. The experimental results showed that the classification rate was
greatly improved when spectral spatial features were used for nonferrous metal waste [4].
Reference [5] showed that there were different ways to solve the class imbalance problem,
and that there was a trend towards the usage of patterns and fuzzy approaches due to
the favorable results. Reference [6] also introduced the role of fuzzy logic in artificial
neural network (ANN). At the same time, this paper describes the application of neural
network in a chemical technology system. S. Shylo et al. utilized millimeter wave imaging
technology with multiple sensors to provide complementary data, thus improving its
classification performance for waste paper and cards [7]. Rutqvist D et al. exploited an
automatic machine learning method to solve the container-emptying problem of intelligent
waste management systems.

Using an existing artificial engineering model and an improved traditional machine
learning algorithm, a random forest classifier was used to achieve the best effect and
improve the prediction quality of the emptying time of the recycling container [8]. Zheng,
J.J. et al. proposed to use a mathematical statistics method to express individual bounded
rationality and to use the specific graph structure of a scale-free network to represent the
group structure. This paper has certain theoretical value for the representation of individual
bounded rationality; at the same time, it has a promotion effect on waste classification [9].
Chu Y et al. proposed a multilayer hybrid deep learning system, which could automatically
classify waste disposed by individuals in urban public areas. The multilayer perceptual
machine (MLP) method was used to integrate image features and other feature information,
and good classification performance was obtained [10].

2.2. Based on Neural Network Methods

In 2016, a system that automatically identified compost waste was proposed by Ten-
sorFlow of Google. The disadvantage of this system is that it can only distinguish compost
materials [11,12]. In 2012, Alex Krizhevsky et al. proposed AlexNet, which achieved
good results in the image classification task. Since then, good convolutional neural net-
works have been proposed, which can be used for target detection and classification [13].
Noushin Karimian et al. proposed a new classification method that used magnetic induc-
tion spectroscopy to classify three metals and could construct an effective classifier [14].
Zhao Dong-e et al. used a hyperspectral imaging system to collect waste samples, and
preprocessed the samples for denoising and correction, which could obtain more accurate
classification results [15]. Yusoff. S. H et al. designed a system that could automatically
separate recyclable metal household waste [16]. Zeng et al. proposed a method to detect
large-area waste distribution by hyperspectral data. A new hyperspectral image classifi-
cation network was designed, which performed well in large-area waste detection [17].
SeokBeom Roh et al. used hybrid technology to construct a radial basis function neural
network classifier, which could effectively recycle waste [18].
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Kennedy et al. exploited the Visual Geometry Group 19(VGG-19)VGG-19 [19] as
the basic model of transfer learning; the classification accuracy of waste images was
88.42%, making good use of the ability of VGG-19 to extract features [20]. Adeeji et al.
used the convolution neural network model constructed by the 50-layer residual network
preprocessing (ResNet-50 [21]) as the extractor, and utilized the support vector machine
(SVM [22]) to classify, achieving an accuracy of 87% on the waste image dataset [23]. Chen
Zhihong et al. proposed a grab system for waste using an automatic sorting robot based on
computer vision. In order to achieve an accurate grab of target objects, the Region Proposal
Network (RPN) [24] and VGG-16 [19] models were used for object recognition and attitude
estimation [25]. Stephen L. and others used MobileNet [26] to generate the model, which
also exploited transferred learning for the Imagenet large-scale visual recognition challenge,
and obtained an 87.2% accuracy. After optimization and quantification at a later stage, the
accuracy rate reached 89.34%, and it was successfully applied to mobile devices [27]. The
residual network [28], which was first proposed by Dr. He Kaiming, showed excellent
results on Imagenet in 2015. However, with the deepening of the model, the learning
ability will also appear with a “degradation”; that is, when the model level is deepened, the
error rate will increase. Therefore, the network is not suitable for waste classification with
few datasets. Ruiz V. and others exploited the advantages of the classical deep learning
models and compared different deep learning systems in the automatic classification of
waste types. The optimal combination of the ResNet [29] model concept achieved 88.60%
accuracy on waste images [30]. Costa et al. studied different types of neural networks and
divided the waste images into four categories; among the different neural networks, the
accuracies of the K Nearest Neighbors (KNN) [31], SVM, and RandomF (RF) pretraining
model methods were 88.0%, 80.0%, and 85.0%, respectively [32].

Traditional machine learning technologies require the calibration of a large number of
training data, which will consume a lot of manpower and material resources. Traditional
machine learning algorithms such as MLP, KNN, and RF perform a large amount of
calculation and cannot fit the data and balance the samples well. Therefore, the traditional
machine learning algorithm is not suitable for waste classification. Among the neural
network waste classification methods, most use the classic convolution neural networks
for fine-tuning or pre-training on large datasets. However, the method of pre-training and
fine-tuning contains a large number of parameters, and fine-tuning on small datasets may
lead to overestimation or underestimation. The literature [33] shows that the application of
the pre-training model and fine-tuning on small datasets may not be the best way to fit the
data. Moreover, the waste classification performance of the above literature is not adequate.
To solve these problems, a convolutional neural network with a simple structure and a
few parameters is proposed in this paper. For the TrashNet dataset with few samples, a
network with a complex structure or a large network is not suitable. The network structure
proposed in this paper is similar to that of Visual Geometry Group Network (VggNet) but
simpler, with fewer parameters and higher classification accuracy. By changing the number
of network modules and channels, the performance of the model is improved. Finally,
this paper finds the appropriate parameters for waste image classification and chooses the
optimal model as the final model.

The main contributions of this paper are as follows:

(1) We analyze the characteristics of the TrashNet dataset and give the reason why the
classical convolution neural network based on fine-tuning is not suitable for waste
image classification;

(2) We proposed a multilayer hybrid convolutional neural network method (MLH-CNN),
which can provide the best classification performance by changing the number of
network modules and channels. Meanwhile, the influence of optimizers on waste
image classification is also analyzed and the best possible optimizer is selected;

(3) Compared with some state-of-the-art methods, the proposed MLH-CNN network
has a simper structure and fewer parameters, and can provide better classification
performance for waste images.
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The rest of this paper is organized as follows. Section 3 explains the methodology, and
Section 4 presents the experiments and the analysis. Finally, the conclusions are provided
in Section 5.

3. Methodology

The overall structure of the proposed method for waste image classification is shown
in Figure 1. First, the waste images are preprocessed. Secondly, some image features
are extracted by the designed network model. Then, the extracted image features are
normalized. Finally, the Softmax classifier is used to classify the waste images. In this
section, the designed network model and its improvement process are described in detail.

Figure 1. The overall process of the proposed waste classification method.

3.1. The Initial Network Modules

In this paper, the convolution layer and the batch normalization (BN) layer are mainly
used to extract image features. The BN [34] layer is used to improve the generalization
ability of the network, disturb the training data, and accelerate the convergence speed of
the model. During the process of training, BN is calculated based on each small batch.
The mean and variance corresponding to each batch of data during training are recorded
and used to calculate the mean and variance of the entire training set, which is performed
as follows:

µβ =
1
m

m

∑
i=0

xi, δ2 =
1
m
(

xi − µβ

)2 (1)

E[x]← Eβ

[
µβ

]
, Var[x]← m

m− 1
Eβ

[
δ2

β

]
(2)

where m refers to small batch size, β is a dataset with batch size m, and x is the input of one
layer. Batch standardization is carried out for each feature map, i.e., the same operation is
taken for batch standardization in different positions of each feature map. Supposing the
size of the feature map is p× q, BN for this feature map will be equivalent to normalizing
the feature batch with size m′ = |β| = m·pq. BN is selected to effectively avoid gradient
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disappearance and explosion, which has little to do with the initial values of the parameters
and has a regularization effect.

In VGGNet, it was pointed out that two 3 × 3 convolution kernels have the same per-
ceptual field of view as one 5 × 5 convolution kernel. Therefore, using a 3 × 3 convolution
kernel does not only ensure the perceptual field of view, but also reduces the parameters
of the convolution layer. Thus, the 3 × 3 convolution kernels are used in the network
structure of this paper.

The structure of the proposed module is shown in Figure 2. Using such modules for
mixing, the number of channels per module is 32, 64, 128, 256, etc. Supposing the input
layer of the module is the l − 1 layer, its input feature map is Xl−1, the corresponding
feature convolution kernel is Kl , the output of the convolution layer is Zl , and the bias unit
of the output layer is bl ; then, the output of the convolution layer will be as follows:

Zl
u,v =

∞

∑
i=−∞

∞

∑
j=−∞

Xl−1
i+u,j+v·K

l ·χ(i, j) + bl (3)

χ(i, j) =
{

1, 0 ≤ i, j ≤ n
0, others

(4)

The output feature of the convolution layer passes through the BN layer, and then
through the maximum pooling layer for down-sampling. Now, the weight of each unit of
convolution kernel is βl+1, and a bias unit bl+1 is added to the output. The output of the
sampling layer is as follows:

Zl+1
i,j = βl+1·

(i+1)r−1

∑
u=ir

(j+1)r−1

∑
v=jr

al
u,v + bl+1 (5)

al
u,v = f

(
Zl

u,v

)
(6)

al+1
i,j = f

(
Zl+1

i,j

)
(7)

The sampling layer is followed by the convolution layer; now, the output is the
following:

Zl+2
u,v =

∞

∑
i=−∞

∞

∑
j=−∞

al+1
i+u,j+v·K

l+2
i,j ·χ(i, j) + bl+2 (8)

where X is a matrix of order m×m, K is a matrix of order n× n, al
u,v is a function of Zl

u,v,
and al+1

i,j is a function of Zl+1
i,j . The range of (u, v) is 0 ≤ u, v ≤ n.

Figure 2. The structure of the proposed modules.

After the modules are mixed, a flattening layer is used, which is used for the transition
between the convolution layer and the full connection layer, to “flatten” the data input
into the full connection layer. Next, two full connection layers are used, and the number
of channels in each full connection layer is 128 and 64. Compared with the large number
of channels, the parameters and calculation amount are reduced. Finally, the Softmax
classifier is used for classification.
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Most of the recent research methods adopt fine-tuning classical convolutional neural
networks to classify waste images. However, fine-tuning convolutional neural networks
have some shortcomings, such as high complexity and a large number of parameters, which
lead to the low accuracy of waste classification. For the TrashNet dataset, convolutional
neural networks with high complexity and a large number of parameters are not very
suitable. This paper starts with a convolutional neural network with low complexity, few
parameters, and a simple structure, and uses a 3 × 3 small convolution kernel to enhance
the receptive field of view and reduce the network parameters. As shown in Figure 2, a
maximum pool layer is added after every two basic modules, which is used to compress
data and reduce the amount of parameters. This can also retain the main features, reduce
the amount of computation, and improve the generalization ability of the model. Based
on the characteristics of the TrashNet dataset a simple module is designed in this study to
improve the performance of waste classification.

3.2. Methods and Improvements

The structures of the initial network model and some of its improved versions are
listed in Table 1. The activation function adopted is Relu. The training accuracy and average
iteration time of each model are shown in Table 1. The improved process contributes to
analyzing and adjusting the depth of the network, finding the appropriate classification
network, and obtaining the best classification accuracy.

Table 1. The structures of the initial network model and some of its improved versions.

The Proposed Method Structure Accuracy One Iteration Time

The initial model A module made up of the basic modules, shown in Figure 2 86.20% 114 ms/step
The first improved model The three modules are used for mixing 87.20% 189 ms/step

The second improved model The three modules and one basic module are used
for mixing 89.70% 201 ms/step

The third improved model The four modules are used for mixing 92.60% 223 ms/step
The fourth improved model The five modules are used for mixing 88.50% 240 ms/step

Based on the above comparison and analysis, the final network structure adopted
in this paper is shown in Figure 3. This network structure is composed of four modules.
Each convolution layer adopts a small 3 × 3 convolution kernel with a stride of 1. In
order to solve the problem of pixels at the corners of the image being omitted during each
convolution operation, which leads to the loss of feature information of the image edge,
0 padding is utilized for each convolution layer. The maximum pool layer adopts 2 × 2
filters and 2 × 2 steps. Finally, the total number of parameters of the output network is
17,099.26, which is very small compared with the deep convolution neural network.

Figure 3. The final network structure adopted in this paper.
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3.3. Selection of Optimizer

The optimizer plays an extremely important role in the training of the network model,
which is related to whether the training can converge quickly and achieve higher accuracy
and recall rate. Common optimizers include Adam, Gradientdescent, and Momentum. In
this paper, Adam [35], the stochastic gradient descent method (SGD) [36], and stochastic
gradient descent with momentum (SGDM) + Nesterov are mainly studied and compared
based on the proposed model.

Under the same conditions, results of the comparison of Adam, SGD, and SGDM
+ Nesterov with the proposed model are shown in Figure 4. As shown in Figure 4, the
effect of SGD in the early stage is the best; Adam and SGD tend to be gradually more
stable with the increase in training times, and SGDM + Nesterov has the best effect in
the late stage of training. On the whole, SGDM + Nesterov shows good performance in
classification accuracy.

Figure 4. Comparison of the accuracy of the optimizers Adam, SGD, and SGDM + Nesterov.

The accuracy and the average iteration time of the three optimizers are listed in Table 2.
It is obvious that the accuracy and the average iteration time of the SGDM + Nesterov
optimizer are the best. Thus, SGDM + Nesterov is adopted as the optimizer and is used to
classify features obtained by the proposed model.

Table 2. Accuracy and time consumption of the optimizers Adam, SGD, and SGDM.

Optimizer Accuracy Time One Iteration Takes

Adam 90.2% 235 ms/step
SGD 89.7% 225 ms/step

SGDM + Nesterov 92.6% 223 ms/step

In this paper, an image size of 64 × 64 × 3 is used as the model input so as to further
reduce the amount of parameters and shorten the training time greatly. The SGDM is
chosen as the optimizer, in which the momentum parameter is set to 0.9, the learning rate
is set to 0.1, and the Nesterov momentum is adopted. In addition, an early stop mechanism
and a learning rate reduction mechanism are added. In this paper, the patience value is set
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to 30 times. When the loss function value corresponding to the current learning rate is not
less than the loss function value corresponding to the previous learning rate, the training is
stopped after 30 times under the current learning rate. Under the current learning rate, if
the loss function value of the last training is not lower than that of the previous training, the
learning rate decreases by 0.1. The batch size is set to 32. The proposed model is developed
based on Keras, and the training is completed on GeForce 940MX NVIDIA. Table 3 lists the
hyper-parameters of this network.

Table 3. Hyper-parameter configuration of the network.

Optimizer (Momentum Parameter) SGDM + Nesterov (0.9)

Learning rate 0.1
Patient value 30

Batch size 32
Batch Normalization Momentum = 0.99, epsilon = 0.001

4. Experiments and Results Analysis

In this part, the TrashNet dataset [37] is first preprocessed. Secondly, the designed
model is evaluated on the TrashNet dataset with some evaluation indexes. Finally, the
classification performance of the proposed model is compared with that of other methods
under the same conditions.

4.1. Dataset Processing

The waste image dataset used in this paper is the TrashNet dataset. The dataset was
created by Mindy Yang and Gary Thung of Stanford University, which contains six types
of waste images, with a total of 2527 images, including 403 images of cardboard, 501 of
glass, 410 of metal, 594 of paper, 482 of plastic, 137 of trash; they are 513 × 384 image pixels.
The visualization of the TrashNet dataset is shown in Figure 5. The dataset has a small
number of samples for each category; in this paper, under-sampling is used to eliminate
the data imbalance to some extent; the waste images are entered into the network with a
size of 64 × 64. Additionally, in this study, the number of images in the TrashNet dataset is
first determined, and the dataset is subsequently divided into a training set and a test set.
The number of categories per dataset is listed in Table 4, and the balance of data is further
enhanced by a reasonable number of categories.

Figure 5. Some images from the TrashNet dataset. (a) Cardboard sample, (b) Glass sample, (c) Metal sample, (d) Paper
sample, (e) Plastic sample, (f) Trash sample.
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Table 4. Number of samples for each category in the training set and test set.

Cardboard Glass Paper Metal Plastic Trash

Train number 323 401 476 328 386 110
Test number 80 100 118 82 96 27

4.2. Training Curve Analysis

In order to verify the effectiveness of the proposed model, the training and verification
curves of the whole training process of different methods, i.e., MLH-CNN, Vgg16, AlexNet,
and ResNet50, are shown in Figure 6. It can be seen that the verification curve and loss
curve of the four models fluctuate greatly in the early stage and kept oscillating until
the later stage, which tended to be stable. Compared with other models, the proposed
MLH-CNN is more stable in the later stage, and the classification accuracy is higher. A
comparison of the classification accuracy of the four networks is shown in Figure 7. The
accuracy of the proposed MLH-CNN is 92.6%, which is much higher than that of the other
three networks.

Figure 6. Cont.
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Figure 6. The training and verification results of the proposed method. (a) MLH-CNN training and validation curve, (b) AlexNet
training and validation curve, (c) Vgg16 training and validation curve, (d) ResNet50 training and validation curve.

Figure 7. The classification accuracy of the four networks.
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4.3. Classification Index Analysis

In Figure 8, the precision, recall, and F1-score of each of the categories MLH-CNN,
AlexNet, ResNet50, and Vgg16 are provided.

Figure 8. The results of evaluation indexes of the proposed method.

Figure 8 also lists the macro average value, micro average value, and weight average
value of the waste classification. The micro average takes all the categories into account
once to calculate the accuracy of category prediction. The macro average is used to consider
each category separately, calculate the accuracy of each category separately, and finally to
perform arithmetic averaging to obtain the accuracy of the dataset. It can be seen from the
results in Figure 8 that the index of the trash category is relatively low, while the index of
other categories is relatively high, which is closely related to the number and features of
the training images. The reason for this is that the number of images in the trash category
in the dataset is the least, and the features are very similar to other categories. Meanwhile,
under the same conditions, the classification index of MLH-CNN is higher than other
networks, which shows that the performance of MLH-CNN is good. The formula for recall,
precision, and the F1-score are as follows:

P =
TP

TP + FP
(9)
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r =
TP

TP + FN
(10)

F1 =
2rP

2× TP + FP + FN
(11)

TP is the number of positive samples predicted to be positive samples. FN is the
number of positive samples predicted to be negative samples. FP is the number of negative
samples predicted to be positive samples. TN is the number of negative samples predicted
to be negative samples.

4.4. Confusion Matrix Analysis

The confusion matrix can show the classification accuracy of each category, which
is another effective index for evaluating the classification performance of a method. The
confusion matrix of MLH-CNN, AlexNet, ResNet50, and Vgg16 on the TrashNet dataset is
shown in Figure 9.

Figure 9. The confusion matrix of different methods.

It can be seen in Figure 9 that the accuracy of the MLH-CNN prediction is concentrated
on the diagonal, and the prediction accuracy of six categories are high, which is better than
the other three classical networks, indicating that the model in this paper can provide a
good classification performance.
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4.5. Heat Map Analysis

The heat maps of different images obtained by the MLH-CNN, AlexNet, ResNet50,
and Vgg16 on the TrashNet dataset are shown in Figure 10. It can be seen that the heat
maps obtained by the MLH-CNN method are all concentrated on the target regions. It is
obvious that the proposed MLH-CNN method can focus on the main target and extract
features effectively. For other network models such as AlexNet, ResNe50, and Vgg16, the
region of interest in the heat maps also contain some image background, or even just image
background. These will lead to poor feature extraction. Overall, the MLH-CNN method
proposed in this paper has good feature extraction ability, which helps to provide good
classification performance.

Figure 10. Comparison of heat map results of different methods.

4.6. Analysis of Classification Results

Figure 11 shows the test results of the MLH-CNN, AlexNet, ResNet50, and Vgg16
models on the TrashNet dataset. For this paper, 36 images were randomly selected from
the test set; “pred” represents the sample label obtained from the test, “truth” represents
the real sample label. The red box in Figure 11 indicates that the predicted sample label
is inconsistent with the real sample label, which means that the classification is wrong. It
can be seen from Figure 11 that MLH-CNN has the best classification result and the lowest
error probability among the 36 randomly selected images of the test set, which indicates
that the proposed model has good classification performance.
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Figure 11. Cont.
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Figure 11. Classification results of the TrashNet set.

4.7. Partial Occlusion Test Experiment

In order to further verify the effectiveness of the proposed method, some occlusion
tests were carried out on the TrashNet dataset. Firstly, the test set was divided into four
parts. Figure 12a–d show some examples of partial occlusion at different positions. Then,
the MLH-CNN, AlexNet, ResNet50, and Vgg16 were performed on the four different
occlusion test sets. The classification results are listed in Table 5. These results show that
the classification accuracy of the waste image declines in the case of occlusion. However,
the classification accuracy of the proposed MLH-CNN is still far higher than that of the
other three network models.

Figure 12. Some examples of occlusion in the TrashNet test set. (a) The lower right corner is occluded; (b) the lower left
corner is occluded; (c) the top left corner is occluded; (d) the top right corner is occluded.
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Table 5. Comparison of classification accuracy of different occlusion tests.

MLH-CNN ResNet50 Vgg16 AlexNet

The lower right corner is blocked 83.44% 67.59% 65.01% 45.92%
The lower left corner is blocked 84.75% 71.37% 69.38% 46.52%

The top left corner is blocked 83.01% 71.77% 62.82% 46.92%
The top right corner is blocked 79.96% 71.77% 70.58% 46.9%

4.8. Comparison with Related Literature

With the same dataset, the proposed method is compared with other classification
methods based on deep learning. The experimental results are listed in Table 6. Kennedy
T et al. used the transfer learning method based on VGG19, which exploits pre-trained
large-scale networks on a small amount of data using the transfer learning technology
and achieved an 88.42% classification accuracy [20]. The work in [23] proposed a convolu-
tion neural network model constructed with the 50-layer residual network preprocessing
(ResNet-50) as an extractor and used the support vector machine (SVM) to classify, achiev-
ing an 87% accuracy on a waste image set. The work in [27] proposed an improved model
based on MobileNet and obtained a classification accuracy of 87.2%. After optimization and
quantification, the accuracy reached 89.34%. The work in [30] took advantage of the classi-
cal deep learning models, trained a network with an Iception-ResNet model, and compared
its classification performance with that of several convolution neural networks on a waste
image dataset, finally achieving the best accuracy of 88.60%. Costa et al. studied different
types of neural networks and classified the waste images into four categories, among which
the accuracies obtained by the KNN, SVM, and RF pre-training model methods were 88.0%,
80.0%, and 85.0%, respectively [32]. Awe et al. used a Faster R-CNN [38] model with
faster fine-tuning to classify the mixed waste images, and a 68.30% classification accuracy
was achieved [39]. The work in [40] arranged the convolution neural network in parallel
with various methods, and the best classification accuracy was 89.81%. In [41], the image
processing used pre-trained deep convolutional networks with Single Shot Detectors (SSD)
and MobileNetsV1. In [42], Vgg16, ResNet50, and Xception were pre-trained on ImageNet,
and the highest classification rate was 88%. Most of the abovementioned methods used fine-
tuning classical convolutional neural networks to classify waste images. Direct fine-tuning
of classical convolutional neural networks has the disadvantage of having many network
parameters and large computations. The proposed model achieved the best accuracy of
92.6% for waste classification. In addition, the proposed method had fewer parameters
and a shorter iteration time. This means that the proposed method can provide a higher
classification accuracy with lower complexity. Meanwhile, the classical convolution neural
network based on fine-tuning is not suitable for the TrashNet dataset.

Table 6. Comparison of the results of the proposed method and other classification methods.

Dataset Method Year Parameters Accuracy Gain

TrashNet

OscarNet (based on VGG19 pretrained) [20] 2018 13,957,0240 88.42% 4.18%
Augmented data to train R-CNN [39] 2017 – 68.30% 24.3%

Ref. [23] 2019 22,515,078 87.00% 5.6%
Ref. [30] with Inception-ResNet 2019 29,042,344 88.66% 3.94%

Ref. [33] with KNN 2018 – 88.00% 4.6%
Ref. [33] with SVM 2018 – 80.00% 12.6%
Ref. [33] with RF 2018 – 85.00% 7.6%

Ref. [27] with MobileNet 2018 42,000,000 89.34% 3.26%
Ref. [40] with CNN 2018 – 89.81% 2.79%

Ref. [41] 2020 29,000,000 88.42% 4.18%
Ref. [42] 2020 20,875,247 88% 4.6%

Ours (MLH-CNN) – 1,709,926 92.60% –
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5. Conclusions

This paper analyzed the role of waste classification in daily life. With the increasing
amount of waste discharge, intelligent waste classification is becoming more and more
important. This paper discussed the waste classification methods in previous studies, which
were mainly based on two methods, i.e., traditional methods and neural network methods.
Finally, this paper proposed an effective waste classification method. The advantages
of this method were proved by a large number of experiments. In this paper, a simple
structure MLH-CNN model was proposed for waste image classification. The network
structure of this method is similar to that of VggNet, but simpler. By changing the number
of network modules and channels, the performance of the model could be improved. In the
experiments, the proposed model was tested and evaluated by a variety of indicators such
as precision, recall, and F1-score. Compared with the existing waste image classification
methods based on the TrashNet dataset, the proposed MLH-CNN network has a simper
structure and fewer parameters, and has better classification performance for the TrashNet
dataset. The classification accuracy of the MLH-CNN model is up to 92.6%, which is 4.18%
and 4.6% higher than that of some state-of-the-art methods.

Future work should focus on further improving the classification performance of
the model. More importantly, further studies should aim to ensure classification accu-
racy, combined with the hardware system necessary to achieve intelligent and real-time
waste classification.
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