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Abstract: Brain signals can be measured using multiple imaging modalities, such as magnetic
resonance imaging (MRI)-based techniques. Different modalities convey distinct yet complementary
information; thus, their joint analyses can provide valuable insight into how the brain functions
in both healthy and diseased conditions. Data-driven approaches have proven most useful for
multimodal fusion as they minimize assumptions imposed on the data, and there are a number of
methods that have been developed to uncover relationships across modalities. However, none of
these methods, to the best of our knowledge, can discover “one-to-many associations”, meaning
one component from one modality is linked with more than one component from another modality.
However, such “one-to-many associations” are likely to exist, since the same brain region can be
involved in multiple neurological processes. Additionally, most existing data fusion methods require
the signal subspace order to be identical for all modalities—a severe restriction for real-world data of
different modalities. Here, we propose a new fusion technique—the consecutive independence and
correlation transform (C-ICT) model—which successively performs independent component analysis
and independent vector analysis and is uniquely flexible in terms of the number of datasets, signal
subspace order, and the opportunity to find “one-to-many associations”. We apply C-ICT to fuse
diffusion MRI, structural MRI, and functional MRI datasets collected from healthy controls (HCs)
and patients with schizophrenia (SZs). We identify six interpretable triplets of components, each of
which consists of three associated components from the three modalities. Besides, components from
these triplets that show significant group differences between the HCs and SZs are identified, which
could be seen as putative biomarkers in schizophrenia.

Keywords: independent component analysis; independent vector analysis; multimodal data fusion;
brain imaging

1. Introduction

Imaging and electrophysiological techniques that effectively quantify brain functions
and structures facilitate our understanding of human brain function in healthy popula-
tions and those suffering from neuropsychiatric diseases such as schizophrenia [1–4]. For
example, the magnetic resonance imaging (MRI)-based methods diffusion MRI (dMRI) [5],
structural MRI (sMRI) [6], and functional MRI (fMRI) [7] are three brain-imaging modalities
that convey information about structural connectivity, regional brain volume, and func-
tional activity/connectivity, respectively. DMRI estimates white matter (WM) connectivity

Appl. Sci. 2021, 11, 8382. https://doi.org/10.3390/app11188382 https://www.mdpi.com/journal/applsci

https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0002-7941-0605
https://orcid.org/0000-0003-0494-7990
https://orcid.org/0000-0002-6323-6366
https://orcid.org/0000-0003-0594-2796
https://doi.org/10.3390/app11188382
https://doi.org/10.3390/app11188382
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/app11188382
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app11188382?type=check_update&version=2


Appl. Sci. 2021, 11, 8382 2 of 20

based on the differential diffusion rates of water molecules in different brain tissues. SMRI
provides information about the morphology of brain tissues including WM, grey matter
(GM), and cerebrospinal fluid (CSF). FMRI detects neuronal activations by measuring the
blood oxygenation level-dependent response in the brain. Each of these three imaging
techniques reveals different yet complementary information about brain structures or activ-
ities. Because of the intrinsic relationships between the structure and activity of the brain,
multiple associations between these modalities are expected. This motivates the increasing
popularity of collecting data from the same subjects using multiple modalities [8,9]. A joint
analysis of such multimodal data should be useful for finding multiple associations across
modalities, revealing the mechanisms of brain functions and potentially improving the
predictive power to diagnose diseases compared with unimodal analyses. Data fusion is
concerned with the simultaneous analyses of such joint datasets to obtain a global view of
a problem under study or a system under observation by leveraging the information that
is available across multiple datasets so that further analyses (e.g., detection, classification)
can be improved [10–12].

However, since the relationships between different modalities are largely unknown,
data-driven methods are particularly attractive. In this regard, data-driven methods based
on blind source separation (BSS) have proven to be particularly useful for data fusion due
to their ability to decompose the observed data into a set of latent variables, also known
as components, through a simple generative model [13–16]. The components obtained
from different datasets separately or jointly through the BSS techniques could be used
to reveal potential relationships between different datasets. For example, components
obtained from the datasets of sMRI and fMRI through the BSS techniques show locations
and intensities of separated source signals in the brain (i.e., spatial maps) and allow us to
find how the brain activities (fMRI) are related to the brain structures (sMRI). Importantly,
due to the existence of systematic noise and interference in the real-world data, performing
data fusion in the signal subspace with proper numbers of components (i.e., orders of
signal subspace) effectively reduces the noise and interference and thus enables a better
generalization ability.

Among various BSS techniques, independent component analysis (ICA) [17] and canon-
ical correlation analysis (CCA) [18,19], as well as their extensions to multiple datasets—
independent vector analysis (IVA) [20,21] and multi-set CCA (mCCA) [22,23]—have proven
to be especially useful for data fusion. With a linear mixing model and the assumption
of statistical independence, ICA decomposes observations into maximally independent
components (ICs). IVA generalizes ICA to multiple data sets and utilizes the statistical
dependence across different data sets to achieve a powerful solution for data fusion [20,24].
CCA and mCCA, on the other hand, make use of second-order statistics (correlation), and
it can be shown that IVA generalizes both [21].

A number of models based on ICA, IVA, CCA, and mCCA have been developed
for data fusion, such as joint ICA (jICA) [25], mCCA + jICA [26], and transposed IVA
(tIVA) [15,27]. JICA concatenates all the datasets together and then performs ICA on the
joint dataset for data fusion. The jICA model assumes a common mixing matrix and order
as well as equal contributions across all datasets—a set of strong constraints, especially for
more than two modalities. For mCCA + jICA, the use of mCCA in the first stage relaxes the
strong assumptions of identical mixing matrices; however, a common order for the different
modalities is still needed. TIVA also requires a common order in different modalities and
a significantly large number of subjects for enough statistical power, which in a large
number of cases is not feasible in current experimental settings. Collectively, none of these
methods are flexible in terms of dealing with different orders and finding “one-to-many
associations” in real-world data. However, firstly, due to the disparate measurements in
different modalities, the order of the signal subspace is very likely to be different between
modalities [28,29]. Secondly, one component in one modality might be associated with
multiple components in other modalities because of the intrinsic relationships between
modalities. For instance, the same WM connects multiple regions of the GM; thus, “one-to-
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many associations” between dMRI and sMRI datasets are expected. Besides, the fusion of
more than two modalities of brain imaging data is expected to further facilitate exploiting
joint information beyond pair-wise associations; nonetheless, most data fusion methods
have been implemented to find multiple associations between only two modalities [26].
Therefore, a new framework for multi-modal data fusion is needed that is fully flexible in
terms of the number of datasets combined, allowing for different orders across modalities
and the discovery of “one-to-many associations”.

In this study, we propose a fully flexible data fusion framework, consecutive indepen-
dence and correlation transform (C-ICT), to jointly analyze more than two datasets. By
successively performing ICA and IVA, C-ICT exploits the strengths of ICA and IVA for the
joint analysis of multimodal data. First, ICA is performed on individual datasets separately
to obtain maximally independent components and corresponding subject profile matri-
ces (first-level mixing matrices). Second, meaningful ICs and the corresponding subject
profiles are selected for further analysis. Third, IVA with a multivariate Gaussian model
(IVA-G) [30] is performed on the subject profile matrices of different datasets to obtain the
source component vectors (SCVs) and the second-level mixing matrices. SCVs that show
significant pair-wise correlations are chosen for further analysis. Finally, we trace back to
the ICs in the first stage based on subject profiles with the highest contribution to the corre-
lated SCVs and identify them as associated components across different modalities. Thus,
C-ICT is fully flexible in terms of the number of datasets combined, the numbers of orders
of the signal subspace for each dataset, and the discovery of “one-to-many associations”,
and builds on the related concept we introduced in [28] for only two datasets.

We apply this new method to the fusion of data from three brain-imaging modalities
(dMRI, sMRI, and resting-state fMRI) to search for possible multiple associations across
these datasets. The data were collected from 86 healthy controls (HCs) and 76 patients
with schizophrenia (SZs). Due to the intrinsic differences of these three data modalities,
the choice of different orders for the three datasets is critical, which is accommodated by
C-ICT. Importantly, prior to the IVA stage, we implemented an additional step to remove
artifact components, as these might have contaminated the inherent associations across
the modalities—a step which we note to be critical to the success of the method. It is
shown that C-ICT successfully discovers multiple associations among the three modalities,
including “one-to-many associations”. First, multiple associations successfully discovered
in this study are consistent with existing structure–function networks. Second, among the
three modalities in each triplet, dMRI and sMRI components show stronger associations
than other modality pairs (dMRI and fMRI; sMRI and fMRI), which is consistent with the
fact that the GM structure and WM structure are more intrinsically related than other pairs.
These results demonstrate that our proposed C-ICT method is a flexible and powerful tool
to find associative relationships across related data of different modalities.

2. Materials and Methods
2.1. Human Brain Data
2.1.1. Data Acquisition

The data used in this study were dMRI, sMRI, and resting-state fMRI data from the
Center of Biomedical Research Excellence (COBRE), available from the Collaborative Infor-
matics and Neuroimaging Suite data exchange repository [31,32] (coins.trendscenter.org/,
accessed on 8 October 2018). All the three datasets include the same 86 HCs (average
age: 36.6± 12.1 years) and 76 SZs (average age: 36.9± 13.5 years). All patients completed
the Structured Clinical Interview for DSM-IV Axis I Disorders (SCID [33]) for diagnostic
confirmation (consensus was reached by two research psychiatrists using the SCID-DSM-
IV-TR, patient version) and evaluation for co-morbidities [34]. The battery of cognitive
performance tests used was the MATRICS (Measurement and Treatment Research to Im-
prove Cognition in Schizophrenia) Cognitive Battery, including seven cognitive domains:
speed of processing, attention/vigilance, working memory, verbal learning, visual learning,
reasoning, and problem solving, and social cognition. We performed two-sample t-tests on

https://coins.trendscenter.org/,
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these cognitive scores from the HC and SZ subjects. Compared with healthy controls, SZs
had a significantly lower cognitive performance on all domains, supporting the findings
that patients diagnosed with schizophrenia have an abnormal cognitive function.

DMRI data were collected along the anterior commissure–posterior commissure (AC–
PC) line throughout the whole brain with a field of view (FOV) of 256 × 256 mm2, a
128× 128 matrix, 72 slices with a slice thickness of 2 mm (2 mm isotropic resolution),
a number of excitations (NEX) of 1, echo time (TE) of 84 ms, and repetition time (TR)
of 9000 ms. A multiple-channel radio-frequency (RF) coil was used, with GeneRalized
Autocalibrating Partial Parallel Acquisition (GRAPPA) (X2), with 30 gradient directions
with a b of 800 s/mm2. The b = 0 experiment was repeated five times [35] and equally
interspersed between the 30 gradient directions. The total scan time was about 6 min. This
procedure was repeated twice to increase the signal-to-noise ratio (SNR).

For the sMRI data collection, the echo planar imaging (EPI) slices were collected in a
sequential ascending order on a Siemens 3 T TIM Trio scanner using a 12-channel head coil.
A sagittal gradient echo scout image through the mid-line was obtained to prescribe oblique
axial image slices that were parallel to the AC–PC line. To minimize the susceptibility
artifact in the orbitofrontal area, oblique slices were used [36]. High-resolution T1-weighted
images were acquired with a five-echo multi-echo magnetization-prepared rapid gradient-
echo (MP-RAGE) sequence (TE = 1.64, 3.5, 5.36, 7.22, 9.08 ms, TR = 2.53 s, TI (inversion
time) = 1.2 s, flip angle = 7◦, NEX = 1, slice thickness = 1 mm, FOV = 256 mm, resolution =
256× 256) for region of interest analyses and spatial normalization.

The resting-state fMRI data were acquired using a conventional single-shot, gradient
echo echo-planar pulse sequence with lipid suppression (TE = 29 ms; TR = 2000 ms; flip an-
gle = 75◦; FOV = 240 mm; matrix size = 64× 64; 33 slices; voxel size: 3.75× 3.75× 4.55 mm3).
The first image of each run was removed to eliminate T1 equilibrium effects [37].The par-
ticipants were instructed to keep their eyes open during the scan and stare passively at a
central fixation cross for about 5 min.

2.1.2. Data Preprocessing and Feature Extraction

Neuroimaging data are usually high-dimensional, with each modality having different
properties and dimensions. For example, sMRI data contain spatial information with a high
spatial resolution but contain no temporal information. FMRI data convey both temporal
information and spatial information, but with a lower spatial resolution. To jointly analyze
different datasets in a common subspace, it is important to reduce data of each modality
down to a single feature for each subject, a multivariate lower-dimensional representation
of the data, and collect the features from all subjects together in a single dataset [13,15]. Such
a reduction enables the datasets from all modalities to share a common dimension—i.e.,
the number of subjects—which provides a natural connection across different data types.

The dMRI data we used were preprocessed using the FMRIB Software Library
(https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/, accessed on 8 October 2018). We carried out
the preprocessing steps as follows: (1) we identified and removed excessive motion or
vibration artifacts through a quality check with any gradient directions; (2) we corrected
motion and eddy currents; (3) we corrected gradient directions for any image rotation
caused by the previous motion correction step; and (4) we calculated the diffusion tensor
and then derived the scalar measure—fractional anisotropy (FA)—from the tensor. The FA,
a measurement of WM integrity, was calculated as the fraction of total diffusion that can be
attributed to anisotropic diffusion. A higher value of FA corresponds to more consistent
diffusion orientation and thus more integrity of WM [38]. The FA maps were smoothed
with an 8 mm full-width half-maximum (FWHM) Gaussian filter and then used as the
feature for dMRI data.

Using the unified segmentation method in Statistical Parametric Mapping (SPM8)
(http://www.fil.ion.ucl.ac.uk/spm, accessed on 8 October 2018), the sMRI data were
(1) normalized to the Montreal Neurological Institute (MNI) space; (2) resliced to 3× 3×
3 mm3; and (3) segmented into GM, WM, and CSF images. The segmented GM images

https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/
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were then smoothed with an 8 mm FWHM Gaussian filter. We further detected subject
outliers using the spatial Pearson correlation with a template image to ensure that all
images of subjects were properly segmented [39]. The GM images were used as the feature
for sMRI data.

The fMRI data were preprocessed using an automated analysis pipeline [40] carried
out in SPM8. The pipeline consisted of (1) aligning all the images with the first image
as the reference using INRIalign approach [41] to correct minor motions of the subject;
(2) correcting for time differences between the slices using the middle slice as the reference;
and (3) spatial normalization to MNI space, including reslicing to 3× 3× 3 mm3, resulting
in 53 × 63 × 46 voxels. We then regressed out six motion parameters, WM, and CSF
signals to further denoise the data. Data were then spatially smoothed with an 8 mm
FWHM Gaussian filter. We estimated the fractional amplitude of low-frequency fluctuation
(fALFF) [42], which is an effective approach to represent brain activity with high sensitivity
and specificity that has been used in a large array of studies [43–48]. The fALFF is calculated
as the ratio of the power spectrum of low frequency (0.0–0.08 Hz) to that of the whole
detectable frequency range (0–0.25 Hz) [49]. The fALFF maps were then used as the feature
for fMRI in this study.

For each modality, based on its own extracted feature, a two-dimensional matrix—
feature dataset—was formed by concatenating the features across all subjects. These
feature datasets from different modalities have a common dimension—the number of
subjects—thus enabling the discovery of associations among different modalities through
the variations across subjects.

2.2. Background
2.2.1. ICA

ICA is a statistical method that seeks to recover latent sources from a set of observed
data with the assumption that the latent sources are statistically independent of one
another [50]. Since it places few assumptions on data, ICA has been widely used in brain
imaging studies [51–54].

Given a feature dataset X ∈ RM×V comprised of M subjects and V samples (e.g.,
voxels), the generative model for noiseless ICA can be written as

X = AS, (1)

where A ∈ RM×M is a full rank square mixing matrix and S ∈ RM×V is the latent sources.
The goal of ICA is to estimate a demixing matrix W ∈ RM×M such that the estimated
source matrix Ŝ can be computed as

Ŝ = WX. (2)

This can be achieved by minimizing the following cost function:

JICA(W) =
M

∑
m=1
H(ŝm)− log |det(W)|, (3)

where H(·) is the differential entropy, ŝm denotes the mth row of Ŝ, and det(W) is the
determinant of W [21]. Since both A and S are unknown, the solution of ICA decomposition
is subject to permutation and scaling ambiguities. The scaling ambiguity can be resolved
by normalizing the estimated ICs to have unit variance, as this is not information we can
retain. Hence, the inverse of W can be considered to be an estimate of mixing matrix
A, subject to permutation ambiguity, which is fortunately not a serious problem in most
applications. The columns of the estimated mixing matrix Â—i.e., the inverse of W—
contain the weights for the estimated sources across subjects. We refer to these columns
as the subject covariations or profiles and they can be used to explore the associations
between different modalities.
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2.2.2. IVA

IVA extends ICA to multiple datasets by exploiting the additional information from
the statistical dependence across multiple datasets [21]. Given K datasets, each containing
M observations and V samples, X[k], the generative model for IVA assumes that each
dataset is a linear mixture of M independent sources,

X[k] = A[k]S[k], 1 ≤ k ≤ K, (4)

where A[k] ∈ RM×M denotes the kth mixing matrix and S[k] ∈ RM×V denotes the set of
independent sources. IVA jointly estimates K demixing matrices, W[k], to compute the
estimated sources of each dataset,

Ŝ[k] = W[k]X[k], 1 ≤ k ≤ K, (5)

by minimizing the cost function given as

JIVA(W) =
M

∑
m=1

[
K

∑
k=1
H
(

ŝ[k]m

)
− I(ŝm)

]
−

K

∑
k=1

log
∣∣∣det W[k]

∣∣∣, (6)

where H
(

ŝ[k]m

)
denotes the entropy of the mth source estimate for the kth dataset [21].

I(ŝm) denotes the mutual information within the mth source component vector (SCV),
defined as ŝm = [ŝ[1]m , ŝ[2]m , . . . , ŝ[K]m ]T ∈ RK×V , where ŝ[k]m ∈ RV is the mth source from the kth
dataset and the mth SCV is formed by concatenating the mth component from all the K
datasets [24]. Thus, the maximization of the mutual information within the SCV enables
IVA to exploit dependence across datasets. The estimated mixing matrix for the kth dataset
is calculated as Â[k] = (W[k])−1. The cth column of Â[k] contains the weights for the cth
row of the Ŝ[k] (cth source) across different rows of X[k]. Since the cth source is a part of the
cth SCV, the cth column of Â[k] can be used to identify which observation makes the highest
contribution to the cth SCV; i.e., which observation makes the highest contribution to the
dependence across different modalities. These identified observations from K modalities
enable the discovery of associations across different modalities.

2.3. C-ICT Framework

As a hybrid model based on ICA and IVA-G, C-ICT factors and fuses multimodal
data. By assuming that each underlying SCV has a multivariate Gaussian distribution,
IVA-G takes into account only second-order statistics and thus maximizes correlation across
different datasets. Due to its strong identifiability condition, IVA-G has been demonstrated
to have superior performance to mCCA at identifying the correlation structure [21,24,30,55].
C-ICT exploits the advantages of ICA and IVA-G by independently decomposing each
dataset and then fusing the subject covariations together to identify the associations among
the modalities. Let X[k] ∈ RM×Vk , k = 1, 2, . . . , K be feature datasets from K modalities,
where M is the number of subjects, common across datasets, Vk is the number of voxels
from the kth dataset, and the mth row of each feature dataset X[k] represents the feature
of the mth subject. A generative framework of C-ICT is shown in Figure 1. Briefly, C-
ICT consists of the following steps: (1) ICA is used to estimate ICs and corresponding
subject covariations for each dataset; (2) artifact components and corresponding subject
covariations are eliminated; (3) IVA-G is used to explore the associations between subject
covariations between modalities; and (4) associated subject covariations are used to identify
associated ICs.
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Figure 1. Flowchart of C-ICT. (a) Perform ICA on each dataset separately to obtain subject covariation
matrices and ICs. (b) Eliminate subject covariations corresponding to artifact components. (c) Apply
IVA-G on the reduced subject covariation matrices to obtain SCVs and the second-level mixing
matrices. SCVs that show significant pair-wise correlation are chosen for further analysis. (d) Subject
covariations with the highest contribution to the correlated SCVs chosen above are identified and
their corresponding ICs are identified as the associated components across K modalities. The first
SCV is highlighted for clarity. The same color of the bars in the different matrices denotes the same
index in the corresponding rows and columns.

2.3.1. C-ICT Step 1: ICA

In the first stage, ICA is separately performed on each feature dataset to obtain maxi-
mally independent estimated source estimates, S[k], and corresponding subject covariation
matrices A[k], k = 1, 2, . . . , K, as shown in Figure 1a. The original ICA model assumes that
the number of observations (subjects) is the same as the number of underlying sources. In
practice, usually the number of observations is greater than the number of latent sources.
Therefore, directly performing ICA on the original feature matrix might result in over-
fitting due to the effects of additive noise. So, it is desirable to reduce the dimensionality of
the data to a lower-dimensional signal subspace and then perform ICA on the extracted
signal subspace. Principal component analysis (PCA), a popular dimensionality reduction
technique, is used to represent most of the variability across subjects. Let Nk be the order
of the signal subspace—i.e., the number of estimated components—for the kth dataset.
We first perform PCA on X[k] to obtain dimension reduced matrices, Y[k] ∈ RNk×Vk , using
the following:

Y[k] = VT [k]
X[k], (7)

where VT [k] ∈ RNk×M is the dimension reduction matrix. The ICA model applied to Y[k]

can be written as
Y[k] = A∗ [k]S[k], (8)

where A∗ [k] ∈ RNk×Nk denotes the mixing matrix in the ICA model that is in the dimension
reduced space. To obtain the back-reconstructed mixing matrix A[k] ∈ RM×Nk for the
original mixture X[k], we combine Equations (4), (7) and (8) to obtain the following equation:

A∗ [k] =
(

V[k]
)T

A[k], (9)
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which is equivalent to

A[k] =
(

V[k]
)+T

A∗ [k]. (10)

where (·)+T denotes the transpose of the Moore–Penrose pseudo-inverse of a matrix. Note
that this C-ICT framework allows for different orders for each dataset—an important
feature for multimodal data fusion—as shown in Figure 2.
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Figure 2. Cumulative explained variance accounting for different PCs from the FA, GM, and fALFF
datasets. For each dataset, the black point on the curve indicates the variance explained by the
number of PCs we selected.

Applying ICA to each dataset, k, results in a unique source matrix S[k] ∈ RNk×Vk and
estimated mixing matrix A[k] ∈ RM×Nk for each modality. Note again that the column
of A[k], denoted by a[k]j , j = 1, 2, . . . , Nk, represents the weights of the corresponding

source S[k]
j for each subject and enables the determination of possible connections between

different modalities.

2.3.2. C-ICT Step 2: Artifact Elimination

We incorporated the “Artifact Elimination” step as part of the pipeline for C-ICT. In
the second stage of C-ICT, artifact components are identified and eliminated, as shown in
Figure 1b. This is feasible because physiological signals and artifact-related signals have
independent causes and ICA has the capability to separate these statistically independent
components; i.e., source signals of different origins. ICA has already been shown to be
successful in separating real physiological source signals and artifact source signals such as
those caused by motion [54,56,57]. In this study, we take advantage of this feature of ICA to
eliminate the artifact components and avoid the contamination of the inherent associations
between different modalities. In doing so, we obtain the reduced first-level mixing matrices
A[k]

R ∈ RM×Lk , Lk ≤ Nk.

2.3.3. C-ICT Step 3: IVA

In the third stage, the second-level mixing matrices and SCVs, each of which comprises
K second-level components that correspond to K modalities, are estimated by performing
IVA-G on the transposed reduced first-level mixing matrices, as shown in Figure 1c. Let
B[k] = (A[k]

R )T ∈ RLk×M be X[k] to be decomposed in the IVA generative model (4). The
order of the subspace D is chosen to be min(Lk). Let F[1], F[2], . . . , F[K],∈ RLk×D denote
the estimated second-level mixing matrices and U[1], U[2], . . . , U[K] denote the estimated
independent source matrices. The estimated sources are formed into SCVs U1, U2, . . . , UD,
and each ∈ RK×M.
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Among the estimated SCVs, we calculate all pairwise Pearson correlation coefficients
ρ within each SCV. We then calculate the corresponding p-values; i.e., the probability (pρ)
of obtaining a correlation as large as the observed value when the true correlation is zero.
The correlation value ρ is considered significant if the p value is less than 0.05. If the K
components within the jth SCV have significant pair-wise correlation coefficients (i.e., the
p-values are all less than 0.05), then this jth SCV is referred to as a “significantly correlated
SCV”. All significantly correlated SCVs are used in the next steps. The number of these
SCVs is denoted by C.

2.3.4. C-ICT Step 4: Tracing Back to Components

In the last stage, for each significantly correlated SCV, we identify K subject profiles
with the highest contribution to that SCV from the K modalities, as shown in Figure 1c,
and trace back to their corresponding ICs, as shown in Figure 1d. These ICs are defined as
components that are associated across K modalities. The kth second-level source component
in the cth SCV represents a linear combination of all rows of B[k]; i.e., a linear combination
of all columns of F[k], where c = 1, 2, . . . , C. In other words, the kth second-level component
in the cth SCV is a linear combination of all subject covariations from the kth modalities,
weighted by the coefficients in the cth column of the second-level mixing matrix F[k]. The
cth column of the estimated second-level mixing matrices, F[k], represents the weights of
the subject covariations for the cth SCV. We identify the indices i[k] of the largest absolute
value of the coefficient in the cth column of F[k] for the kth modality, respectively, implying
the i[k]th row of F[k] has the highest contribution to the cth SCV. Then, the i[1], i[2], . . . , i[K]th
ICs that correspond to the i[k]th subject covariations obtained above are identified to be the
cth associated ICs across K modalities.

Note that the back-reconstructed subject profiles are no longer necessarily orthogonal
to each other from the same modality, so one subject profile might be dependent on multiple
subject profiles from another modality. This enables C-ICT to be able to discover such
“one-to-many associations” in this context; i.e., one IC from one modality may be associated
with multiple ICs from another modality, which is a great advantage for the multimodal
fusion method. The identification of “one-to-many associations” is illustrated in Figure 3.
After identifying the associated subject profiles among K modalities, the ICs corresponding
to these subject profiles are identified as associated among the K modalities; thus, the
“one-to-many associations” are identified.
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Figure 3. Identification of “one-to-many associations”. In the first modality, the indices of the largest
absolute value of the coefficient in the ith column and the jth column of F[1] are the same, meaning
that the same subject profile (marked in red) makes the highest contribution to the ith SCV and the
jth SCV. This subject profile from the first modality is associated with the two subject profiles from
the second modality and two subject profiles from the Kth modality.

3. Implementation and Results
3.1. Implementation

To exclude non-brain voxels, we performed masking on the FA, GM, and fALFF
data separately using the Group ICA of fMRI Toolbox (GIFT) [58]. A matrix of the FA
dataset with dimensions of 162 × 49,277 (number of subjects × number of dMRI voxels)
was constructed for the dMRI dataset. A matrix of the GM dataset with dimensions
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of 162 × 60,636 (number of subjects × number of sMRI voxels) was constructed for the
sMRI dataset. A matrix of the fALFF dataset with dimensions of 162 × 69,519 (number
of subjects × number of fMRI voxels) was constructed for the fMRI dataset. Then, we
implemented the proposed framework C-ICT to fuse the three datasets to explore the
multiple associations across the dMRI, sMRI, and fMRI modalities.

3.1.1. Order Selection

We performed PCA on each dataset separately and calculated the cumulative ex-
plained variance (shown in Figure 2). From Figure 2, we can see that the variance retained
for the FA and GM datasets follows a similar pattern, which differs from that of the fALFF
dataset. For this reason, the criteria for order selection were similar for the FA and GM
datasets. We used 98% as the threshold for the variance retained for the FA and GM
datasets in order to balance the retention of the most signal while minimizing the effects of
noise. As a result, the orders used for FA and GM datasets were 20 and 35, respectively.

Using a similar threshold for the variance retained with the fALFF dataset would
result in an order of 145. Model order that is greater than 100 has been found to decrease the
stability of ICA [59]. Therefore, using a variance retained threshold is not an appropriate
way to determine the order for the fALFF dataset as was done for the FA and GM datasets.
Instead, we determined the order for the fALFF dataset by investigating the effect of
different orders on the estimated ICs [12,60–62]. We performed ICA to estimate ICs starting
at an order of 20 and increasing the order with increments of 5 until the order reached 70.
These limits were selected to cover a large range of potential, yet still reasonable, values for
the order. As we increased the order from 20 to 40, we observed increasing numbers of
meaningful neuroanatomical and functional components. However, when increasing the
order beyond 40, we found that components of interest became split into multiple spatial
maps and the number of the noise components increased. For this reason, we selected an
order of 40 for the fALFF dataset, resulting in over 70% retained variance.

3.1.2. Algorithm Choice

Infomax [63] is a widely used ICA algorithm, particularly in the field of biomedical
imaging. It assumes that the underlying source component has a super-Gaussian distribu-
tion, which is a good model-match for the brain imaging signals [64]. Therefore, we used
Infomax for the C-ICT model in this study.

Since ICA is an iterative algorithm, the optimization of ICA yields different solutions
depending on the initialization. Therefore, we performed ICA for 30 independent runs
with different random initializations and selected the most consistent run using a metric
called cross inter-symbol interference (cross-ISI) [65]. Similarly, IVA-G is also an iterative
algorithm, so we performed IVA-G 50 times independently and used cross-ISI to select the
most consistent run.

3.1.3. Artifact Elimination

After the ICA step, we obtained 20, 35, and 40 ICs for the FA, GM, and fALFF datasets,
respectively. For dMRI, we used the ICBM-DTI-81 white-matter labels atlas and JHU
white-matter tractography atlas [66–68], provided in FSL (fsl.fmrib.ox.ac.uk/fsl/fslwiki/,
accessed on 10 November 2019) to identify the WM tracts. For sMRI and fMRI, each IC
was transformed into Z-scores to obtain the zero mean and unit variance, and the voxels
with a Z-score greater than the threshold 2 (|Z| ≥ 2) were converted from MNI coordinates
to Talairach coordinates and entered into a database to assign anatomical and functional
labels for the left and right hemispheres.

To remove artifacts caused by body movements such as breathing and heart beat-
ing, we eliminated ICs from the brain ventricles or areas where large blood vessels are
located [69,70]. We also eliminated ICs that were spread across wide regions of the brain
or at the edges of brain images to remove motion-related signals [57,71]. More specifically,
for the FA, we removed the ICs with spotty, diffusely distributed patterns over most of

https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/
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the brain, which represented noise. For the sMRI, we removed the sinus susceptibility
noise and WM components [72]. For the fMRI, we removed ICs that were located beyond
the area of GM; e.g., ventricles, skull, and surrounding tissue, WM, frontal/sagittal sinus
susceptibility noise, CSF, and motion artifacts with ring patterns [72–77]. As a result, 10, 27,
and 17 ICs were retained for FA, GM, and fALFF datasets, respectively. Their correspond-
ing subject covariations were formed into three reduced subject covariation matrices with
sizes of 10× 162 (FA), 17× 162 (fALFF), and 27× 162 (GM), which were then used in the
IVA step. The spatial maps of the retained components were converted to Z-scores and
thresholded at |Z| ≥ 2 (Figures 4–6).

3.1.4. Group Differences

After identifying the associated ICs by performing the C-ICT on the three modalities,
we performed a two-sample t-test on the corresponding subject covariations to identify
ICs that showed a statistically significant difference between the two groups (HC vs. SZ;
p < 0.05), which are referred to as biomarkers of schizophrenia. Associated IC triplets that
showed significant group differences in all dMRI, sMRI and fMRI modalities are referred
to as associated biomarkers of disease.

3.2. Fusion Results

Following the explained procedure, we discovered six IC linked triplets (Figure 7).
The identified brain regions of each identified fALFF IC are summarized in Supplementary
Table S1. Within each of the six triplets, three ICs that corresponded to three modalities
(dMRI, sMRI and fMRI) were linked, representing a multimodal brain network with three
nodes (WM, structural GM, and functional GM).

We found that the structure–structure associations were generally stronger than the
structure–function associations (dMRI–sMRI: |ρ| = 0.48± 0.26; dMRI–fMRI: |ρ| = 0.32± 0.11;
sMRI–fMRI: |ρ| = 0.33± 0.13; see Table 1). We also examined group differences (HC vs.
SZ) for each IC on its corresponding subject covariation and found that more ICs showed
significant group differences in sMRI than the other two modalities (5 in sMRI; 2 in dMRI; 1
in fMRI; p < 0.05; two-sample t-test; see Figure 7). Interestingly, for all these ICs in both the
dMRI and the sMRI data that showed significant group differences, the SZ group showed
less activation, suggesting both a reduced volume of the GM and reduced integrity of the
WM in patients with SZ. For the ICs in fMRI that showed significant group differences,
the SZ group had higher activation, perhaps suggesting less neural efficiency in patients
with SZ.
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Figure 4. Spatial maps of 10 retained ICs from the FA dataset. These results reflect the IC results of
SZ and HC groups combined. The brain maps are visualized at |Z| ≥ 2, with positive Z values in red
color and negative Z values in blue.
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Figure 5. Spatial maps of 27 retained ICs from the GM dataset. These results reflect the IC results of
SZ and HC groups combined. The brain maps are visualized at |Z| ≥ 2, with positive Z values in red
color and negative Z values in blue.
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Figure 6. Spatial maps of 17 retained ICs from the fALFF dataset. These results reflect the IC results
of SZ and HC groups combined. The brain maps are visualized at |Z| ≥ 2, with positive Z values in
red color and negative Z values in blue.

We also note that one IC can be found in more than one triplet, meaning that one
IC from one modality is associated with many ICs from other modalities. For instance,
the IC (corticospinal tract and superior longitudinal fasciculus (CST-SLF)) from dMRI is
not only associated with the uncus and inferior temporal gyrus (Uncus–ITG) from sMRI
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and superior frontal gyrus and middle frontal gyrus (SFG-MFG) from fMRI, but is also
associated with the precuneus and paracentral lobule (Precuneus–PCL) from sMRI and
superior temporal gyrus (STG) from fMRI, as shown in Figure 7 (green frame). Another
shared IC between triplets is the postcentral gyrus and precentral gyrus (POG–PCG) from
sMRI, which is not only associated with anterior thalamic radiation and the anterior corona
radiata (ATR–ACR) from dMRI and thalamus from fMRI, but also associated with superior
corona radiation and the corticospinal tract (SCR–CST) from dMRI and culmen from fMRI,
as shown in Figure 7 (blue frame).
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Figure 7. Summary of the six IC linked triplets. The spatial maps of all ICs were converted to
Z-scores and thresholded by |Z| ≥ 2. Each row shows the three associated ICs from dMRI, sMRI,
and fMRI, respectively. The abbreviations of brain regions identified by ICs are shown above the
spatial maps. If one IC shows a statistically significant activation between HCs and SZs (p < 0.05;
t-test), the p value would be shown above the map, where the red color indicates higher activation in
HCs than patients and the blue color indicates lower activation in HCs than patients. Note that the
IC 7 (green frame) from dMRI is associated with two ICs from sMRI and two ICs from fMRI. IC 22
(blue frame) from sMRI is associated with two ICs from dMRI and two ICs from fMRI.
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Table 1. The absolute values of the pair-wise Pearson correlation coefficients |ρ| corresponding to the associated triplets and
the values of pρ.

Triplet # dMRI–sMRI dMRI–fMRI sMRI–fMRI

1 |ρ| = 0.80, pρ = 4× 10−37 |ρ| = 0.27, pρ = 5.6× 10−4 |ρ| = 0.49, pρ = 3.6× 10−1

2 |ρ| = 0.67, pρ = 4.2× 10−22 |ρ| = 0.43, pρ = 1.2× 10−8 |ρ| = 0.38, pρ = 1.9× 10−4

3 |ρ| = 0.62, pρ = 1.8× 10−18 |ρ| = 0.32, pρ = 3.8× 10−5 |ρ| = 0.21, pρ = 4× 10−3

4 |ρ| = 0.43, pρ = 1.6× 10−8 |ρ| = 0.21, pρ = 7.7× 10−3 |ρ| = 0.2, pρ = 1.2× 10−2

5 |ρ| = 0.18, pρ = 2.6× 10−2 |ρ| = 0.21, pρ = 6.9× 10−3 |ρ| = 0.43, pρ = 8.4× 10−9

6 |ρ| = 0.18, pρ = 2× 10−2 |ρ| = 0.46, pρ = 1.1× 10−9 |ρ| = 0.25, pρ = 1.2× 10−3

4. Discussion

In this study, we propose a new data fusion framework, C-ICT, to uncover relation-
ships across multiple brain imaging modalities to reveal the underlying mechanisms of
brain function as well as their dysfunction in diseases such as schizophrenia. Specifically, C-
ICT uses ICA to extract independent brain networks from each modality and then explores
possible associations across the modalities using IVA.

Compared with other existing data fusion frameworks, C-ICT is flexible in many ways.
First, unlike jICA, mCCA + jICA, tIVA, and parallel ICA [15,25–27,78], C-ICT allows for
different orders from the different datasets. Datasets of different modalities are different
in nature and might also have different levels of signal-to-noise ratios (SNRs). Therefore,
different orders would be expected for each modality. Second, C-ICT has no constraint
on the number of datasets, like parallel ICA. This freedom is important because a greater
number of data modalities can be collected from the same subjects. Thus, a framework that
is capable of jointly analyzing all modalities at the same time can provide valuable insight
into both the structural and functional aspects of networks responsible for brain functions.
Third, C-ICT is unique in that it is able to discover “one-to-many associations” between
datasets—a feature not available for any other data fusion method. This is possible for
C-ICT because one IC with the highest contribution to one SCV might also have the highest
contribution to other SCVs. The finding of such “one-to-many associations” suggests
that one brain region can be recruited by multiple other regions for the performance of
complex functions—an important neurobiological mechanism that is also supported by
other studies [79–81]. In addition to being highly flexible, another advantage of the C-ICT
framework is a critical step that eliminates ICs that might originate from artifacts such as
heartbeats, respiratory movement, and non-brain signals. In doing so, we have observed
more interpretable triplets of components, where each of the ICs from the three modalities
are associated with each other, and stronger associations between modalities within each
triplet, when compared with an implementation that skips this step.

We have applied the C-ICT framework to brain imaging data that measure structural
and functional aspects of both the WM and GM through dMRI, sMRI, and fMRI in both
HCs and SZs. As shown in the results, C-ICT uncovered six IC triplets. Importantly, within
each triplet, the three associated components are observed to be all closely functionally
related, thus validating our approach.

The first triplet includes anterior thalamic radiation and anterior corona radiata (ATR–
ACR), postcentral gyrus and precentral gyrus (POG–PCG), and thalamus from dMRI, sMRI,
and fMRI, respectively. The ATR is a WM bundle that connects the thalamus with the
prefrontal cortex [82]. The thalamus is a hub that relays sensory information to the cerebral
cortex [83]. The ACR carries somatotopically arranged motor fibers away from the cerebral
cortex. The POG is where the primary somatosensory cortex is located, and PCG is where
the primary motor cortex is located. This triplet represents a multimodal brain network
that involves nodes that are all related to sensory–motor functions.

The second triplet includes the corpus callosum, superior temporal gyrus (STG),
and paracentral lobule and postcentral gyrus (PCL–POG) from dMRI, sMRI, and fMRI,
respectively. The corpus callosum is an important fiber bundle that connects the left and
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right brain hemispheres and allows communications of sensory, motor, and cognitive
information between the two hemispheres. The STG is a cortical area responsible for
auditory processing, multisensory integration, and spoken word recognition. The PCL is
important for motor functions, while the POG is the location of the primary somatosensory
cortex, which is responsible for the sense of touch. Thus, this triplet primarily focuses on
sensory functions.

The third triplet includes the corticospinal tract and superior longitudinal fasciculus
(CST–SLF), uncus and inferior temporal gyrus (Uncus–ITG), and superior frontal gyrus
and middle frontal gyrus (SFG–MFG) from dMRI, sMRI, and fMRI, respectively. The CST is
a fiber tract that originates from the motor-related cerebral cortex to the motor neurons and
interneurons in the spinal cord and controls body movement. The SLF is a fiber tract that
connects frontal, occipital, parietal, and temporal lobes including the premotor cortex, thus
playing a role in regulating cognitive functions and motor behavior. The ITG is the anterior
region of the temporal lobe, which is important for object cognition and memory. SFG and
MFG occupy a large proportion of the frontal area that is also involved in cognition and
motor functions. The three ICs within this triplet all show significant group differences
between the HCs and SZs, suggesting that the structural and functional changes in these
brain cognition and motor networks might be related to the cognitive dysfunction and
motor deficits in SZs, thus revealing a multimodal neuroimaging biomarker of SZ.

The fourth triplet includes the superior longitudinal fasciculus (SLF), middle occipital
gyrus and fusiform gyrus (MOG–FG), and cuneus and middle occipital gyrus (Cuneus–
MOG) from dMRI, sMRI, and fMRI, respectively. The FG a large gyrus that spans across
the temporal and occipital lobes. Both MOG and FG are involved in visual processing and
cognition. Besides, the SLF is a fiber tract that connects to brain regions that are involved
in cognitive function. Thus, this triplet might primarily process visual cognition such as
object and facial recognition.

The fifth triplet includes CST–SLF, Precuneus–PCL, and STG from dMRI, sMRI, and
fMRI, respectively. While both the structural components are involved in motor functions,
the functional component is involved in sensory processing, representing a sensory–motor
network across the three modalities. The sixth triplet includes SCR–CST, POG–PCG, and
culmen from dMRI, sMRI, and fMRI, respectively. The three components are all related to
motor function.

As we can see from the description of the six triplets, all triplets represent networks
that are involved, at least partially, in motor functions, and many are related to cognitive
functions. Importantly, we also find that the same IC appears in more than one triplet.
Specifically, CST–SLF is in both triplet 3 (CST–SLF, Uncus–ITG, and SFG–MFG) and triplet 5
(CST–SLF, Precuneus–PCL, STG), and POG–PCG is in both triplet 1 (ATR–ACR, POG–PCG,
and thalamus) and triplet 6 (SCR–CST, POG–PCG, and culmen), suggesting dual functions
of one brain region in multiple multimodal brain networks.

Additionally, exploring the differences of ICs within the six triplets between HCs and
SZs might provide information about potential biomarkers of schizophrenia. By using
a two-sample t-test, we find that the ATR–ACR and CST–SLF from dMRI have stronger
activation in HCs than in SZs, implying the WM in these regions is less integrated in
SZs than in HCs. For sMRI, we find POG–PCG, STG, Uncus–ITG, and MOG–FG are less
activated in SZs than in HCs, meaning that SZs have a reduced average GM volume in
these areas. Furthermore, we find that SFG–MFG from fMRI has a stronger activation in
SZs than HCs. Most of these regions has been reported to be associated with abnormalities
and negative symptoms in SZs. SZs have been shown to have significantly lower FA values
than HCs in the ATR [82,84–86], ACR [87], CST [88], and SLF regions [89]. In addition, the
GM volume in the POG [90], PCG [91], STG [92], uncus [93], ITG [94,95], MOG [96], and
FG [97] has been shown to be significantly decreased in SZs compared to in HCs.
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5. Conclusions

It is increasingly common for multimodal data to be collected from the same subjects.
This provides the motivation for the development of multimodal data fusion techniques,
which have become important for the understanding of human brain imaging. In this
paper, we proposed a novel multimodal data fusion framework, C-ICT, to explore multiple
associations across different data modalities. We applied C-ICT to discover underlying
relationships between dMRI, sMRI, and fMRI datasets from HCs and SZs. We have shown
that C-ICT reveals multiple associations across the three modalities and provides potential
biomarkers for schizophrenia, demonstrating that C-ICT is a flexible and informative
method for the fusion of medical imaging data from different modalities. The success of
C-ICT in this paper motivates its application to other modalities and domains. Besides
the fusion of dMRI, sMRI, and fMRI data, C-ICT can be also used to fuse other types of
multimodal data, such as magnetoencephalography (MEG) or genetic data. Moreover, this
approach is not limited to the fusion of three data modalities but can be used for the fusion
of many more modalities, thus enabling the discovery of more comprehensive associations
across modalities in brain imaging studies as well as in other related areas.
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