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Abstract: Building footprints and road networks are important inputs for a great deal of services.
For instance, building maps are useful for urban planning, whereas road maps are essential for
disaster response services. Traditionally, building and road maps are manually generated by remote
sensing experts or land surveying, occasionally assisted by semi-automatic tools. In the last decade,
deep learning-based approaches have demonstrated their capabilities to extract these elements
automatically and accurately from remote sensing imagery. The building footprint and road network
detection problem can be considered a multi-class semantic segmentation task, that is, a single model
performs a pixel-wise classification on multiple classes, optimizing the overall performance. However,
depending on the spatial resolution of the imagery used, both classes may coexist within the same
pixel, drastically reducing their separability. In this regard, binary decomposition techniques, which
have been widely studied in the machine learning literature, are proved useful for addressing multi-
class problems. Accordingly, the multi-class problem can be split into multiple binary semantic
segmentation sub-problems, specializing different models for each class. Nevertheless, in these
cases, an aggregation step is required to obtain the final output labels. Additionally, other novel
approaches, such as multi-task learning, may come in handy to further increase the performance of
the binary semantic segmentation models. Since there is no certainty as to which strategy should be
carried out to accurately tackle a multi-class remote sensing semantic segmentation problem, this
paper performs an in-depth study to shed light on the issue. For this purpose, open-access Sentinel-1
and Sentinel-2 imagery (at 10 m) are considered for extracting buildings and roads, making use of
the well-known U-Net convolutional neural network. It is worth stressing that building and road
classes may coexist within the same pixel when working at such a low spatial resolution, setting a
challenging problem scheme. Accordingly, a robust experimental study is developed to assess the
benefits of the decomposition strategies and their combination with a multi-task learning scheme. The
obtained results demonstrate that decomposing the considered multi-class remote sensing semantic
segmentation problem into multiple binary ones using a One-vs-All binary decomposition technique
leads to better results than the standard direct multi-class approach. Additionally, the benefits of
using a multi-task learning scheme for pushing the performance of binary segmentation models are
also shown.

Keywords: Sentinel-1; Sentinel-2; remote sensing; building detection; road detection; deep learning;
convolutional neural networks; multi-class semantic segmentation; binary semantic segmentation;
multi-task semantic segmentation

1. Introduction

Deep learning is a subfield of machine learning inspired by the structures and learning
processes in the human brain. Deep learning models automatically extract features from
large amounts of data, reducing human intervention. In recent years, deep learning has
received a lot of attention in both scientific research and practical application [1,2]. Three
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main factors are responsible for this growing attention: the availability of large-scale
datasets [3–5]; the increase in computational processing power, especially with graphics
processing units (GPUs) [6–8]; and the appearance of several mathematical frameworks for
deep learning [9–11].

The progress made in deep learning has had a direct impact on computer vision
tasks, where convolutional neural networks (CNNs) have excelled. CNNs consist of a
concatenation of convolutional and pooling layers that progressively extract higher-level
features from images. Deep learning advancements have greatly improved pixel-labeling
tasks, where the aim is to assign a label to each pixel in an image. Accordingly, novel deep
learning strategies have outperformed well-established approaches for applications, such
as medical imaging analysis [12] and autonomous driving [13]. Moreover, deep learning
techniques have also proved successful in a wide range of remote sensing tasks [14,15],
including the detection of building footprints [16,17] and road networks [18,19].

Road networks and building footprints are of great importance nowadays since a great
deal of services rely on them to properly work. Traditionally, very high-resolution satellite
imagery were used to detect buildings and roads. However, the costs of this imagery and
the low revisit times hinder the update frequency. Therefore, the use of open data with a
high revisit frequency is compulsory in order to make it feasible to keep maps updated on
a global scale.

The European Space Agency (ESA) plays a key role in the monitoring of these elements,
making high-resolution Earth observation data more accessible and thus, encouraging
the application of deep learning techniques to remote sensing problems. Specifically, ESA
is currently developing in partnership with the European Commission, seven Sentinel
missions under the Copernicus Program [20]. Each mission is focused on a different
aspect of the Earth, such as the oceans, lands, or atmosphere. Among these missions, we
find Sentinel-1 (S1) and Sentinel-2 (S2) high-resolution satellites. The high revisit times
provided by these satellites open a great deal of use cases, including disaster monitoring,
urban planning, defense and intelligence and so on. Although their imagery is not usually
considered to detect buildings and roads, due to their limited spatial resolution (10 m),
their usage sets a challenging problem scheme.

Building and road detection tasks are usually addressed as pixel-wise labeling tasks,
also known as semantic segmentation tasks. A semantic segmentation scenario with only
two classes is known as a binary segmentation problem. The detection of building foot-
prints [21] and the extraction of road networks [22] are examples of binary segmentation
problems. However, in the remote sensing literature, it is common to combine multiple
classes to build up more elaborated maps. A semantic segmentation problem involving
more than two classes is known as a multi-class segmentation problem. A recurrent exam-
ple of a multiclass segmentation problem is the land cover and land use classification [23],
which includes the joint detection of building and roads [24].

Over time, different strategies to address these problems have been established. While
problems with only two classes have been tackled using binary semantic segmentation
models [21,22], problems with more than two classes have been approached with multi-
class models [23,25]. Since the latter optimizes the overall performance, the accuracy highly
depends on the separability of the classes. When working with remote sensing imagery, low
spatial resolution images may magnify this problem. This is the case of S1 and S2, where
multiple classes can coexist within the same pixel, due to its limited spatial resolution.
There are ways of reducing the complexity of multi-class problems, such as employing
binary decomposition strategies or multi-task schemes. Nevertheless, to the best of our
knowledge, no previous research has been conducted to define the best way to accomplish
a multi-class semantic segmentation problem.

Many proposals have been developed, aiming at undertaking classification problems
with more than two classes with a divide and conquer strategy [26], that is, the multi-class
problem is divided into multiple binary classification problems, which is also known as
binary decomposition [27]. Considering that multi-class problems are more complex than
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binary ones, decomposition techniques are expected to reduce the number of classification
errors [27,28]. On the other hand, there are some drawbacks; for example, especial care
should be taken to combine the outputs of these binary classifiers in order to build up the
multi-class prediction [29].

One-vs-One (OVO) [30] and One-vs-All (OVA) [31] are among the most common
decomposition schemes. The former learns a model to discriminate between each pair
of classes, whereas the latter learns a model to distinguish between a single class and
the remaining ones. Galar et al. [29] compared both decomposition techniques in several
multiclass problems and showed that OVO outperformed OVA in the framework tested.
Moreover, decomposition techniques have been proved successful for developing multi-
class support vector machines (SVMs), outperforming other multi-class SVMs approaches.

Over the last decade, multi-task learning has received a lot of attention and has been
successfully applied across a wide range of machine learning applications, including com-
puter vision [32]. When facing multiple tasks simultaneously, an acceptable performance
can be achieved by tackling each task independently. However, this approach ignores a
wealth of information that might come in handy to the model. Accordingly, by sharing
representations (training signals) between related tasks, the model may generalize better to
the main task [33]. Multi-task learning has been successfully applied to a wide range of
remote sensing tasks including the detection of buildings footprints [34] and the extraction
of road networks [35]. Moreover, this approach can also be used in combination with a
decomposition strategy to further improve the model performance.

The aim of this work is to determine how a multi-class semantic segmentation prob-
lem, such as the extraction of building footprints and road networks from high-resolution
satellite imagery, should be properly tackled. It must be noted the high complexity of this
scenario, given the low separability of the classes, due to the limited spatial resolution. In
this regard, the standard multi-class approach will be compared to the aforementioned
decomposition techniques. For this purpose, a multi-temporal dataset composed of 26
Spanish cities and two time intervals is generated. The dataset is divided into training and
testing sets, according to the machine learning principles [36]. To assess the performance
of the different approaches, the F-score and Intersection over Union (IoU) metrics are con-
sidered. Experiments demonstrate that decomposing a multi-class semantic segmentation
problem into a set of binary segmentation sub-problems using an OVA strategy reduces
the number of misclassified pixels and, hence, improves the overall segmentation mapping.
Moreover, the results also show that a multi-task learning scheme can effectively be used
to further increase the performance of the decomposed binary models.

The rest of this paper is organized as follows. Section 2 sets the problem statement and
describes different multi-class semantic segmentation decomposition approaches. Then,
the experimental framework is presented in Section 3. Thereafter, the experimental study
is carried out, and the results are discussed in Section 4. Finally, Section 5 concludes this
work and we present some future research.

2. Methods

In this section, the problem statement is set (Section 2.1). Then, the direct approach to ad-
dress multi-class semantic segmentation problems is recalled (Section 2.2). Thereafter, the dif-
ferent decomposition strategies employed in this work are described (Sections 2.3 and 2.4).
Finally, the multi-task learning scheme as a way of improving the performance of semantic
segmentation models is presented (Section 2.5).

2.1. Problem Statement

The detection of building footprints and road networks in high-resolution satellite
imagery is a difficult multi-class semantic segmentation problem where a model is learned
to label each pixel into building, road or background classes. However, given the limited
spatial resolution of S1 and S2 (10 m), multiple classes may coexist within the same
pixel, drastically increasing the complexity since the separability of the classes is reduced.
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These difficulties were experienced in our previous work [24], which was focused on the
extraction of buildings and roads from S1 and S2 imagery. Binary decomposition strategies,
such as OVO and OVA, address multi-class problems learning multiple binary models.
Nevertheless, it must be noted that that the outputs of this models must be aggregated to
build up the final multi-class prediction.

2.2. Direct Multi-Class Approach

A pixel-wise classification task involving more than two classes is known as a multi-
class semantic segmentation problem. Here, the aim is to assign a label from a set of classes
to each pixel on an image. However, depending on the use case, the boundaries between
the classes may overlap, increasing the complexity of the pixel-labeling task.

The standard and most popular architecture for addressing semantic segmentation
problems is the fully convolutional network (FCN), introduced by Long et al. [37]. The FCN
was one of the first CNN-based architectures, where the segmentation map was obtained
through a single forward pass. Moreover, since FCNs only have convolutional and pooling
layers, they can make predictions on arbitrarily sized inputs. On the downside, multiple
alternated convolutional and pooling layers downsample the resolution of the output
feature maps, resulting in coarse object boundaries. However, novel semantic segmentation
architectures based on the idea of FCNs, such as the SegNet [38], DeepLab [39] or U-Net [40],
address this issue.

In this work, we have opted for the U-Net architecture, which has shown remarkable
performance across a wide range of applications. As it is shown in Figure 1, this symmetric
architecture consists of two major parts. The contracting path, also known as the encoder,
reduces the spatial dimensions in every layer, while increasing the channel dimension.
On the other hand, the expansive path, also known as the decoder, increases the spatial di-
mensions, while reducing the channel dimension. Both paths are symmetric and connected
by the bottleneck. In the U-Net architecture, the feature maps extracted by the encoder are
concatenated to the decoder, avoiding the loss of pattern information and thus, enabling
precise localization.

Figure 1. U-net architecture [40] adapted to a multi-class semantic segmentation problem, including
building footprints and road networks. Note that the final 1× 1 convolutional layer performs a
classification into 3 classes since the background is also considered.

The final 1× 1 convolutional layer of the U-Net architecture performs the pixel-wise
classification. Depending on the scenario, both the number of channels and the activation
function employed in this layer may vary, that is, when addressing a binary semantic
segmentation problem, the channel dimension will be set to 1, and the sigmoid will be
used as the activation function. However, when facing multi-class settings, the channel
dimension will be set to the total number of classes, and the softmax will be chosen as the
activation function.

2.3. One-vs-One Strategy

Multi-class semantic segmentation problems, like any other multi-class problem, can
be decomposed into multiple binary semantic segmentation ones. OVO [30] is one of
the most the most common strategies to decompose multi-class problems. Considering
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a scenario with N classes, the OVO decomposition scheme divides it into N(N − 1)/2
binary sub-problems. At training time, only those pixels corresponding to one of the
two discriminated classes are taken into account, ignoring the rest. Accordingly, pixels
corresponding to ignored classes do not impact the loss function (but are considered for
convolutions). In this work, given the problem statement, three binary models are learned:
building-vs-road, building-vs-background, and road-vs-background, as shown in Figure 2.

Although we have decomposed a complex multi-class problem into a priori multiple
easier binary ones, drawbacks exist. For each pixel in the image, the outputs of the binary
models must be aggregated to build up the multi-class prediction. To simplify the notation,
for a given pixel, we use Pij to denote the confidence of the binary semantic segmentation
model discriminating classes i and j in favor of the former one. As shown in Figure 2,
each binary model contributes to the confidence of the positive class (i) with Pij and to
the confidence of the negative class (j) with 1− Pij. To finally aggregate these confidence
values, the weighted voting approach [41] is considered, that is, the class with the largest
sum of confidence values is predicted in each pixel.

Figure 2. OVO decomposition scheme adapted to a multi-class semantic segmentation problem,
including building footprints and road networks.

2.4. One-vs-All Strategy

The OVA [31] decomposition scheme, like OVO, can be used to divide a multi-class
semantic segmentation problem into multiple binary ones. Considering a scenario with
N classes, the OVA strategy divides it into N binary sub-problems. In this strategy, each
model is trained to discriminate between one class and the remaining ones. In this regard,
it is common to have several more negative samples than positive ones, resulting in a
highly imbalanced binary dataset. In this work, given the problem statement, three binary
models are learned to detect buildings, roads and the background, respectively, as shown
in Figure 3.

Again, the outputs of the binary models must be aggregated to generate the multi-class
prediction. To simplify notation, we will use Pi to denote the confidence of the binary
semantic segmentation model discriminating the class i from the rest of classes for a given
pixel. Accordingly, as Figure 3 depicts, each binary model contributes to the confidence of
the positive class (i) with Pi. Unlike OVO, the confidence in favor of the negative class is
no longer used since each class is covered by a different model. To finally aggregate these
values, the maximum confidence strategy [42] is used, that is, the class with the largest
confidence is predicted.
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Figure 3. OVA decomposition scheme adapted to a multi-class semantic segmentation problem,
including building footprints and road networks.

2.5. Multi-Task Strategy

Briefly, multi-task learning [33] consists of solving multiple learning tasks at the
same time, exploiting commonalities and differences across them. Multi-task architectures
are usually classified depending on how the parameters of the hidden layers are shared,
as shown in Figure 4, where two tasks are considered (semantic segmentation and pixel
count). In hard parameter sharing [43] (Figure 4a), the hidden layers between all tasks are
shared, keeping some task-specific output layers. Being the most commonly used type of
multi-task architecture, this approach greatly reduces the risk of overfitting since there are
several tasks that are learned simultaneously, and the model has to find a representation
that captures all of them. In soft parameter sharing [44] (Figure 4b), there are as many
models as tasks, each one with its own parameters. It must be noted that the distance
between these parameters is regularized to avoid overfitting.

Figure 4. Multi-task architectures depending on how the parameters of the hidden layers are shared.

In this work, we have opted for using the hard parameter sharing approach, consid-
ering that the soft parameter sharing one demands more resources and thus, becomes
unfeasible when dealing with many classes. To further improve the performance of se-
mantic segmentation models, the simplest complementary task is the prediction of the
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percentage of pixels assigned to each class. Therefore, Section 4 studies the application of
this strategy to increase the performance of the base models. Figure 4 describes how this
strategy is implemented. Accordingly, the features extracted by the encoder are passed
through a linear layer that outputs the percentage of pixels assigned to the positive class.

3. Experimental Framework

In this section, the experimental framework considered for carrying out the experi-
ments is described. The dataset used across all the experiments is presented in Section 3.1.
Then, the training procedure is detailed in Section 3.2. Finally, Section 3.3 explains the
performance measures used to evaluate the different methods.

3.1. Dataset

In this work, we have opted for extracting buildings and roads from S1 and S2 imagery,
given its limited spatial resolution (10 m). The lack of resolution reduces the separability of
the building and road classes, increasing the multi-class problem complexity. In this way,
the different approaches can be evaluated in a challenging problem. Accordingly, such a
challenging scheme is required to properly evaluate the different approaches.

There are a great deal of remote sensing semantic segmentation datasets available.
However, the vast majority of them consist of hand-labeled aerial imagery [45,46], which
do not meet our requirements (road and building detection fusing S1 and S2 imagery).
Despite the lack of high-resolution satellite imagery datasets, there are freely available
geodatabases that can be used to generate ground truth masks for training deep learning
models. Therefore, in this work, we have followed the methodology described by Ay-
ala et al. [24]. Accordingly, we have used OpenStreetMap’s (OSM) [47] building and road
labels, in combination with S1 and S2 to generate training and testing areas. It must be
noted that OSM may contain labeling errors, especially in disseminated areas. Nevertheless,
previous works [48] have demonstrated that when using large datasets, it is possible to
reach a good performance, even if their labels are not accurate.

The dataset comprises several areas of interest. For a generic area of interest, the gen-
eration pipeline is illustrated in Figure 5. Given a bounding box and a time interval, S2
products are queried and downloaded from the Sentinels Scientific Data Hub (SciHub) [49].
It must be noted that only S2 products with less than a 5% cloud cover percentage are
considered. In this work, we have opted for using the Red, Green, Blue and Near Infrared
bands since they are the only ones provided at the greatest resolution of 10 m. Moreover,
the Normalized Difference Vegetation Index (NDVI) is computed. To complement the
optical information provided by S2, S1 VV and VH backscattering coefficients (in decibels)
are downloaded from the SciHub and pre-processed, following the recommendations
in [50]. Finally, S1 and S2 bands are stacked to create the 7-band inputs. In order to give
models more room to detect hardly-visible buildings and roads, the 7-band inputs are
resampled to 2.5 m.

As we have mentioned, the corresponding ground truth mask for the area of interest
is generated, using OSM. Firstly, a reclassification is performed, aggregating geometries
from different OSM classes, depending on the desired legend. Since in this work, we
have focused on the detection of building and roads, several road types (OSM codes 5111-
5115, 5121-5124 and 5132-5134) are fused into the road label, whereas building polygon
silhouettes (OSM code 1500) are used for generating the building label. It must be noted that,
since roads come as line-strings, they must be buffered prior to being rasterized. Finally,
geometries are rasterized to 2.5 m in order to match the 7-band inputs spatial resolution.
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Figure 5. Dataset generation pipeline for a generic area of interest.

In total, the final dataset is composed of 24 Spanish cities. These cities are divided into
two sets, according to the machine learning guidelines [36]. With respect to the validation
set, we have opted, after preliminary experiments, for not using this set. Hence, no early
stopping is considered. Moreover, taking advantage of the high revisit times provided
by both S1 and S2 satellites, two time-steps are considered for each city (December 2018–
March 2019 and March 2019–June 2019). This approach allows one to not only improve
the generalization capabilities of the models against color spectrum variations, but also
to better assess the performance of the models in different time steps. Even though two
trimesters are used in this work, this approach can be extrapolated to any number of
trimesters, giving rise to more robust models and making their evaluation fairer. Moreover,
shorter time intervals, such as months or weeks, can be used instead of trimesters.

The summary of the dataset is presented in Table 1. Recall that the training and testing
split is done in such a way that prevents data leakage. That is, each city is assigned to
a single set (either training or testing). Moreover, the testing set is manually inspected,
invalidating areas where the labeling of OSM is not accurate. This allows us to make a
fair evaluation of the models, considering only properly labeled areas. The remaining
extension percentage after invalidation is also included for the testing set. The geographical
distribution of the dataset within the Spanish territory is shown in Figure 6.

Figure 6. Geographical distribution of the dataset (green training set/red testing set).
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Table 1. Summary of the dataset. Overall, the training set is composed of 18 cities (75%), whereas the
testing set consists of 6 cities (25%).

Train

City Dimensions

A coruña 704 × 576
Albacete 1280 × 1152
Alicante 1216 × 1472
Barakaldo 1088 × 896
Barcelona N. 1152 × 1728
Castellón 1024 × 1024
Córdoba 1088 × 1792
Logroño 768 × 960
Madrid N. 1920 × 2688
Pamplona 1600 × 1536
Pontevedra 384 × 512
Rivas-vacía 1088 × 1088
Salamanca 832 × 960
Santander 1152 × 1216
Sevilla 2176 × 2368
Valladolid 1408 × 1408
Vitoria 576 × 896
Zaragoza 2304 × 2752

Test

Valid Extension (km2)

City Dimensions Building Road

Bilbao 576 × 832 3172 4956
Granada 1664 × 1600 16,879 74,333
León 1216 × 768 1151 18,934
Lugo 768 × 576 80 983
Madrid S. 1280 × 2624 84,797 246,651
Oviedo 960 × 896 9588 17,892

3.2. Training Details

All the models are trained for 100,000 iterations using the Adam [51] optimizer with
a fixed learning rate of 1× 10−3. A batch size of 14 is used, considering the maximum
number of samples that fits into memory. The experiments are run on a NVIDIA RTX
2080Ti with 11 GB of RAM.

Regarding the loss function, a combination of the cross-entropy and dice loss is
considered. This approach, known as combo loss, is widely used in the remote sensing
semantic segmentation literature [52]. In summary, the cross-entropy is used for curve
smoothing, while the dice loss is used to control the trade-off between false positives and
false negatives. These losses are computed as follows. Let C denote the set of all classes
and I the set of pixels in an image. The cross-entropy and dice loss functions expressed
in terms of the ground truth one-hot encoded mask y and the output probabilities ŷ are
presented in Equations (1) and (2), respectively.

LCE(y, ŷ) = −∑
c∈C

∑
i∈I

yi,c log(ŷi,c) (1)

LDL(y, ŷ) =
2 ∑i∈I ∑c∈C yi,cŷi,c + 1

∑c∈C ∑i∈I yi,c + ŷi,c + 1
(2)

Considering that no validation set is used, the last epoch’s model is taken as the final
model. To prevent overfitting [53] the dihedral data augmentation technique is used, that
is, the data are augmented by applying horizontal and vertical flips, as well as 90 degree
rotations, giving rise to 8 different combinations. The same data augmentation techniques
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are used at testing time. Accordingly, the final prediction is obtained as the aggregation of
predictions across transformed versions of a test input.

3.3. Performance Measures and Evaluation

To evaluate the performance of the different approaches, the Intersection over Union
(IoU) and F-score metrics are used (Equation (3)). Metrics are computed for each label
(background, building and road) individually. Additionally, these metrics are aggregated
over the different testing cities to assess the overall performance. This aggregation is done,
using the weighted arithmetic mean, taking as weights the valid extension of each city.
Recall that this information is presented in Table 1. Note that in Equation (3), both y and ŷ
are one-hot encoded masks.

IoU(y, ŷ, c) =
∑i∈I yi,cŷi,c

∑i∈I max(yi,c, ŷi,c)
F− score(y, ŷ, c) =

2 ∑i∈I yi,cŷi,c

∑i∈I yi,c + ŷi,c
(3)

The performance of the different strategies is also qualitatively evaluated through the
visual inspection of the multi-class segmentation maps. Additionally, the visual inspection
of each label’s IoU in the form of true positives (TP), false positives (FP), true negatives
(TN) and false negatives (FN) is also included. This outlook yields a better description of
how the models are behaving, clearly identifying their differences.

4. Experimental Study

This section provides empirical evidence regarding how a multi-class segmentation
problem in which buildings and roads are extracted from high-resolution satellite imagery
should be adequately tackled. For this purpose, the following key questions are answered
through individual experiments:

• Can binary decomposition strategies be beneficial to address remote sensing multi-
class semantic segmentation problems?

• Can a multi-task learning scheme be used to further improve the performance in
remote sensing semantic segmentation problems?

4.1. Experiment 1: Decomposing a Multi-Class Problem

In this experiment, OVO and OVA binary decomposition strategies are considered and
compared to the standard multi-class semantic segmentation approach. Table 2 presents
the results obtained in terms of the IoU and F-score not only for each label, but also for
each city in the testing set. Additionally, the averaged metrics across the testing cities are
also included. The best results achieved for each metric are presented in boldface.
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Table 2. Results obtained in terms of averaged IoU and F-score metrics, in the testing set for Experiment 1.

IoU

Multi-Class OVO OVA

City Background Building Road Background Building Road Background Building Road

Bilbao 0.6835 0.5080 0.3728 0.8047 0.6108 0.4976 0.8381 0.6367 0.5118
Granada 0.6361 0.3222 0.3472 0.8550 0.5745 0.5012 0.8841 0.5660 0.5554
Leon 0.6087 0.2508 0.3217 0.8485 0.6944 0.5355 0.8756 0.7020 0.5826
Lugo 0.6105 0.1333 0.3472 0.7859 0.5494 0.4605 0.8501 0.5932 0.4798
Madrid S. 0.6175 0.4189 0.3773 0.8195 0.5492 0.5970 0.8676 0.5705 0.6392
Oviedo 0.6565 0.4574 0.3272 0.8239 0.5160 0.4750 0.8604 0.5430 0.4894

Average 0.6320 0.3994 0.3565 0.8279 0.5629 0.5427 0.8670 0.5789 0.5828

F-Score

Multi-Class OVO OVA

City Background Building Road Background Building Road Background Building Road

Bilbao 0.8119 0.6736 0.5431 0.8918 0.7574 0.6641 0.9119 0.7771 0.6764
Granada 0.7775 0.4874 0.5154 0.9218 0.7297 0.6677 0.9385 0.7228 0.7141
Leon 0.7568 0.4009 0.4866 0.9180 0.8196 0.6974 0.9337 0.8248 0.7362
Lugo 0.7578 0.2350 0.5143 0.8801 0.7083 0.6305 0.9189 0.7444 0.6484
Madrid S. 0.7635 0.5904 0.5479 0.9008 0.7088 0.7476 0.9291 0.7265 0.7799
Oviedo 0.7926 0.6276 0.4930 0.9034 0.6807 0.6439 0.9249 0.7037 0.6569

Average 0.7742 0.5666 0.5252 0.9057 0.7193 0.7021 0.9287 0.7325 0.7347

The results show that decomposing a multi-class problem is an effective way to reduce
the impact that the separability of the classes has on the overall performance. On the one
hand, the OVO decomposition strategy increases the metrics from 0.6320, 0.3994 and 0.3565
to 0.8279, 0.5629 and 0.5427, in terms of averaged IoU, and from 0.7742, 0.5666 and 0.5252 to
0.9057, 0.7193 and 0.7021, in terms of averaged F-score, for each class (background, building
and road), respectively. On the other hand, the OVA decomposition strategy increases the
metrics from 0.6320, 0.3994 and 0.3565 to 0.8670, 0.5789 and 0.5828, in terms of averaged
IoU, and from 0.7742, 0.5666 and 0.5252 to 0.9287, 0.7325 and 0.7347, in terms of averaged
F-score, for each class (background, building and road), respectively.

Moreover, the OVA decomposition strategy leads to better results than the OVO
(0.8670, 0.5789 and 0.5828 vs. 0.8279, 5629 and 0.5427, in terms of averaged IoU, and 0.9287,
0.7325 and 7347 vs. 0.9057, 0.7193 and 0.7093, in terms of averaged F-score, for each
class (background, building and road), respectively). It must be noted that the OVO
decomposition strategy achieves higher metrics in the building class for the Granada
city than OVA (0.5745 vs. 0.5660 and 0.7297 vs. 0.7228, in terms of averaged IoU and
F-score, respectively).

The quantitative results can be complemented with the qualitative results presented
in Figures 7 and 8. Here, the different approaches are contrasted, not only comparing their
multi-class predictions but also through visual inspection of the IoU (vIoU) for each class
in terms of true positives (TP) in green, false positives (FP) in blue, true negatives (TN) in
white, and false negatives (FN) in red. Additionally, the averaged IoU and F-score metrics
have been included.

A great deal of false positives (FP) can be observed in the final multi-class prediction
for the direct multi-class approach. This is due to the limited spatial resolution since
building and road classes may coexist within the same pixel. Accordingly, the direct
multi-class approach optimizes the overall performance, choosing between both classes on
detriment of the not selected one. However, as can be seen in the multi-class predictions
generated by the OVO and OVA decomposition strategies, this issue is addressed. Even
though OVO and OVA strategies perform similarly for the building class, it must be noted
a major decrease in the false positives for the road class when using the latter one.



Appl. Sci. 2021, 11, 8340 12 of 18

S2 Ground Truth (GT) GT Background GT Building GT Road

mIoU / mF-score IoU / F-score IoU / F-score IoU / F-score

Prediction vIoU Background vIoU Building vIoU Road

M
ul

ti
-c

la
ss

0.4178 / 0.5845 0.3094 / 0.4726 0.5088 / 0.6744 0.4352 / 0.6065

O
V

O

0.5518 / 0.7064 0.4213 / 0.5928 0.6139 / 0.7608 0.6202 / 0.7656

S

O
VA

0.5559 / 0.7126 0.4724 / 0.6417 0.6099 / 0.7577 0.5852 / 0.7383

Figure 7. Qualitative results for the benefits of using decomposition strategies. Visual comparison of the results obtained
with the direct multi-class approach vs. OVA and OVO binary decomposition strategies for a zone taken from Pamplona
city in the test set. TP are presented in green, FP in blue, FN in red and TN in white.

4.2. Experiment 2: Improving the Binary Performance Using a Multi-Task Scheme

The previous experiment has shown the benefits of decomposing a multi-class seman-
tic segmentation problem to reduce its complexity. Moreover, the OVA decomposition
strategy has led to better results than its OVO counterpart. In this experiment, we will focus
on further improving the results of the OVA model. In this regard, a combination between
the OVA model and a multi-task learning scheme will be analyzed. Specifically, it will be
studied whether learning not only the main segmentation task, but also a complementary
one such as predicting the percentage of annotated pixels can further improve the results.
The results obtained in this experiment are presented in Table 3.
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S2 Ground Truth (GT) GT Background GT Building GT Road

mIoU / mF-score IoU / F-score IoU / F-score IoU / F-score

Prediction vIoU Background vIoU Building vIoU Road

M
ul

ti
-c

la
ss

0.5045 / 0.6558 0.3193 / 0.4841 0.7080 / 0.8290 0.4863 / 0.6544

O
V

O

0.4942 / 0.5665 0.0024 / 0.0049 0.8338 / 0.9094 0.6464 / 0.7853

O
VA

0.6368 / 0.7577 0.3598 / 0.5292 0.8384 / 0.9121 0.7122 / 0.9319

Figure 8. Qualitative results for the benefits of using decomposition strategies. Visual comparison of the results obtained
with the direct multi-class approach vs. OVA and OVO binary decomposition strategies for a zone taken from Barcelona
North city in the test set. TP are presented in green, FP in blue, FN in red and TN in white.

Whereas the OVA model performs better in the background and road classes (0.8670
vs. 0.8631, and 0.5828 vs. 0.5698, in terms of averaged IoU, and 0.9287 vs. 0.9264, and 0.7347
vs. 0.7252, in terms of averaged F-score, for both classes, respectively), its combination
with a multi-task learning scheme leads to better results in the building class (0.5954 vs.
0.5789, and 0.7450 vs. 0.7325, in terms of averaged IoU and F-score, respectively).

Figures 9 and 10 set out a visual comparison between the OVA binary decomposition
strategy and its combination with a multi-task learning scheme.

Closely looking to these figures, one draws the similar conclusions to the ones ex-
tracted from the previous table with extra information. Although both approaches perform
similarly overall, the multi-task variant reduces the number of false positives in the back-
ground and road classes. However, the number of false positives is increased in the
building class.
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Table 3. Results obtained in terms of IoU and F-score metrics, in the testing set for Experiment 2.

IoU

OVA Multi-Task OVA

City Background Building Road Background Building Road

Bilbao 0.8381 0.6367 0.5118 0.8465 0.6319 0.5290
Granada 0.8841 0.5660 0.5554 0.8760 0.6554 0.5450
Leon 0.8756 0.7020 0.5826 0.8880 0.7070 0.5849
Lugo 0.8501 0.5932 0.4798 0.8428 0.6213 0.4865
Madrid S. 0.8676 0.5705 0.6392 0.8452 0.5548 0.5989
Oviedo 0.8604 0.5430 0.4894 0.8781 0.5732 0.5371

Average 0.8670 0.5789 0.5828 0.8631 0.5954 0.5698

F-Score

OVA Multi-Task OVA

City Background Building Road Background Building Road

Bilbao 0.9119 0.7771 0.6764 0.9169 0.7736 0.6917
Granada 0.9385 0.7228 0.7141 0.9339 0.7918 0.7054
Leon 0.9337 0.8248 0.7362 0.9407 0.8282 0.7381
Lugo 0.9189 0.7444 0.6484 0.9147 0.7659 0.6545
Madrid S. 0.9291 0.7265 0.7799 0.9161 0.7136 0.7488
Oviedo 0.9249 0.7037 0.6569 0.9351 0.7284 0.6985

Average 0.9287 0.7325 0.7347 0.9264 0.7450 0.7252

S2 Ground Truth (GT) GT Background GT Building GT Road

mIoU / mF-score IoU / F-score IoU / F-score IoU / F-score

Prediction vIoU Background vIoU Building vIoU Road

O
VA

0.5559 / 0.7126 0.4724 / 0.6417 0.6099 / 0.7577 0.5852 / 0.7383

M
ul

ti
-t

as
k

O
VA

0.5341 / 0.6941 0.4477 / 0.6185 0.5847 / 0.7379 0.5698 / 0.7259

Figure 9. Qualitative results for the benefits of using a multi-task learning scheme. Visual comparison of the results obtained
with the OVA binary decomposition strategy and its multi-task variant, for a zone taken from Pamplona city in the test set.
TP are presented in green, FP in blue, FN in red and TN in white.
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S2 Ground Truth (GT) GT Background GT Building GT Road

mIoU / mF-score IoU / F-score IoU / F-score IoU / F-score

Prediction vIoU Background vIoU Building vIoU Road

O
VA

0.6368 / 0.7577 0.3598 / 0.5292 0.8384 / 0.9121 0.7122 / 0.9319

M
ul

ti
-t

as
k

O
VA

0.6468 / 0.7693 0.3989 / 0.5703 0.8404 / 0.9133 0.7011 / 0.8243

Figure 10. Qualitative results for the benefits of using a multi-task learning scheme. Visual comparison of the results
obtained with the OVA binary decomposition strategy and its multi-task variant, for a zone taken from Barcelona North city
in the test set. TP are presented in green, FP in blue, FN in red and TN in white.

5. Conclusions and Future Work

In this work, an in-depth study is carried out in order to determine how a remote
sensing multi-class semantic segmentation problem should be properly tackled. We have
focused on high-resolution satellite imagery, since the limited spatial resolution reduces
the separability of the classes. In this way, we set a challenging scenario for evaluating the
usefulness of the different approaches included in this study.

Specifically, the joint building footprint and road network detection in high-resolution
satellite imagery is addressed. For this purpose, a dataset combining S1 and S2 high-
resolution satellite imagery with OSM building and road labels is generated. The direct
multi-class approach is compared to the OVO and OVA binary decomposition strategies as
well as their combination with a multi-task learning hard parameter sharing scheme. Quan-
titative and qualitative results show that decomposing a multi-class problem into multiple
binary ones using an OVA binary decomposition strategy leads to better results than the
standard direct multi-class approach. Moreover, despite obtaining similar results overall,
multi-task learning seems promising for pushing the performance of binary segmentation
models. Therefore, more advanced auxiliary tasks may be taken into consideration for a
clear pay-off.

Furthermore, more experimentation is required to properly assess the effect that
the number of classes has on the usefulness of the decomposition strategy. Moreover,
the dataset could be extended to other cities different from the ones used for training and
testing the models. This outlook will not only have a positive effect on the generation
capability of the models, but it will also make the evaluation fairer, giving more weight to
the conclusions extracted.
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