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Featured Application: The proposed method can be applied to represent the cloth object in
Unity3D for AR/VR application, interactive game development, force-based deformable object
simulation, etc.

Abstract: While the cloth component in Unity engine has been used to represent the 3D cloth object
for augmented reality (AR) and virtual reality (VR), it has several limitations in term of resolution
and performance. The purpose of our research is to develop a stable cloth simulation based on a
parallel algorithm. The method of a mass—spring system is applied to real-time cloth simulation
with three types of springs. However, cloth simulation using the mass-spring system requires a
small integration time-step to use a large stiffness coefficient. Furthermore, constraint enforcement
is applied to obtain the stable behavior of the cloth model. To reduce the computational burden of
constraint enforcement, the adaptive constraint activation and deactivation (ACAD) technique that
includes the mass—spring system and constraint enforcement method is applied to prevent excessive
elongation of the cloth. The proposed algorithm utilizes the graphics processing unit (GPU) parallel
processing, and implements it in Compute Shader that executes in different pipelines to the rendering
pipeline. In this paper, we investigate the performance and compare the behavior of the mass—spring
system, constraint enforcement, and ACAD techniques using a GPU-based parallel method.

Keywords: cloth simulation; Unity3D compute shader; mass—spring system; constraint enforcement

1. Introduction

Over the past few decades, the rising demand for visual realism in computer animation
has become a significant problem. AR and VR are techniques for providing the new user
experience with a realistic virtual object in a real-world or virtual-world scene, respectively.
Due to the low computing power of AR/VR devices, the performance of the simulation
using AR/ VR devices is becoming a major problem. The physically based simulation of
the 3D object is legitimately used on both rigid and non-rigid body objects. In non-rigid
body simulation, the 3D object constantly changes its shape. Therefore, the application of
a physically based simulation, such as surgical simulation, requires improvement in the
quality and performance [1,2].

Cloth simulation is an excellent example of a deformable object, since when stretching,
or wrinkling, it assumes different shapes. Therefore, dynamic cloth simulation has been
widely used in movies and games to represent realistic cloth behavior that interacts and
behaves similar to its real-world counterparts. The main goal of general 3D cloth simulation
is to simulate cloth objects using fundamental concepts of physics, and obtain real-time
performance (above 30 frames per second) for animation or simulation. However, higher
frame-rates (above 60 frames per second) are required for AR or VR simulation since the low
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framerates of VR and AR contents may induce dizziness or motion sickness for users. The
performance of physically based cloth simulation is strongly dependent on the resolution
of the model, due to the cloth models being a triangular mesh of particles. In general cloth
simulation, the cloth model employs a grid of nodes or particles, with each node linked with
its neighbor, and is known as a spring. In each frame of the simulation, each node displaces
to another position in a coordinate system that requires the mass—spring system (MSS)
method to resist the forces and maintain the distance of each spring [3,4]. However, when
a large time-step and stiffness coefficient are used, the spring force cause the numerical
instability, resulting in a super-elasticity effect or blow-up situation. In consequence, small
stiffness coefficients should be used to avoid this super-elasticity, then the cloth looks like
rubber. Under this situation, constraint enforcement can be a good role to control the
force of each spring. Similarly, it is difficult for the MSS to find the proper time-step and
coefficients to simulate cloth objects that act similar to their real-world behavior.

Since the computing and rendering of a deformable object in a game or VR/AR
have been increased to represent the realistic object, the resolution of the object has been
simplified to achieve real-time performance [5]. The approach of traditional serial process
of a central processing unit (CPU) to perform the cloth simulation is not suitable to solve
large and complex numerical equations in real-time, and a different approach is needed.
Therefore, cloth simulation can utilize parallel processing on the GPU, since it operates on
multi-cores and thousands of threads in massive parallelism [6]. Modern GPUs outperform
their CPU counterparts in terms of processing power, memory bandwidth, and efficiency.
For many years, GPUs have potentially powered the image rendering and animation on
the computer display, but they are able to do more [7].

Unity3D is a cross-platform game engine that is developed by Unity Technologies. It
is particularly famous for game development, VR/AR content, and physic simulation [8].
To avoid implementing data-based cloth simulation, Unity’s build-in module is used to
simulate the cloth object or deformable 3D object in general animation applications and
interactive games. Furthermore, the Obi Cloth, which is an additional extension that
exists in Unity3D, also provides the possibility of simulating the cloth in real-times using
a CPU-based method [9]. This seems to be a common problem in the performance of
large-resolution cloth models in real-time.

In this paper, we present the implementation of cloth simulation in Unity3D using com-
pute shader as a GPU-based parallel program. The specific contributions of our paper are:

e  Cloth simulation is implemented based on the mass—spring system, implicit constraint
enforcement, and adaptive constraint activation and deactivation (ACAD), using
Unity3D compute shader.

e  The parallel method of a sparse linear solving algorithm is utilized to accelerate the
performance of the constraint enforcement method.

The rest of the paper is organized as follows. Section 2 provides an overview of
the previous studies of cloth simulation. Section 3 presents the proposed method for
implementation based on the mass—spring system and constraint enforcement on GPU.
Section 4 compares the performance result of the cloth simulation using the mass—spring
system, constraint enforcement, and ACAD method that are implemented on Unity3D
compute shader. To compare and contrast each method in an understandable manner, we
conduct an experiment under the scenario in which a cloth object collides with a spherical
object. Section 5 concludes the paper.

2. Related Work

Previous approaches that have focused on cloth simulation in real-time have been
studied to represent relatively simple models, which concentrated on faster algorithms.
The finite element method (FEM) has been proven to be an accurate approach to simu-
late deformable models [10]. FEM is a time-consuming method, due to the method of
dividing an object into a large number of elements, and solving a large system of equa-
tions. However, many approaches have improved FEM techniques to be used in real-time
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simulation [11-13]. Mesh simplification approaches have been studied to simplify the
detail of the 3D object and maintain the quality of the mesh [14].

Miiller et al. [15] applied a position-based dynamic (PBD) method to simulate the
deformable cloth object. The position-based method is fast, stable, and robust, but is not
an accurate method. Hence, the velocity and force properties are ignored in PBD, which
directly change the position of each node using project position to satisfy all constraints.

Many force-based methods have been researched and applied to the real-time simula-
tion of deformable cloth objects. The explicit and implicit methods are used to obtaining a
numerical approximation to the solution of time-dependent equations [16]. The explicit
Euler method is a first-order method of linear approximation, which uses a discrete time-
step to approximate the solution of the motion equation. Since the explicit method is
relatively inaccurate compared to the implicit method, it requires less operation, and is
simple to implement. The position and velocity of a node are affected by the internal
force and external force, and the acceleration can be computed based on Newton’s second
law of motion. The mass—spring system method of deformable cloth simulation was first
introduced by Provot [17]. Georgii et al. [18] proposed a GPU structure to solve a numer-
ical equation of the mass—spring method with an efficient memory access pattern using
OpenGL architecture. Similarly, Mosegaard et al. [19] accelerated a spring-mass system for
a surgical simulator that was implemented on the OpenGL platform.

In the mass—spring system method, a spring’s force is used to maintain the distance
of the spring at each given time-step. However, the distance of each spring that can be
stretched or compressed causes a numerical problem. Provot [17] applied a dynamic
inverse constraint on springs that were over-elongated to prevent the “super-elastic” effect.
As the result, this method could help a model perform realistically, but the displacement of
each node directly ignored the physical consequence of the dynamic behavior of motion.
Consequently, an implicit constraint was used to solve the elongated springs beyond 10%,
and to prevent the excessive elongation of springs [20]. Goldenthal et al. used a smaller
threshold of (1 and 0.1)% to simulate a piece of cloth that was quite stiff [21].

2.1. Mass—Spring System

The mass—spring damper model consists of a list of springs that are defined at the
initializing stage of the simulation. Each spring is made by 2 nodes and denoted by p; and
p2 as the first and second node positions, respectively. Similarly, the velocities are denoted
by v and v, and the initial length or rest length of the spring is Ly [22]. Figure 1 illustrates
the structure of the mass—spring model used in the cloth simulation. A node can be linked
with other nodes in the grid where i and j are the coordinates (row and column indices) of
the 2D grid.
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Figure 1. Mass—spring model for cloth simulation.

General nodes can have 12 links except corner nodes and side nodes that have a
different number of links since their neighbor nodes do not exist. Therefore, three types of
spring can be classified as follows:
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e  Structural springs: node [i, j] can be linked with node [i, j+1], [i, j-1], [i+1, j], [i-1, j].
e  Shear springs: node [i, j] can be linked with node [i+1, j+1], [i+1, j-1], [i-1, j-1], [i-1, j+1].
e  Bend springs: node [i, j] can be linked with to node [i, j+2], [i, j-2], [i+2, j], [i-2, j].

In the edge-centric algorithm, the spring force is computed using Hooke’s law. Variable
K is added to the force equation to increase the stiffness of the spring, and parameter
K, is the damping coefficient of the spring. Note that the edge-centric algorithm obtains
two different directions of forces to each node in the spring. The force equation of the
edge-centric algorithm can be written as follows in Equations (1) and (2):

(Uz—vl)'(Pz—Pl))] P2 —p1
= |ke(lp2 — 1| — Lo) + k 1
fi (Ip2 = p1l — Lo) d< 72— | 02— 1| 1

fo=—-fi )

where, f1 and f; are the forces of the first node and second node in a spring. After spring
force computation, the accumulation of the force on each node is computed separately.
Differently, in the node-centric algorithm, each node accumulates the force from all springs
directly at the same time.

2.2. Implicit Constraint Enforcement

In research by Hong et al. [23], the implicit constraint enforcement method predicts
the correct direction of the constraint forces by using future time-step. A list of positions
of 3n size is used, where q = [x1, Y1, 21, X2, Y2, 22 - - - Xn, Yn, z,]T, and where n is the total
number of all nodes. The distance constraint  based on Euclidean equation can be defined
as follows:

O = (x1—x2)° + (1 —y2)* + (21 — ) — 17 (3)

where, 7 is the initialing distance between 2 nodes. Then the list of m distance constraints
can be written as the following equation:

(q,1) = [@}(g,1), @2(g,1),... @™ (q,0)] @

The partial differentiation on distance constraint concerning subscript g obtains a
Jacobian matrix @, of size of m x 3n. This can be calculated using the following equation:

A B 0 0
@y(gt)=| 0 C D 0

A= ’2(9(0 — Cx),Z(}/O — Cy),2<Zo — Cz) ,
B = |_2(x0 - Cx)/ _2(]/0 - Cy)/ _2(ZO - Cz)

C= ’2(361 — Cx),Z(yz — Cy),Z(Zz — CZ) ,
D = ‘72(3{1 — Cx), *2(]/1 — Cy), *2(21 — CZ)

' ©)

7

where, X0, Yo, Zo are the current position of a node, and Cy, Cy, C; are the fixed position of
the node. The system of constraint force equation can be written as follows:

Mg+ ®; A =F4 (6)

where, M is the mass matrix and the diagonal element stores the node’s mass, F4 is the
accumulation of gravity force and constraint forces acting on the node, CDqT is the transpose
of the Jacobian matrix, and A is the Lagrange multiplier vector of size m. The equation of
time integration can be defined as follows in the equation:

q(t+ At) = §(t) — MM DIA + AtM ™ FA (g, t) @)
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q(t+ At) = q(t) + Atg(t + At) 8)

The integration time-step is At, so the constraint function of the next time is treated
implicitly, as follows in Equation (9):

D(q(t+ At),t+ At) =0 )

A truncated, first-order Taylor series can be used to estimate Equation (9), and the
new constraint function of next time can be written as follows:

D(q(t), 1) + Pg(q(t), £)(q(t + At) = q(£)) + Pi(q(t), 1) At = 0 (10)

To eliminate q(t + At), Equations (7) and (8) are substituted into Equation (9). Putting
all of this together, we can solve the Lagrange multiplier by solving a system of linear
equations, as follows in Equation (11):

@yl0,OM1OTA = 500, 1) + 3 ula )+ @yl ) (50 + M FAD) (D

Equation (11) is in the form of a linear system problem, and can be solved by a precise
and effective method. The conjugate gradient is the most well-suited algorithm for this
kind of system [24]. Equation (11) can be written as AA = B. The conjugate gradient method
is given by the following equation. The prediction vector, A initializes with 0. Equation (12)
can written as rg = pg = B. The routine to correct a prediction vector with i number of
iterations can be written as follows:

TozpozB—A/\ (12)
rii (13)
K, =
©plAp
Aig1 = A+ ap; (14)
rig1 =i — 0 Ap; (15)
T
Tipali+l
- 16
Bi r (16)
Pit1 =Tiy1 + Bipi (17)

2.3. Unity3D Compute Shader

In general, a Unity engine offers primary scripting written in C# programming lan-
guage to manage the general computation of object movement in the physics simula-
tion [25]. Since the general C# script executes all operations as a serial process, there are
limitations on the performance. Under these circumstances, the task of parallelism can
provide a better performance, since all operations are executed in the background on their
own thread. However, data parallelism in the GPU (also known as single instruction
multiple data) achieves a promising performance for the general purpose of physically
based simulation, since the computation and rendering have been done in the GPU.

Therefore, Unity3D provides the solution for GPU utilization by using Microsoft’s
DirectCompute 5.0 technology. Compute Shaders in the Unity engine is key to performing
general-purpose computing on the GPU. The compute shader is a programmable shader
stage that extends Microsoft Direct3D 11’s capabilities beyond graphics programming. Like
other shaders (vertex and fragment shader), a compute shader follows the syntax of high-
level shader language (HLSL). Normally, the compute shader script in Unity3D is written
in HLSL, and compiled to a specific platform (DirectX or OpenGL core). Therefore, the
hierarchy of the compute shader in Unity3D is similar to the compute shader in OpenGL,
but the compute shader in Unity3D consists of multiple kernels, unlike in OpenGL, which
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Local Work Group Y
I

consists of a single kernel per compute shader. The compute space is required to manage
the number of threads in the local group. Additionally, the compute space of the kernel is
dependent on the algorithm and the problem of data. Figure 2 illustrates the scheme of the
compute space of the kernel.

Local Work Group X
X

Work Group X
1

Shared Memory

‘ Thread

‘ Thread

Thread

Thread

Thread

‘ Thread H Thread H Thread H Thread H Thread ‘

‘ Thread ‘ Thread I Thread ’ Thread ‘ Thread

‘ Thread H Thread H Thread H Thread H Thread ‘

A dnoany yao0pq

Figure 2. The compute space dimension of the kernel in Unity.

Compute space can be defined either as 1D, 2D, or 3D of the workgroup using Unity’s
APl in dispatching the function of compute shader, where each workgroup consists of a
local workgroup with shared memory that can be used for any thread in the same local
workgroup. The dimension of each local workgroup can be defined either as 1D, 2D, or 3D
of the thread, and is specified in the kernel of compute shader [26]. Note that each thread
in the local workgroup is executed in a non-sequential order, which gives an advantage to
the performance of the extremely large data. On the other hand, the data to be used in the
kernel must be ComputeBulffer type, which contains large arrays of structured data. It can
share with different kernels in a compute shader or the other compute shader as well.

3. Implementation of Cloth Simulation in Unity3D

In this section, we provide several techniques for the implementation of a cloth
simulation system in GPU. First, we describe the implementation method of MSS using
compute shader in Unity3D. We then describe the method to simulate the cloth model
using constraint enforcement. Significant information of the simulation includes the node’s
position, velocity, force, and normal vector, which are stored in ComputeBuffer object. We
use a simple sheet model to represent the cloth object.

3.1. Mass—Spring System on the GPU

In Figure 1, there are 12 directions of force acting on a single node. So, we use a
node-centric algorithm to accumulate the force of each node using the 1 thread per node
technique. Since the node in a cloth model can be represented as 2D, we can define the
compute space using the 2D dimension of the workgroup that each local workgroup

determined as (x = 32, y = 32, z = 1) in the kernel. Consequently, the dimension of the

workgroup is calculated as (x = {Rsf’zw —‘ JY= [C"l;;mn—‘ ,z=1), where Row and Column are

the numbers of nodes in the row and column of a cloth model, respectively.

To invoke each element of the buffer by the index of buffer properly, the index of the
2D thread is calculated following the scheme demonstrated in Figure 3. ThreadID is used
to indicate a thread throughout the entire distribution in the thread group in the form of
3D format, and can be calculated by GroupID x ThreadGroupSize + GroupThreadID, where
GroupID refers to the index of a specific workgroup, ThreadGroupSize is the total number
of how many workgroups there are in the compute space, and GroupThreadID is a unique
index of the thread in each local workgroup (local index).
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Figure 3. Scheme of accessing buffer through the index of the thread.

We then calculate the index of the buffer as 1D by jth x Column + ith, where ith and
jth are the indices of the thread in the X and Y-axis of ThreadID, respectively. Algorithm
1 indicates the pseudo-code of the kernel to accumulate the spring force. Note that the
ComputeSpringForce() function follows Equation (1), which requires the position and
velocity of 2 nodes to manipulate the force as a result.

Algorithm 1 The node’s centric algorithm to accumulate spring force.

Spring force accumulation kernel

Begin

End

Input: Buffer Position, Velocity, Force
Output: Buffer Force

i < ThreadID.x

j = ThreadID.y

index < jx column-+i

Force[index] < ComputeSpringForce(nodeli, jl, nodel[i, j+1])
Force[index] <~ ComputeSpringForce(nodeli, j], nodeli, j-1])
Force[index] <- ComputeSpringForce(nodeli, jl, node[i+1, j])
Force[index] <— ComputeSpringForce(nodeli, j], node[i-1, j])
Force[index] - ComputeSpringForce(nodeli, j], node[i+1, j+1])
Force[index] - ComputeSpringForce(nodeli, j], node[i+1, j-1])
Force[index] «— ComputeSpringForce(nodeli, j], node[i-1, j-1])
Force[index] < ComputeSpringForce(nodeli, j], node[i-1, j+1])
Force[index] < ComputeSpringForce(nodeli, j], nodeli, j+2])
Force[index] < ComputeSpringForce(nodeli, j], nodeli, j-2])
Force[index] < ComputeSpringForce(nodeli, j], node[i+2, j])
Force[index] < ComputeSpringForce(nodeli, j], node[i-2, j])

3.2. Constraint Enforcement on the GPU

From Equation (11), we classify the operation into three parts, constructing a sparse
linear system, solving a sparse linear system, and computing constraint force. So, we use
three different compute shaders, and each computes shader consists of multiple kernels, as
shown in Table 1:
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Table 1. List of compute shaders to use in the constraint enforcement algorithm.

Thread in a Local

Compute Shader Kernel Number of Workgroups Workgroup
computePhi() < [%111) (1024, 1, 1)
Comstructings computeVect() < P\{%giﬂ’l’g (1024,1, 1)
onstructingSys
Constraint:
computeRHS() ( [%hl) (1024, 1, 1)
SpMM() ( [Constraints—‘ "Constraints—‘ 1) (32’ 32, 1)
32 4 32 4
initialStep() ( [%WM) (1024, 1, 1)
max nn.
SpMV() ( [ max(nnz) W ) (1024,1, 1)
LinearSystemSolving computeAlpha() < [Conlsot;imtﬂ .1, 1) (1024,1, 1)
Conjugate Gradient
(Conjugate Gradient) updateLambda() ( [Corllségimts“ 1, 1) (1024, 1,1)
computeBeta() < [Consmmtﬂ 1, 1) (1024, 1, 1)
updateP() ( [Constramtﬂ,m) (1024,1, 1)
ConstraintForce computeForce() < [COHStramtﬂ 1, 1) (1024,1, 1)

A Jacobian matrix (J) is obtained by partial differentiation of the distance constraint
equation and consists of lots of zero values. In this case, the sparse matrix format is
the most suitable in terms of memory allocation and performance, since it contains only
non-zero (nnz) values. The ] matrix has m x 3n size, and each row possibility consists of
6 nnz values. As a result, the nnz elements are arranged uniformly near the diagonal of a
matrix J. General operation, such as sparse matrix-matrix multiplication (SpMM), sparse
matrix—vector multiplication (SpMV), and transpose sparse matrix—vector multiplication
(SpMVT), is the bottleneck in the simulation.

Under these circumstances, ELLPACK and Compressed Sparse Row (CSR) format
are considered for the structure of the ] matrix. ELLPACK format obtains a good result
of the performance as compared to CSR format, but CSR format has an advantage over
ELLPACK in being faster at performing the SpMVT operation [27]. In CSR format, there
are three lists to represent the non-zero values, a list of the non-zero elements (A), a list of
the column indices of the non-zero elements (JA), and a list of the compressed row indices
of the non-zero elements (IA). Note that the list of the compressed row indices is of length
m + 1, and each element of the IA points to row starts in the JA and A.

Another advantage of the CSR format is a self-transpose operation, which does not
require an additional operation to transpose each element of the ] matrix. From the idea of
CSR format, the new transpose of ] matrix can now be stored in Compress Sparse Column
(CSC) that has three lists similar to the CSR format. The transpose of CSR format, denoted
by B, obtains the same order of the three lists, the IB list now represents the row indices
of the non-zero elements, and the ]B list is a list of the compressed column indices of the
non-zero elements.

The size of the system matrix in Equation (11) is m x m, but it is a sparse matrix,
so it can be represented by coordinate sparse matrix format (COO), and it stores each
non-zero element in a list of triplets (nnz value, row index of the non-zero value, column
index of the non-zero value). Table 2 shows the list of buffer objects used in constraint
enforcement. Since the size of the buffer to store data is static and cannot be changed
during the simulation process, each bulffer is initialized with a defined number.
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Initializing buffers

Table 2. List of the buffers used in constraint enforcement algorithm.

Buffer Size Data Type Description
Phi m Float Vector ®(g, t)
Vect 3n Float Vector (4q() + M~LFA(g, t)).
Rhs m Float Right-hand side vector of Equation (11)
Lambda m Float a vector Lagrange Multiplier (1)
A 6 X m Float Vector of nnz value
IA m+1 Integer Compressed row index for nnz value of A
JA 6 X m Integer Column Vector of A indices
1B 6 X m Integer Row Vector of B indices
JB m+1 Integer Compressed column index for nnz value
Sys nnz Vector3 System matrix of Equation (11)
nnz 1 Integer Number of the non-zero value of the system matrix
Force 3n Float Vector of constraint force

In order to perform cloth simulation using constraint enforcement method using the
kernel in GPU, a ComputeShader.Dispatch() function is called in a simulation loop with
the given kernel name and specific size of the workgroup. Note that each kernel in a
compute shader performs a specific task and each kernel is performed after the process
of the previous kernel is finished. So, between calling each kernel, a synchronization
is performed in the abstract, to avoid the issue of the process interruption and thread
divergence. Due to the different dimensions of data, the linear solving algorithm is divided
into multiple kernels with a different number of threads. Figure 4 demonstrates a flowchart
of the proposed algorithm to compute constraint force using kernels in compute shader.

Initializing compute

shaders
dispatch dispatch dispatch . | )
] computePhi() computeVect() N conputeRHS() [>|dispatch SpMMO
I
¥
dispatch . ] dispatch N dispatch Ll dispatch dispatch
initialStep() | dispatch SpMV() = computeAlpha() updateLambda() computeBeta() N updateP()
t No
No
Render cloth object Time integration disp at‘ch [—Yes Max number of iteration ?
method computeForce()
Yes End

Figure 4. Flowchart of cloth simulation using constraint enforcement method with compute shader in Unity.

As shown in the flowchart, at the start of simulation all GPU buffers are initialized
and data are filled in the array of the buffer. In the initializing stage of compute shader,
the specific buffer is required to allow permission of the buffer manipulation in the GPU
kernel, and a uniform variable can also be put in at this stage. Henceforth, the simu-
lation loop is performed by dispatching computePhi() kernel to compute the ®;(g, ),
a vector in GPU, and stores in the Phi buffer. In the same kernel, the Jacobian matrix
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(®y) is created as well. After that, the simulation dispatches computeVect() kernel to
compute the (ﬁq(t) + M~ 1FA(g, t)) vector, and stores in Vect buffer. The right-hand
side of the system is then computed by dispatching computeRHS(), and the result of
( ﬁd)(q,t) + 4 Di(q, 1) + Py(g,t) (ﬁq(t) + M~1FA(g, t))) is stored in Rhs buffer. In con-
sequence, the system matrix that is stored in the COO can be computed by the SpMM
kernel as expressed in Algorithm 2:

Algorithm 2 The SpMM algorithm kernel.

SpMM

Input: Buffer A, IA, JA, 1B, JB
Output: Buffer Sys

Begin
i < ThreadlID.x
j < ThreadID.y
rowStart < TA[i]
rowEnd < TA[i+1]
colStart < JB[j]
colEnd < ]JBJ[j+1]
value < 0
for ia + rowStart to rowEnd do:
collndex «+ JAl[ia]
for jb < colStart to colEnd do:
rowIndex < IB[jb]
if collIndex == rowIndex do:
value « value + (Afia] x A[jb])
end if
end for
end for
if value != 0 do:
InterlockAdd(nnzIndex,1)
COO[nnzIndex] < float3(i,j,value)
end if
End

An atomic operation is required to increase the index of the COO matrix and to avoid
data racing when writing a new value to the nnz buffer. The next step is a linear solving
process that applies a conjugate gradient (CG) algorithm and implements it on multiple
kernels. The most significant operation of the CG algorithm is the SpMV operation, COO
matrix multiply with vector. Algorithm 3 shows the pseudocode of the SpMV kernel:

Algorithm 3 The SpMV algorithm kernel.

SpMV

Input: Buffer Sys, nnz, P
Output: Buffer Result
Begin
i < ThreadID.x
if i <nnz do:
nnz_row < Sysl[i].x
nnz_col < Sys[il.y
nnz_value < Sysli].z
result < nnz_value x P[nnz_col]
InterlockAddFloat(Result[nnz_row],result)
end if
End
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In the SpMV kernel, the function InterlockAdd() is not supported with floating-point
value, so an InterlockedCompareExchange() is used instead to perform concurrent sum on
the element buffer with the uint data type, and the new uint data type is then converted to
float data type. The simulation dispatches all kernels in the CG compute shader to obtain
the approximated value buffer; the lambda buffer is then used to compute constraint force
based on Equation (6), and applies the SpMVT algorithm. The algorithm of SpMVT is
inspired by the research of Steinberger et al. [28], to compute the constraint force, and uses
the node’s force in time integration method to find the next position of the nodes in a cloth
object. The position of all nodes is used to rendering the cloth object as well.

3.3. Adaptive Constraint Activation and Deactivation

The constraint enforcement attempts to solve a large data in each frame of the simula-
tion. Therefore, the ACAD method is properly used. Figure 5 demonstrates a flowchart of
the ACAD method. Both the mass—spring system and constraint enforcement are used in
the ACAD method to reduce the computational burden of constraint enforcement.

Initializing buffers

Initializing compute
shaders

Compute spring
force

Deactivate spring
( spring force = 0)

Generate constraint
(activate constraint)
Constraint force
computation

Deactivate constraint
(activate spring)

Yes

If spring length > 10% of rest length
or spring length < -10% of rest length

No
Accumulate spring force
(section 3.1)

Time integration
method
Render cloth object

No

Figure 5. Flowchart of cloth simulation using the ACAD method with compute shader in Unity.

In the mass-spring system, a spring can be compressed or stretched in each frame of
the simulation, and accurate force is used to prevent the elongation of spring. The process
of the ACAD starts from the computation of spring force; at the same time the current
length or spring is computed, and compared to a defined threshold. If the spring exceeds
10% of the spring rest length, those springs are deactivated, and generate the implicit
constraint or activate constraint in order to find the constraint force. The implicit constraint
can be deactivated after the constraint force is found using the constraint enforcement
method. As a result, the spring force and constraint force are accumulated together for
each node to perform the time-integration method, and displace the node’s position.
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3.4. Cloth—Sphere Collision Detection and Response

In this section, we describe how the cloth object performs collision detection and the
response algorithm with the 3D sphere object. In Unity3D, there is a 3D sphere object with
a sphere collider, so we use node-sphere distance in order to detect the collision at each
frame after the time-integration method is performed. Figure 6 illustrates the scenario
when a node in the cloth model collides and before it collides with a spherical object.

Figure 6. Collision detection between node and spherical object.

In Figure 6, the old position is by py and the new position is p;. Let pl be the approx-
imation of the new position after the pj is updated. Then, the distance between p and
the center O of a sphere can be calculated, and readily compared with the radius r of the
spherical object. When the collision occurs, the distance between p, and the center O is
smaller than the sphere’s radius 7. The new position and velocity should be calculated
according to solving this collision. Algorithm 4 demonstrates the proposed simple collision
detection and response algorithm for the cloth simulation.

Algorithm 4 The algorithm for collision detection and response.

Collision detection and response

Input: pg, p, vo, O, 1, offset
Output: p1, v1
Begin
If distance(p' -O) < r do:
distance < py-O
vp1 < O + normalize(distance) x (r + offset)
v1 < normalize(distance) + normalize(vg)
End if
End

3.5. Normal Vectors Computation Based on Triangle Model on the GPU

Another property of the node, the normal vector is significantly used for rendering
cloth objects with lighting and shadow casting. In a triangle of the cloth model, there
are 3 vertices V1, V; and V3. To find a normal vector, the cross product of Vi x Va3 is
calculated, where V1, = V, — V7 and Vo3 = V3 — V5. However, in the cloth model, all
triangles are connected sequentially, then all normal vectors of the triangle are calculated,
and the normal vectors of vertices are simultaneously accumulated. From the hierarchy
to compute the spring force in the mass—spring system method, the same structure can
be defined to compute each normal vector of a vertex concurrently. In a cloth mesh, a
single vertex is connected with 8 triangles, which means that each thread performs the
computation of the normal vectors, and accumulates the normal value from 8 triangles in
4 quadrants. Algorithm 5 shows the pseudo-code of the normal vector computation.
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Algorithm 5 Pseudocode of the normal vector computation algorithm.

Normal vector computation

Input: Buffer Position
Output: Buffer Normal
Begin
i < ThreadID.x
j < ThreadID.y
index < jxcolumn-+i
n < vector3(0,0,0)
ny < Compute 1y normal of 1st quadrant
n3 <— Compute normal of 2nd quadrant
ny < Compute normal of 3rd quadrant
n5 <— Compute normal of 4th quadrant
n<— Z?:ln,-
Normal [index] < Normalize (n)
End

4. Result
4.1. Experimental Environment

Table 3 shows the specifications with which our experiment was conducted on
the desktop:

Table 3. Experimental environment.

Component Specification
oS Windows 10 Pro
10.0.1.19042 Build 19042
CPU Intel® Core™ i7-7700
RAM 16 GB
NVIDIA GeForce GTX 1070
GPU 8 GB V-RAM
IDE Unity 2020.3.8f1,
Microsoft Visual Studio Community 2019 version 16.10.3
HLSL Shader model 5.0
MAX thread per local 1024
workgroup

4.2. Rendering Method

We applied two different methods to render the proposed GPU cloth model using
Unity3D. In the first method, the calculation has been done by compute shader that is
dispatched in the C# script, and the vertices’ position are stored in the GPU buffer as well.
The custom shader is required to shade the cloth object based on the vertices” position and
normal vector, then the ambient, diffuse, and specular lighting can be applied as well to
render the cloth model. In the second method, a custom shader for shading the cloth object
is optional, since it can use the default material that Unity provides to the mesh object.
However, the disadvantage of this method is that it directly modifies the mesh’s vertices in
the CPU. In consequence, it can cause further problems in terms of performance since the
data transferring processing from GPU to CPU is time-consuming.
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4.3. Performance Result

In this work, the vertical synchronization (VSync) is deactivated to compare the
performance of the simulation measures by frames per second (fps). Since the measurement
unit of performance (fps) defines how many average frames are rendered in a second, it
shows how fast the algorithm runs. The proposed algorithm can be applied in VR and
AR simulation, where the peak performance term of normal simulation is a performance
in which simulation can be performed above 30 fps for general simulation, and above
60 fps for VR and AR simulation. Figure 7 compares the performance result between the
CPU-based and GPU-based mass—spring system and Unity’s cloth object with different
resolutions of the number of nodes n. However, Unity3D’s cloth object does not provide
the number of springs, since the number of vertices is adapted to the types of the mesh.
To make a fair comparison, the simulation performs 500 frames, while the average fps is
calculated at the end of the simulation for different resolutions of the cloth model.

The peak performance result of the cloth simulation using Unity’s cloth object can
achieve 65,636 nodes with 44.08 fps. Note that we use “Plane” mesh to represent the cloth
object for Unity’s cloth method, and the limitation on vertices number is 65,536, but in the
other method does not require “Plane” mesh, since it uses custom shading technique for
rendering. On the other hand, the peak performance result of the cloth simulation using
the CPU-based mass-spring system only achieves 9216 nodes in an average 44.83 fps, while
the performance of GPU-based algorithm using compute shader obtains more than 200 fps
in all cases.

250 222.46 220.44
. 217.69 215.39 212.22 206.89
200 18947 180.74
_ 144 156.6
. 150 126.36
- 102.23
100 77.1
- 44.8 - 44.08
5 ;
20.2 8.6
0
n=1,024 n=4,096 n=9,216 n=16,384 n=25,600 n=65,536
Resolution of cloth model
Unity's cloth CPU-based mass-spring system W GPU-based mass-spring system

Figure 7. The performance comparison of cloth simulation using Unity’s cloth, CPU-based, and
GPU-based mass—spring system.

Therefore, Figure 8 presents the maximum resolution of the GPU-based mass-spring
cloth model to find the real-time performance. The peak performance of the mass—spring
cloth model is about 34.81 fps for the cloth object that consists of 7,820,856 nodes. Compared
to the CPU-based algorithm that uses serial process, the GPU-based algorithm delivers
significantly better results, due to the massive parallelism of multi-thread that processes
data in the GPU.
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Figure 8. The performance result of cloth simulation using the GPU-based mass—spring system
measured in fps.

For these reasons, we further investigate the performance of cloth simulation using
constraint enforcement that is implemented in Unity compute shader and measured in
fps. Since the constraint enforcement algorithm is stable and accurate, we use only two
types of spring (structural and shear), compared to the cloth model using all types of
spring. Figure 9 illustrates the performance result of the cloth simulation using constraint
enforcement in Unity with the different resolutions of the cloth model.

250
211.69

200
167.5
i 150 119.98
& 104. 97.35
100 78.9 - 8011
: 497 . Y wx
5 I I I I 38.0 319 27 2168
0 I : : :

n=576 n=676 n=784 n=900 n=1024 n=1156 n=1296 n=1440

Number of vertices

o

m All types of spring M2 types of spring

Figure 9. The performance result of cloth simulation using GPU-based constraint enforcement with
and without bend spring and measured in fps.

A cloth model using the constraint enforcement method with all types of springs
obtains only 1156 nodes and 6598 springs with an average fps of 31.95. By reducing
the level of spring to 3906, the performance achieves 66.06 fps on average for the same
cloth model. On the other hand, the real-time performance of the cloth model using
constraint enforcement algorithm can handle the resolution of the cloth with 1440 nodes
and 5550 springs, and still achieve 44.25 fps. Since the constraint enforcement attempts
to solve the large system in real-time, the maximum number of springs to be used for the
cloth model is about 6000.

Since the cloth model using the GPU-based mass—spring system is extremely fast, but
unstable when using a large time-step, the method of ACAD is applied to enhance the
performance of the complex and large resolution of a cloth model. Figure 10 demonstrates
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the performance result of the cloth model with 1024 nodes and 5826 springs. The result
shows that the constraint enforcement method can barely obtain the performance of cloth
simulation in real-time, while the mass—spring system method outperforms the other
methods with 222.46 fps on average. Alternatively, the ACAD method also confirms that it
is a good choice for representing the cloth model, since it can obtain about 206.44 fps for
the experimental cloth model.

GPU ACAD I 206.44
CPU ACAD I 108.04
GPU Constraint (2 types of spring) N NN 30.11
GPU Constraint (all types of spring) I 38.04
CPU mass-spring I 14443
GPU mass-spring I 202 .46

Unity'cloth I 139.47

Method for represent cloth model

0 50 100 150 200 250
fps

Figure 10. Performance comparison of the cloth simulation using the different methods.

The coefficient stiffness ks in Equation (1) defines the stiffness of the spring in a
cloth model. Figure 11 shows the different behavior of the model using a GPU-based
mass—spring system with 0.005 time-step.

ks =100

ks =1,000

Figure 11. The behavior of the cloth using the mass—spring system method with different ks.

In the constraint enforcement method, the cloth model using all spring types can
reduce the performance of the simulation. Therefore, the cloth model using only two types
of spring (structural and shear) is much faster for the same resolution of a model, but the
cloth is stretched more than the model using all springs since the bend spring-type uses
force to pull the other nodes, as shown in Figure 12.
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Figure 13 illustrates the different behavior of the cloth model using our proposed
method, and shows that the ACAD method is much faster than the constraint enforcement
method. Since the spring force and constraint force are used, the spring coefficient ks affects
the behavior of the cloth. The cloth model with large ks presents as hard cloth, while the
cloth model with small ks presents as soft cloth.

Constraint enforcement method with all types of spring

Constraint enforcement method with 2 types of spring

Figure 12. Comparison of the behavior of the cloth model using the constraint enforcement method
with and without bend spring, and using a 0.005 time-step.

ACAD method with ks =100

ACAD method with ks = 1,000

Figure 13. Comparison of the behavior of the cloth model using the ACAD method with different
coefficient ks, and using a 0.005 time-step.

The large time-step can also be applied to the cloth simulation based on the constraint
enforcement method. However, the usage of all types of spring is more stable and accurate
compared to the cloth without bend spring type. Figure 14 demonstrates the different
behavior of the cloth model using the constraint enforcement method with a large time-step.
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Constraint enforcement method with all types of spring
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Constraint enforcement method with 2 types of spring

Figure 14. Comparison of the behavior of the cloth model using the constraint enforcement method
with and without bend spring, and using a 0.016 time-step.

Figure 15 shows different behaviors of the cloth model using our proposed method
and the mass—spring system method with large time-step. The cloth model using the
mass—spring system method can blow up when a large time-step is used to perform the
collision scenario. Therefore, the cloth model using the ACAD method will not blow up
under the same conditions and will respond well to the collided object, but the cloth is
stretched since the spring force is inaccurate at condition ks = 200.

Mass-spring system method

ACAD method

Figure 15. Comparison on the behavior of the cloth model using the mass—spring system method
and the ACAD method with a 0.016 time-step, 200 ks.

Moreover, although the explicit Euler integration method is fast for estimating the
next status of the velocity and position, it may cause much error in the result for large
time-step compared to the Runge-Kutta method which provides more accurate estimation
using extra computational costs. However, an implicit Euler method would help reducing
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the error much more than an explicit method in the presence of collision, but it requires
more computational costs as well.

5. Conclusions

This research proposed a method to design and implement cloth simulation in Unity
based on the mass—spring system, constraint enforcement method, and ADAC method
with the parallel structure of compute shader kernel in GPU. Due to the usage of the
parallel method in GPU, the performance of cloth simulation is much faster than CPU-
based implementation. Additionally, the behavior results have shown that the mass—spring
system method achieves stable and effective cloth behavior in the case where a small
integration time-step and spring coefficient are used. Therefore, the constraint-based
method provides stable and effective control of cloth behavior even with collision objects,
and can be used with a large integration time-step. Using all types of springs to simulate a
constraint enforcement cloth model is more stable and accurate than using only two types
of springs. Our proposed method, ACAD, is used to reduce the computational burden
of the cloth simulation to achieve stable and effective cloth behavior with large time-step
during collision scenarios.

However, the limitation of the GPU-based mass—spring system approach is that it is
necessary to manually pre-define the grid of the nodes. In the case where different models
are used, the compute spaces should be modified to define the group of the thread in the
GPU. Similarly, the constraint enforcement method requires the optimization of the size
of the system matrix (COO matrix) to reduce the compute space in GPU. On the other
hand, we utilize the atomic operation in the GPU to perform concurrent sum on the buffer
data, but the usage of atomic operation is the main bottleneck of the whole operation in a
simulation. Another limitation is that we experimented with the proposed simulation only
with GPU NVIDIA GeForce GTX 1070; different GPUs may not perform our simulation
well, due to the maximum number of threads per workgroup.

In future work, we will look for a method to optimize the performance result of
the cloth simulation. In addition, we will apply parallel sum reduction to avoid the
use of atomic operations in the simulation. The adaptive coefficient algorithm including
machine learning and deep learning is required to study and predict the coefficient of the
algorithm with regard to the cloth material. Furthermore, our simulation was implemented
on Unity3D engine, which can be applied in the VR or AR application with real-time
performance, due to the usage of parallel GPU.
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