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Featured Application: Building-Scale Virtual Reality Simulation and Training.

Abstract: In building-scale VR, where the entire interior of a large-scale building is a virtual space
that users can walk around in, it is very important to handle movable objects that actually exist in
the real world and not in the virtual space. We propose a mechanism to dynamically detect such
objects (that are not embedded in the virtual space) in advance, and then generate a sound when one
is hit with a virtual stick. Moreover, in a large indoor virtual environment, there may be multiple
users at the same time, and their presence may be perceived by hearing, as well as by sight, e.g.,
by hearing sounds such as footsteps. We, therefore, use a GAN deep learning generation system to
generate the impact sound from any object. First, in order to visually display a real-world object in
virtual space, its 3D data is generated using an RGB-D camera and saved, along with its position
information. At the same time, we take the image of the object and break it down into parts, estimate
its material, generate the sound, and associate the sound with that part. When a VR user hits the
object virtually (e.g., hits it with a virtual stick), a sound is generated. We demonstrate that users can
judge the material from the sound, thus confirming the effectiveness of the proposed method.

Keywords: building-scale VR; impact sound generation; GAN

1. Introduction

Various attempts have been made to extend our experience of the real world by
combining virtual space/objects with real-world ones, by means of 3D graphic technology.
augmented reality (AR) is used for exactly this purpose. Although there are two distinct
types of AR, namely, the optical see-through type (e.g., Microsoft’s HoloLens https://
www.microsoft.com/en-us/hololens, accessed on 24 June 2021) and the video see-through
type (e.g., Apple’s iPhone with ARKit https://developer.apple.com/augmented-reality/,
accessed on 24 June 2021); both need to recognize all the objects in the real world that fall
into human sight in real time. This makes the overhead very large.

In contrast, virtual reality (VR) can create a completely new world, so it tends to be
unrelated to the real world. This can be problematic for types of VR, such as room-scale
VR, where users roam about in a room, because it does not work well unless situations in
the real world can be recognized.

Our proposed method is essentially a way to capture the real world as it is and trans-
form it into a virtual world, with processing, as necessary. By doing so, while recognizing
the situation of the real world, we can build a new world, after removing things unrelated
to the current task from view.

Further, in order to enable multiple users to act naturally and change the environment
according to the desired purpose (e.g., moving from room to room), the entire inside of the
building can be made into a virtual space. This method is called building-scale VR.

Building-scale VR virtualizes the entire indoor area of a building in the real world to
make it possible to accurately track the positions and movements of users throughout the
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area. Various applications are conceivable. For example, it could be used to help simulate a
situation in which reality is difficult to reproduce. One such situation is the occurrence of
a disaster, for which building-scale VR could be used to give many people the simulated
experience of a disaster, in a realistic manner.

Several technologies are used for creating building-scale VR, as listed below. Due to
space limitations, we do not discuss the following technologies in great depth, but please
see [1] for details.

(1) Automatic generation of indoor 3D maps—technology for creating a 3D map that
faithfully reproduces the actual 3D shapes in a building.

(2) Enlargement of human tracking area by deep learning—technology for tracking the
pose (position and orientation) of users moving around the indoor area of a building.

(3) Tracking of user’s hands by visual-inertial odometry—technology for manipulating
objects with both hands in virtual space.

(4) Modification of building-scale indoor scene—technology for modifying VR space in
accordance with its intended usage by segmenting or replacing 3D point clouds.

(5) Representation of people in the area—technology in which people are displayed in a
virtual space and all of them share the same information as in real life.

(6) Simulation of behaviors and phenomena—technology to simulate human behaviors
and physical phenomena in virtual space.

We have previously developed an application for building-scale VR, in which we
conduct virtual training in disaster situations [1]. This training is not only for evacuation
scenarios, in cases of fire, but also for firefighting activities using a fire extinguisher. We
have also conducted behavioral simulations during floods.

Other applications include support for presentations and discussions in virtual meet-
ing rooms. Specifically, we developed an application that creates a 3D map of a meeting
room in the real world with presentation slides and other materials that are displayed on a
virtual screen to enable a meeting to be held, in the same way as in reality. A key feature
here is that we can display a 3D object and have a meeting while referring to the object.
This is a meeting that can only be performed in a space that extends the real world.

In building-scale VR, it is necessary to reconstruct the real world, in both visual and
auditory terms. Since it is impossible to reproduce, in real time, the dynamic environment
of the real world in virtual space, we create a virtual environment that has almost no change,
in advance. Then, the changing environment (mainly a movable object) is reconstructed
in the virtual space in real time. As for the auditory environment, a sound is presented
when an object collides with the reconstructed environment, which enables the real-world
environment to be reproduced in more detail. As a result, the VR play area can be extended
to the entire building, and a larger, more realistic experiment can be performed in the
virtual space.

In this paper, we propose a dynamic generation system of impact sounds, related
to dynamically reconstructed objects, as an implementation of an auditory environment
in building-scale VR. In the proposed method, the material of the target object is first
estimated based on a component image of the object. The estimation model is trained using
an existing dataset, in which the image of the object and the impact sound are associated
with each other, and then the estimation model is transferred to the model, according to
the actual usage environment of the system. In this way, we can estimate the material
of the object that matches the environment assumed by the user. We generate multiple
component images for the object image, acquired from the real space, by performing
component segmentation with processing, based on pixel information and clustering.

Next, a generative model, that outputs a spectrogram image of the impact sound with
the material label output by the material estimation model, is constructed using generative
adversarial networks (GANs) [2]. With the architecture we propose, we can obtain better
results than the existing methods by comparing the generated images. The generated
spectrogram image is converted into sound data by the Griffin-Lim algorithm [3]. By
constructing a series of systems, from the acquisition of the component image of such an
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object to the generation of the impact sound, it is possible to present the user with the
impact sound for the real-world object reflected in the virtual environment. In addition, by
using GANs, we can present various impact sounds that are not limited to the sound data
in the dataset.

Our main contributions are three-fold: (1) a dataset of spectrogram images, based
on the existing “Greatest Hits” dataset, whose creation method can be applied in the
future, when a new dataset of sounds is constructed, (2) a method for generating impact
sounds from object images in real time using GANs, and (3) the results of our evaluation
experiment of the proposed method, conducted with subjects.

2. Related Work
2.1. Augmented Reality and Real Walking with VR

Augmented reality (AR) enhances the sense of reality by superimposing virtual objects
on the real world in real time [4]. With AR, walking is easy because reality is mainly
displayed as it is. However, it gets more difficult when part of the information in the real
environment is replaced with virtual information [1]. In addition, there are many technical
problems, due to device restrictions [4–6].

Mechanisms for avoiding collisions with real objects during the VR experience include
displaying a bounding box around a real object, displaying a real object as a 3D model,
and overlaying an image of a real object on the virtual world using a camera. According
to Scavarelli et al., displaying a 3D model is the best of these three methods, in terms of
adjusting the movement speed around obstacles and ensuring the desired impression of
the user. In addition, the display of a bounding box is excellent, in terms of safety, such
as for collision avoidance [7]. In our proposed system, real objects are displayed as point
clouds, which is similar to the mechanism of displaying a 3D model.

Generally, for avoiding collisions with real objects in VR, VR spaces that reflect a
real environment are created in advance. For example, Oasis [8] utilizes a mechanism for
creating a VR space and enabling real walking that uses a pre-scanned real environment.
As a mechanism for expanding the play area, Keller et al. proposed a system that enables
real walking by dynamically acquiring the environment around the user and integrating it
with the virtual space [9]. In these examples, a VR space is created in advance, in order to
enable real walking. When creating a VR space in advance, it is necessary to recreate the
space as the environment changes, such as when an object moves.

An additional example that enables real walking is DreamWalker [10], where object
collision, when walking outdoors, is prevented by using a technique called “redirected
walking”.

In our system, real walking is made possible by displaying a real environment, in VR
space, in real time. With real-time reflection of changes, it is not necessary to recreate the
VR space every time there is a change to the environment. Further, by not displaying real
objects as they are and not using techniques such as redirected walking, it is possible to not
only avoid real objects but also to move them in VR.

2.2. Sound Manipulation in VR

Considering how the user perceives sound in the VR space, and what kind of effect it
has, is an indispensable element for enhancing the user’s immersive feeling. Sound not only
conveys the depth of space to the user but also makes the virtual space more immersive by
enabling interaction with objects, to help with recognition of the space. In addition, setting
a sound source that synchronizes the movement of sound with the movement of the image
in the VR space can reduce VR sickness, compared to when sound is asynchronous with
the image.

Several studies have discussed the feasibility of auditory stimuli in VR and their impact
on the VR experience. Fujioka et al. [11] conducted research on multisensory integration
in the category of perception of materials. They conducted audiovisual experiments that
combined the visual appearance of six materials with the impact sound of eight materials
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and found that the visual stimulus and the auditory stimulus were strongly correlated in
perception, and the user could perceive different materials when the visual stimulus of a
certain material and a different sound were combined.

Especially when the visual information is ambiguous, the auditory information be-
comes the dominant factor in determining the material of the object. Kern et al. [12]
conducted an experiment on how the presence or absence of footsteps, synchronized with
the user’s movement, affected the user’s VR experience and found that the presence of foot-
steps improved the sense of immersion and reality. In this way, in a virtual environment,
where visual information occupies most of the spatial recognition, the user can correctly
recognize the virtual environment by using auditory information as an aid.

An example of VR aimed at grasping the environment and avoiding obstacles, by
utilizing such sounds, is a VR experience aimed at training a white cane for the visually
impaired. Lahav et al. [13] conducted experiments aimed at acquiring spatial cognitive
mapping and orientation skills for the visually impaired by using a virtual environment
and obtained promising results. Inman et al. [14] also conducted spatial recognition
training in a virtual environment for the visually impaired and found that sound provides
a certain spatial orientation that can be used to detect and avoid obstacles. They also
demonstrated that listening to footsteps helps users to judge the texture of various terrains
and understand the speed of movement.

Siu et al. [15] developed a system, in which visually impaired people navigate by
sound and vibration, in order to walk in a complicated virtual environment. They selected
five materials for navigating the virtual environment (tile, concrete, metal, wood, and
carpet) and had users hit the virtual environment itself or the virtual object with a white
cane-shaped controller, through which they received the sound and vibration.

Since sound has a temporal property, the presence of sound leads to the feeling that
“something is happening”; as such, it is a useful supplement to visual information.

2.3. Sound Generation in VR

The studies above have focused on ways to supplement information, other than visual
information, in virtual environments. Here, we describe research on generating synthetic
sounds suitable for objects in real time and methods for generating signals with time-series
information at a lower cost.

Rausch [16] proposed a sound synthesis method for real-time applications and eval-
uated it by a virtual excavation task that combined the synthesized vibration sound and
tactile vibration. The mesh information of the objects in the virtual environment was
acquired, and sound synthesis was made possible in real time by implementing the modal
synthesis method with the material parameters of the objects as inputs. However, such
physical-based calculations are costly and cannot be applied to objects displayed as point
clouds (such as [1]).

Cirio et al. [17] performed sound synthesis, corresponding to the refraction phe-
nomenon of virtual objects, by a physics-based algorithm that synthesizes sounds suitable
for animation from the shape and deformation of the surface mesh of the object. Objects
that exist in the virtual environment are formed on the surface by a collection of poly-
gons called meshes. They conducted an experiment to synthesize sound, according to the
animation of a mesh that deforms at the same time as a virtual object deforms.

For sound synthesis in our method, we use linear modal analysis, by modal synthesis,
to divide the dynamically deforming mesh and further reduce the calculation cost. Linear
modal analysis examines the dynamic characteristics of a linear structure, based on a
simulation performed, using finite element analysis. In this analysis, the sound presented
by the material class is distinguished by using parameters, based on the viscosity damping
ratio, with respect to the material. This technique is similar to our system, in that it does not
require pre-recorded data of generated sounds for virtual objects, because it synthesizes
them dynamically. The generation of synthetic sound, by a physics-based approach like
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this, may be superior to spectrogram image conversion, in terms of sound quality and
accuracy, but at the same time, there are some problems.

First, in order to generate synthetic sounds for each material, based on physics, a
stiffness matrix, that shows each material property as one parameter, is required. There is
a physics-based linear modal analysis approach that addressed this issue [16]. However,
since all of these parameters are responsible for the difference in sound, depending on the
material of the object, it is difficult to apply this method to cases where the parameters are
not available or where unknown materials are used.

2.4. Content Generation by Deep Learning Techniques

There have been attempts to generate time-series data using GAN, instead of physical-
based generation. Ban et al. proposed TactGAN [18], a GAN-based system that expresses
the texture of each object by vibration. As with sound, vibration can be used for expressing
a texture, such as surface roughness or hardness, when it touches an object. In recent years,
many vibration devices have appeared, but vibration is currently limited to use as symbolic
feedback for touch responses and input operations.

TactGAN features a tactile feedback that generates a tactile sensation, by vibration,
that matches the surface image of the texture and the attributes of the material as inputs
to improve the productivity of the texture design. What should be noted here is that
the vibration tactile signal is indirectly generated through the time-frequency domain
representation, in which vibration information can be calculated as an image from the
acceleration signal by utilizing GAN. It has been shown that effective data can be generated
by using GAN from time-series data. In fact, speech synthesis, using GAN, has already
been tackled in the field of spoken language, and Donahue et al. have demonstrated the
generation of speech data that is comparable to human speech by WaveGAN [19].

3. Audiovisual Interaction with Real-World Movable Objects

In the proposed system, a physical object is recognized by object detection, the recog-
nized object is divided into its components, and impact sounds are generated, according to
those materials.

3.1. Devices

We used the VIVE Pro from HTC as the HMD for VR in our system. An Intel RealSense
D435i (hereafter, “RealSense”) was mounted on the front of the HMD as a RGB-D camera for
3D object data generation (Figure 1). The location of a real-world object was calculated from
the position and orientation of the HMD, and the depth information was acquired from the
RGB-D camera. Then, it was displayed in VR space. The position and orientation of the
HMD were determined by using SteamVR Tracking 2.0, which was an outside-in tracking
method, and by installing sensors called “base stations” in the outside environment. This
system was implemented using the game engine Unity and the Python programming
language.
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Our experiments were conducted with the equipment shown in Figure 2.
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3.2. System Configuration

Here, we describe the process of the entire system, from object recognition to impact
sound presentation, in VR that reproduces the real world. The configuration of the system
is shown in Figure 4.
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In generating the visual information of the object, the position and shape of the
movable object were reproduced in the VR space, based on the information from the
RGB-D camera attached to the VR headset. At the same time, image processing divided
the components into images and generated impact sounds for each component. Next,
the impact sounds were associated with the generated 3D object data. The details of
the generation of visual information will be presented in a future report, due to space
limitations. Here, we describe the division into component images in Section 4, and the
generation of impact sounds in Section 5.

As stated earlier, the objective of this research is to dynamically generate VR content
that reflects the real world, and the impact sound, in the VR system that needs to acquire
movable objects in real time. For this purpose, it is first necessary to acquire object images.
Our object image acquisition is premised on acquisition from the RealSense, attached on the
front of the HMD. First, the surface image of the material is acquired by performing object
component segmentation using color information. There are also methods of decomposing
an object into its components, based on the point cloud [20,21], but in this research, we
emphasize real-time characteristics and, thus, adopt a more efficient image-based method.

The system recognizes a real-world object by image recognition using the deep learn-
ing model YOLO v3 [22], acquires a point cloud of the recognized object with the RGB-D
camera, and displays it in real time in VR space.

Next, material estimation was performed using CNN as intermediate information
for associating the material with sound, and the material class was estimated from the
texture image of the object component. Using the estimated results, a spectrogram image
was generated, based on the material class by the trained generative model. The input to
the generative model was a concatenation of the categorical variable c (one-hot vector),
which represented the attributes of the estimated material, and the random noise z. The
generator generated a spectrogram image, based on this input label; the image is converted
into waveform data, and the sound is presented to the user. By using the above system,
the user can acquire the dynamic impact sound in the virtual environment with the object
image as the input.

4. Object Segmentation into Components and Their Material Estimation
4.1. Dataset

In the proposed method, spectrogram images are generated, based on the label of the
material. We explain here the learning of the material estimation model and the dataset
used as training data for spectrogram image generation. For the dataset, we use the
Greatest Hits dataset, published in [23]. It consists of 46,577 actions, derived by detecting
the scene from 997 videos of hitting various objects with a drumstick. Actions, materials,
reactions, and hit times are annotated in each video. Table 1 lists the number of acquired
data.

As training data for material estimation, material images with labels from these data
were used. In order to obtain the material image of the object from the annotated video,
the movement of the drumstick was detected using dense optical flow [24]. This was done
by calculating the dense optical flow in the frame, based on the algorithm proposed in [3],
every –0.5 to 0.5 s from the annotated striking time. The material surface image of the
striking object was acquired by trimming an image to 150 pixels wide × 150 pixels high
from the acquired points.
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Table 1. Number of image data for each material label.

Material Number

plastic 2029

drywall 912

metal 3926

wood 4485

carpet 913

plastic-bag 901

cloth 1986

paper 1712

rock 2736

leaf 2515

gravel 905

glass 874

tile 914

ceramic 910

dirt 3277

grass 980

water 982

4.2. Material Estimation

To create the label of the material used for spectrogram image generation, we used
the result of material estimation from the surface image of the object. This section first
describes the learning model used for material estimation, and then goes over the problems
when applying the trained model to an actual usage environment, and the component
division performed for improvement. Finally, we describe transfer learning, using the
trained model.

Learning for material estimation was performed using the images in the dataset. For
material estimation, we use the Deep Encoding Pooling Network (DEP-Net) for ground
terrain recognition tasks, proposed by Xue et al. [25]. DEP-Net is a network, based on
18 layers of ResNet [26], for the purpose of terrain recognition tasks, and the output from
the convolution layer is divided into an average pooling layer and a texture encoding
layer, with learning performed in different networks. It classifies various object images by
processing with a bilinear model [27].

In this study, we performed material estimation using DEP-Net, in consideration of
the case where it was difficult to obtain only the surface image of the material of the object.

Figure 5 shows the confusion matrix of the learning results. We can see that the
accuracy was 80% or more, in all material classes, and that sufficient accuracy was obtained
in the Greatest Hits dataset.
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Figure 5. Confusion matrix of material estimation.

Since the Greatest Hits dataset contains data in a general environment, it is possible
that sufficient accuracy cannot be obtained for individual data in an environment that
actually uses the proposed method. Therefore, we verified the accuracy of the material
estimation in the data, acquired from the execution environment, using the trained model.

4.3. Object Component Segmentation

In the actual usage environment, an object was recognized by YOLO v3 [22] from the
color image of RealSense worn on the VR headset, and the material was discriminated from
the image area of the acquired object, as a result. Therefore, we investigated the accuracy
of the material discrimination model, in such a situation. Figure 6 shows an example of the
data acquired in the usage environment, and Table 2 lists the accuracy, when the data was
recognized, using the trained model. Each item in Table 2 shows the ratio classified into
each material, as a result of verifying each object with multiple images.
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Table 2. Ratio classified into each material label.
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cloth 0.15
glass 0.85 0.48
metal 0.05 0.05
paper 0.10
plastic 0.15 0.36 0.48
wood 0.31
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The results in Table 2 include the classified materials in the images from Figure 6,
but as we can see, the recognition accuracy deteriorated, because multiple materials were
included in the image. Another factor is that the image area, recognized by the object
recognition of YOLO v3, included the periphery of the object and was wider than the image
of the dataset used in the training.

The image identified, by the object recognition above, was displayed in a bounding
box that surrounded the entire object, as shown in Figure 7. We found that the recognition
accuracy of the material estimation decreases, in the case of an object consisting of multiple
components, which indicates that further subdivision of each component from the recog-
nized object is needed. Processing was, thus, performed in the following three steps, for
object component segmentation.
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(1) Reduce color information by grouping pixels that differ in distance and color.
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Figure 8 shows an example of the component segmentation for an object.
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Figure 8. Process of object component segmentation.

In Figure 8a, the color information of the object image, acquired from the bounding
box detected by object recognition, was reduced, based on [28]. In Figure 8b, we can see
that the color information of the detailed part was reduced from the object image. Next, in
Figure 8c, the color for each pixel was acquired by HSV from the image after reducing the
color information, and clustering was performed using the k-means method. The number
of clusters was the one with the highest accuracy, on average, among trials of two-to-five
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classes. We chose three clusters, in consideration of the average number of components
contained in each object.

4.4. Transfer Learning

To improve the recognition accuracy of material estimation in the real environment,
transfer learning was performed, using the image data of each material acquired in the
actual usage environment. The number of material classes was also reduced, based on the
acquired data. Therefore, the material classes to be utilized here were changed from the
16 classes, included in the Greatest Hits dataset, to six classes, based on data that can be
acquired in the actual usage environment: cloth, glass, metal, paper, plastic, and wood.

In addition, the dimensions of the output layer were changed to six, in order to
perform transfer learning on the trained model. Table 3 shows examples of data and the
number of data acquired from the actual environment, that is, examples of images of
materials of each class and how many we used. Transfer learning was performed using the
images of this training data.

Table 3. Number of data acquired from actual usage environment.

Material Cloth Glass Metal Paper Plastic Wood

Example
Images
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5. Impact Sound Generation for Object Materials
5.1. Generative Adversarial Networks

In recent years, deep generative models, for sampling data from high-dimensional
data distributions, have been attracting interest. Among these, GAN is a method mainly
for the purpose of image generation and has been utilized for high-resolution images and
property synthesis, such as transferring the features of one image to another. GAN was
first proposed by Goodfellow et al. [2], and they showed that it is also possible to generate
data that is not included in the training data.

The purpose of GAN is to obtain generated data Pg(x) that matches the training data
distribution Pr(x). To achieve this, it constructs a learning network, consisting of two
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networks, to generate data: a Generator and a Discriminator. The first network, Generator,
takes random numbers, z ∼ Pr(z), as inputs and maps them to the data space x = G(z).

The second network, Discriminator, gives the probability p = D(x) ∈ [0, 1], if the
input data x is sampled from Pr(x), generated by Generator. Then, if it is sampled from
the training data, Pg(x), the probability 1− p is given. In each learning, Generator learns,
so that the generated data gives the probability 1− p, at the input of Discriminator. Then,
Discriminator learns by competing with Generator, so that the generated data and the
training data can be distinguished.

The objective functions of Generator and Discriminator, in learning, are expressed by
Equation (1) below, and optimization is performed by the objective functions of Min-Max.
V represents the value of the objective function, and D and G represent the Discriminator
and Generator, respectively. D(x) is the output of Discriminator, and G(z) is the out-
put of Generator; pz indicates the distribution of random numbers, and E indicates the
expected value.

min
G

max
D

V(D, G) = Ex∼pr(x)[log D(x)] + Ex∼px(x) [log(1− D(G(z)))] (1)

Odena et al. proposed the Auxiliary Classifier GAN (AC-GAN) [29], as a conditional
GAN that limits the generated data. Unlike the standard GAN mentioned above, AC-
GAN generates data by inputting, not only the random number z, but also a label that
combines the attribute label c of the data as the input of the Generator. The Discriminator
determines whether the input is “training data” or “data generated by Generator” for the
generated data, as in GAN, and simultaneously determines which input image is based on
the attribute label c. It also classifies whether it belongs to a label.

By using the above network structure, it is possible to construct a learning network,
based on the estimated labels. In doing so, we expect that the impact sound can be
generated, based on the condition of the material label and the texture image, which is the
purpose of this research.

5.2. Generation of Time-Series Data

As mentioned earlier, GAN is mainly used for image generation, but in recent years,
it has also been applied to the generation of time-series data, such as voice generation
and vibration data. Here, we focus on using the GAN architecture, for the purpose of
generating such time-series data.

Chris et al. [19] compared the generation results of two GAN architectures: WaveGAN,
which convolves as a one-dimensional array when modeling time-series data centered on
acoustic data (i.e., spectrogram images), and SpecGAN, which models acoustic data in a
two-dimensional time-frequency representation.

They found that SpecGAN had a better Inception Score, which indicates the evaluation
of the quality and variation of the generated data, with the standard evaluation index of
GAN. On the other hand, WaveGAN had better sound quality than SpecGAN. Chris et al.
also pointed out that a large amount of audio sampling is a possible advantage of learning
by GAN. We, therefore, expect GAN to be useful for the dynamic generation of impact
sound, which is the purpose of this study.

5.3. Proposed GAN Architecture

In our method, we focused on GAN for image generation and applied it to dynamic
impact sound generation. This section outlines the following three points, related to the
characteristics of the neural network architecture used in this study.

1. Introduction of residual block, from the SRResNet structure used for super-resolution
image generation in Generator

2. Introduction of residual block to Discriminator
3. Introduction of projection to Discriminator, to improve accuracy for multi-category

tasks.
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Residual block is an architecture based on the deep residual network (ResNet-50) [26]
used in architectures such as TactGAN [18] and SRGAN [30]. By using a shortcut for this
network, gradient disappearance and gradient explosion can be prevented, which enables
a deeper network structure. Figure 9 shows the basic architecture of residual block. In
ResNet, the purpose is to learn H(x) = F(x) + x by inserting a network structure, called
skip connection, as shown in x: identity, in Figure 9. That is, the difference is trained for
the two weight layers in Figure 9, namely, F(x) = H(x)− x. This network structure is
called Residual. Here, H(x) indicates the function that we want to learn. The problem of
gradient disappearance can be avoided by learning the difference from the function H(x)
to be learned.
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In Discriminator, downsampling is performed by average pooling, after the second
convolution. Learning can be stabilized by using a normalization function, or activation
function, as the processing, after each convolution layer [32]. There are several types of
activation functions, but Discriminator uses the Leaky ReLU function. The Leaky ReLU
function is an improved version of the ReLU function and, having a small gradient at x < 0,
can prevent the gradient from disappearing, due to the input of a negative value.

In Generator, the basic structure is the same as Discriminator, but the normalization
function is included before the activation function, and there is an upsampling layer,
instead of average pooling. The ReLU function is used as the activation function. The
formulae of the ReLU function and the Leaky ReLU function are shown in Equations (2)
and (3), respectively. The downsampling and upsampling procedures are constructed
according to the implementation in [33].

We determined the activation function by referring to related studies, such as TactGAN.

f(x) = max(0, x) (2)
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f(x) =
{

x (x > 0)
ax (x ≤ 0)

(3)

Figure 11 shows the GAN architecture, constructed using the residual block architecture.
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Next, we explain the Projection, shown in the Discriminator architecture. In our
method, the generation of spectrogram images, based on the material labels of texture
images, is required. In AC-GAN [29], this is done by simultaneously discriminating both
Real/Fake input images and the class labels. A similar method is utilized in the TactGAN
architecture [18], but it has the disadvantage of the learning becoming more difficult, since
the loss function term of Discriminator increases. As a countermeasure, we introduce
Projection [34], as shown in Figure 11b.

In [34], the output of Discriminator is expressed by decomposing it into the sum of
two log-likelihoods. Therefore, we derive the output of Discriminator using Equation (4).

f (x, y; θ) := f1(x, y; θ) + f2(x; θ) = yTVφ(x; θΦ) + ψ(φ(x; θΦ); θΨ) (4)

For the output function f of Discriminator, x is the input image, y is the condition
vector, and θ is the parameter. The second term on the right side of Equation (4) shows
ψ, which is one of the outputs from φ, and the first term embeds the first output of φ
and the condition vector y. This makes it easier to control because the loss function is
only adversarial loss, unlike with AC-GAN. Ref. [34] is also aimed at super-resolution
image generation by label classification, as in the AC-GAN GAN architecture, and when
the conditional GAN model is applied, the accuracy of label classification is higher than
that of the conventional concatenation-based conditional GAN, achieving higher quality,
super-resolution generation.

Miyato et al. came up with an architecture, based on Residual Block. Based on their
research results, we found that it should be possible to introduce it into the architecture of
this research and, thereby, to improve the accuracy for the task of generating the impact
sound for each material label. By introducing Projection, we can generate spectrogram
images of various classes and represent material classes continuously, so if the input is not
one-hot, that is, the difference between classes, learning can also be expected in spectrogram
image generation, in which the estimation result of the material class is directly input.
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For image generation, our method performed learning using the architecture based on
Residual Block. Adversarial loss and gradient penalty [31] were used as the loss functions
during learning based on DRAGAN [35]. Each weight is 1.0, for adversarial loss, and 0.5,
for gradient penalty. We used Adam (α = 0.0002, β1 = 0.5) [36] as the weight optimization
method.

Before performing the spectrogram image generation experiments, it was necessary to
create a dataset using the generative model. We first describe the restrictions on the dataset
and the material label (class) we used, and then present the algorithm for spectrogram
image generation.

When learning, using a deep learning model, it is important to use a dataset suitable
for the purpose. In addition, with learning aimed at generating different data, as in this
study, it is important that the data distribution in the dataset, that is, the interclass and
intraclass variance of the dataset, be suitable for the application.

Therefore, we needed to determine the validity of the dataset to be used as training
data. The proposed method utilized the Greatest Hits dataset to generate spectrogram
images, based on material labels. In this dataset, as the material label is annotated with the
sound of each action of the object in the video, we considered it suitable for the purpose of
learning.

As mentioned earlier, this dataset contains 17 classes of material data, and in theory, all
of them can be trained. However, learning becomes difficult, depending on the distribution
of data in all classes. Therefore, to investigate the variance in the data used for learning,
we visualized the training data, based on TactGAN. Principal component analysis (PCA)
was used as the method of dimensional compression of images for visualization. PCA
is an effective tool for investigating the distribution of images and is mainly utilized for
visualizing the similarity between multiple image data and clustering results. The method
of converting audio data into images is described later.

Figure 12 shows the results of visualizing 100 items of data, randomly acquired from
each class in the Greatest Hits dataset.
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As we can see, learning is expected to be difficult here because there are no clear
features in the distribution between the data in all 17 classes. This is why we decided to
use six classes (cloth, glass, metal, paper, plastic, and wood) for the training of the material
estimation model of the texture image. Figure 13 shows the results of the same analysis
using the data of these six classes.
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As we can see, the variance between classes here is easier to characterize, compared
to in Figure 12. A few of the classes have similar variances, but to some extent, this is
unavoidable, due to the characteristics of the impact sound data. For the above reasons,
we selected the six classes (cloth, glass, metal, paper, plastic, and wood) as the material
classes used in learning.

5.4. Converting Sound into Spectrogram

Our aim was to achieve effective learning in GAN by converting time-series data,
such as impact sounds, into two-dimensional data, that is, image data. For the dataset, we
needed to convert the sound data of the impact sound into a spectrogram image, which
represented the time change of the frequency characteristics of voice data. By perform-
ing short-time Fourier transform (STFT) on speech data, the frequency characteristics
(=spectrogram) of the specified section can be obtained.

The spectrogram is composed of time, frequency, and amplitude elements for time-
series data. Therefore, by converting the amplitude level into color, it is possible to display
the time on the horizontal axis and the frequency on the vertical axis in two dimensions.
Figure 14 shows the spectrogram image dataset for the GAN training model, created using
the Greatest Hits dataset.

Sound data for 0.4 s was acquired from the hit start time for each class from the dataset.
Since Owens et al. [23] demonstrated that sounds can be separated by 0.25 s or more, we
adopted 0.4 s, to make each image one impact sound. At this time, the sampling frequency
was 16 kHz, and a spectrogram image was generated by STFT, with a sample point of 512,
a Hamming size of 512, and a hop size of 128. We call the dataset, created by the above
processing, the Hits Spectrogram Dataset (HSD).
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5.5. Results of Learning

Figure 15 shows the results of learning by HSD using the two GAN architectures,
constructed based on residual block and our proposed method. The two columns on the
left are the sample data, that is, the images extracted from the HSD, and the central two
columns are the results of training using the GAN architecture based on Residual Block.
The two columns on the right are generated images, as the result of learning using the
GAN architecture, by the proposed method.
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In order to quantitatively evaluate the generated image (by the trained model, using
the GAN architecture), we performed the evaluation based on Fréchet Inception Dis-
tance [37] (FID). The FID can calculate differences in feature representations extracted from
pre-trained inception networks, with standard datasets, such as CIFAR-10 and ImageNet.
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As a result, it is frequently used as an index for quantitatively judging the quality of the
generated image.

A low FID means that the actual sample and the generated sample are more similar.
Assuming that the distribution of each image is the set Ai, each element is a ∈ Ai, and the
output of the Inception network is h, the formulae for obtaining the mean vector µ and
covariance Σ of each image group are as follows.

µ =
1
|A| ∑

h∈H
h (5)

Σ =
1

|A| − 1 ∑
h∈H

(h− µ)(h− µ)T (6)

Assuming that the feature vector, obtained from the trained inception network, follows
a multivariate normal distribution, the formula for calculating the Wasserstein-2 distance
between the distributions of image sets A1 and A2 is as follows.

FID(A1, A1) = |µ1 − µ2|2 + Tr(Σ1 + Σ2 − 2(Σ1 × Σ2))
1
2 (7)

Table 5 lists the results of the compared learning models using this index. The learning
models used for comparison are as follows. WaveGAN, which is a method for generating
sound data by GAN, and TactGAN, which generates tactile vibration using spectrogram
images, were learned using the datasets. The DCGAN model, which was referred to as
the structure of the loss function, was trained in the same way. The learning model based
on residual block and the learning model based on residual and SE block (Squeeze-and-
Excitation Block) [38] were trained using the same dataset. A total of 2400 spectrogram
images, generated using each GAN learning model, were randomly selected, and the FID
with the sample images was calculated.

Table 5. Comparison of learning models by FID value.

Model FID

Proposed Method
(Residual Block + SE Block) 17.6590

Residual Block 20.1736
TactGAN 63.2101
DCGAN 37.8643

WaveGAN 22.3209

The SE block, proposed by Hu et al. [38], is not a specific network but, rather, one
component in the network. One advantage of SE block is that it can be expected to improve
the accuracy of existing models, while suppressing the increase in the amount of calculation
of the entire model.

As we can see in Table 5, the proposed method obtained the best evaluation in the FID
evaluation index. In addition, the FID value of the proposed method was smaller than that
of the proposed method combining residual block and SE block and the generative model
of only residual block. These results demonstrate that the SE block architecture is useful,
for the purpose of this learning.

Next, we discuss the correlation between the evaluation of the FID value and the
sound evaluation. In general, in GAN learning for the purpose of image generation, as
described above, the smaller the FID value, the closer the distance between the training
image group and the generated image group; we can presume that the training data
succeeded in generating more similar images. The results, shown in Table 5, confirmed
that the proposed method was able to generate data closest to the training data, among the
compared learning models.
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On the other hand, when Chris et al. [19] compared SpecGAN and WaveGAN, they
found that SpecGAN had an excellent evaluation when using the Inception Score [39].
However, in the evaluation using human subjects, WaveGAN was superior, in terms
of sound quality and intelligibility. This indicates that the evaluation of the model’s
performance and the evaluation of the generated time-series data do not always match
in the evaluation of the generation results of the time-series data using GAN. Therefore,
we conducted a subject experiment to investigate whether the time-series data (impact
sound), generated by the proposed method, satisfied the criteria (that it can be utilized for
the user’s activities in a virtual space). The details of the experiment will be described later.

5.6. Sound Generation from Spectrogram Images

As discussed in the previous section, it is necessary to convert the spectrogram image,
generated by the generative model, into sound data, in order to present the impact sound.
To create a dataset for learning the generative model, we converted the sound data of the
impact sound into the generation of the spectrogram image. At that time, the time-series
data was transformed into an amplitude spectrogram, obtained by STFT. In this amplitude
spectrogram, the characteristic structure of sound data tended to appear, which was useful
for processing and compositing in many situations. In this study, as well, we used the
amplitude spectrogram as image data, to generate an image using a generation model.

In order to present the impact sound to the user, based on the generated spectrogram
image, it is necessary to convert the spectrogram image into sound data. As mentioned
earlier, the spectrogram is composed of time, frequency, and amplitude elements for time-
series data, but lacks phase information. Therefore, in order to reconstruct the sound data
signal from the spectrogram, we restore the phase by using the Griffin-Lim algorithm [3].

The conversion from sound data to spectrogram was performed as follows. First, the
result X(m, k) of the STFT was depicted as a complex number. In addition, each (m, k)
was provided with an amplitude A(m, k) = |X(m, k)| and a phase φ(m, k) = X(m, k).
Amplitude A(m, k) was called an amplitude spectrogram, phase φ(m, k) was called a
phase spectrogram, and the power spectrogram, calculated by Equation (8), was used to
show the intensity at each frequency component.

|X(m, k)|2 = A2(m, k) (8)

The spectrogram image used in the learning is this power spectrogram, which was
equivalent to the calculation of the magnitude of real and complex vectors from the STFT
results. That is, it had |X(m, k)| as the amplitude, but φ(m, k), as the phase, was lost when
converting sound data into a spectrogram. The Griffin-Lim algorithm restores the phase by
STFT and inverse STFT.

The amplitude spectrogram X(m, k) was obtained by performing STFT, using the
window function wα(t). In the Griffin-Lim algorithm, we wanted to satisfy “the phase is
consistent with the time signal” from this amplitude spectrogram and proposed the follow-
ing iterative method for doing so. First, an appropriate initial phase φ(m, k) was selected
for a given amplitude A(m, k). Then, after creating X(m, k) = A(m, k) exp(jφ(m, k)) as
a spectrogram, based on the initial phase, the following iterative processing was applied.

x(t)← ISTFT[X(m, k)] (9)

X(m, k)← STFT[x(t)] (10)

X(m, k)← A(m, k)X(m, k)/|X(m, k)| (11)

X(m, k), created by giving the initial phase, as described above, is an expression that
estimates the correct phase, based on the assumption that the phase is consistent with the
time signal. This means that restoration is impossible, even if the inverse STFT and STFT
are performed. Therefore, in this iterative method, the phase is obtained with the constraint
that the correct STFT expression is obtained while fixing the amplitude to A(m, k) from
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Equation (9). In this way, the generated image is converted into sound data, and the result
is presented to the user.

6. Experiments and Discussion
6.1. Preliminary Experiment
6.1.1. Purpose and Hypothesis

The purpose of the subject experiment was to determine the suitability of the spectro-
gram image, generated by the proposed method, and the impact sound, generated using
the spectrogram image, in the presentation in the VR environment.

The hypothesis here is that humans can estimate the sound generated by striking
an object from visual information about the material, that is, they can determine the
relationship between the impact sound and the image of the material with a high degree
of accuracy.

However, as described in [40], human perception skills in VR change, not only with
visual information, such as texture images, but also with other factors, such as sound
and rendering.

Furthermore, there are individual differences in human perception, so it is necessary
to determine whether each person has sufficient perception skills to achieve the purpose of
the experiment. We, therefore, test whether each subject can distinguish the impact sound,
based on each material image. In addition, we conducted a preliminary experiment to
verify whether there are combinations of materials that are easy or difficult to discriminate.

In the preliminary experiment, we measured the perceptual accuracy of each subject,
by assuming that the combination of impact sounds, that matched the material of the
object, can be accurately determined. We also determined the combination of materials,
for accurately discriminating them. In other words, with this preliminary experiment, we
wanted to create an experimental environment, in which perception can be performed, as
accurately as possible, when verifying the validity of the generated data.

6.1.2. Subjects

Ten subjects participated in the preliminary experiment (six men, four women, all
in their twenties). We first explained the experiment outline and gave them a tutorial on
how to use the menu panel in VR. After confirming the operation and volume setting in
each trial, we began the perception experiment. After the experiment, we conducted a
questionnaire, with a simple interview.

6.1.3. Experimental Conditions and Processes

We used the same experimental data as used to create the spectrogram image data for
learning from the Greatest Hits dataset. The material classes used are for six classes (cloth,
metal, glass, plastic, paper, and wood). In the experiment, data were selected from three
classes, including one correct answer class from these six classes, and the impact sound
was presented to the subject.

Each subject performed the experimental task a total of 60 times, to cover all classes.
The procedure for each perception experiment was as follows. First, as shown in Figure 16,
three cubes were arranged in each VR, and sound was generated by hitting them with
the rod-shaped virtual object, shown in Figure 3. Figure 16 shows a scene where we
presented the subjects with a wood texture image. A texture image, with a material class
corresponding to the correct hitting sound, was presented in the cube, and each of the three
cubes generated a hitting sound of a different material class. We also included a condition,
where no vibration was generated when the cube was hit, so that the difference in feedback,
due to the texture, could be discriminated only by the sound.
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Figure 16. Example of displayed cubes.

In addition to the impact sound, the texture image of the material to be presented
was selected from the dataset and presented for each material class, as shown in Figure 17
(cloth, glass, paper, plastic, wood, and metal, from left to right).
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Figure 17. Displaying cubes for each material in VR.

In the experiment, the subjects wore an HMD (see Figure 2) and used the VR controller
for menu panel operations and hitting operations in the virtual environment. The controller
was suitable for the action of hitting, while holding a rod-shaped object, and the same
action could be performed with the same controller, using either the left or right hand,
regardless of the subject’s dominant hand.

6.1.4. Experimental Results

Table 6 shows all combinations of each material and the accuracy rate of all sub-
jects. The accuracy here was calculated by “the number of correct answers in all subject
experiments/all combinations of each material”.

Table 6. Accuracy for each material class.

Actual Class Accuracy

cloth 0.80
glass 0.61
metal 0.73
paper 0.67
plastic 0.51
wood 0.63

As shown in the table, we found that when all combinations were tried, the proportion
of materials, other than cloth, that could be correctly discriminated by the subjects, even
when sound was presented from the dataset, was less than 80%.

6.1.5. Discussion and Suggestions for Next Experiment

In the preliminary experiment, the material was perceived only by the enlarged
image of the texture and the impact sound, and the shape of the object was only the cube.
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Therefore, we concluded it was difficult to distinguish the material, because the situation
was different from the normal perceptual situation. There was a similar feeling from the
subjects, based on their responses after the experiment.

However, even under the same circumstances, there were four or more patterns of
all materials, with a correct answer rate of 80% or more. This result suggests that even
if only the texture image is presented, it is sometimes possible to perceive with some
accuracy, depending on the combination, and that there is a difference in each combination
of materials.

Therefore, in the preliminary experiment, the combination, in which the accuracy was
80% or more, was used as the combination capable of correct perception. Table 7 shows
the patterns selected, based on this criterion for each material, where the combination of
incorrect materials selected for the correct material is indicated by “–”, and each pattern is
separated by “,”.

Table 7. Combinations capable of correct perception.

Actual Class Patterns

cloth
glass-metal, glass-plastic, glass-wood,

metal-paper, metal-wood, paper-plastic,
plastic-wood

glass cloth-metal, cloth-paper, metal-paper,
metal-wood

metal cloth-paper, cloth-plastic, cloth-wood,
glass-paper, paper-plastic, paper-wood

paper glass-metal, glass-wood,
metal-wood, paper-wood

plastic cloth-glass, cloth-paper,
cloth-wood, glass-paper

wood cloth-metal, glass-plastic,
metal-paper, metal-plastic

The next problem was the difference in the accuracy rate for each subject. Just as the
accuracy differs, depending on the combination of each material, it is possible that each
subject has individual differences in their perceptual ability. Therefore, Table 8 shows the
accuracy of all materials of each subject for the same material patterns as Table 7.

Table 8. Accuracy of all materials of each subject.

Subject Accuracy of All Materials

A 0.828
B 0.828
C 0.828
D 0.862
E 0.724
F 0.859
G 0.931
H 0.682
I 0.931
J 0.897

As we can see here, excluding subjects E and H, all subjects achieved an accuracy of
80% or more, in all selected combinations. We compared the average value of the accuracy
of each material for each group, between the subjects whose accuracy was 80% or more,
and those whose was not (that is, subjects E and H). The results revealed a significant
difference (p = 0.0281 < 0.05), indicating that there is a difference in perceptual ability in the
preliminary experiment between these two groups.
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On the basis of the above, we selected the subjects with the combination of materials
shown in Table 7 and the accuracy of 80% or more in Table 8 and conducted the following
experiment.

6.2. Evaluation Experiment of Generated Sound
6.2.1. Difference from Preliminary Experiment

In the preliminary experiment, we tried to measure the perceptual accuracy of each
subject, which is the ability to accurately discriminate the combination of impact sounds
that match the material of the object. In addition, we determined the best combination
of materials, to accurately discriminate the materials. In other words, this preliminary
experiment was designed to create an experimental environment that enables users to
perceive, as accurately as possible, when verifying the validity of the data generated in this
experiment.

In the case where all combinations were tried, we found that the percentage of subjects
who could correctly discriminate the sounds presented from the dataset, i.e., the sounds
that are considered to be the correct answers for each material, was less than 80% for
materials, other than cloth.

In other words, even if we investigate the percentage of correct answers to the presen-
tation of the blow sounds generated by the generative model in all combinations, we may
not be able to obtain the correct answer, with the correct perception.

In the case of comparing the correct response rates for various combinations, there
were more than four patterns of combinations, with a correct response rate of 80% or higher
for all materials, indicating that some combinations can be perceived with a certain degree
of accuracy, and that there are differences in the combinations for each material.

Therefore, in the preliminary experiment, we decided to use the combination that
obtained a correct answer rate of 80% or more in each material as the combination that
could be perceived correctly in the subsequent experiments.

6.2.2. Subjects, Conditions, and Processes

In this experiment, we investigated whether the generated impact sound of the ma-
terial could be discriminated, when compared with other materials. We used 29 patterns
of combinations that could be identified by more than 80% of the subjects, based on the
results of the preliminary experiment.

The eight participants we used were those who had an accuracy of 80% or more overall
in the preliminary experiment (five men and three women). In addition, Cohen’s Kappa
coefficient [41]—an index of the degree of agreement among multiple persons, when the
same data are evaluated—was computed, to examine the level of individual difference.

Other than the sound data used, the experimental settings were the same as in the
preliminary experiment. For the impact sound data, we used the sound data converted by
the Griffin-Lim algorithm, from the spectrogram image generated by the trained model,
explained earlier. After the experiment, a simple questionnaire was conducted with
interviews.

6.2.3. Experimental Results

Table 9 and Figure 18 show the correct answer rate for all combinations, for each
material and the difference from the preliminary experiment. “Sample” in Figure 18 means
the data of the dataset used in the preliminary experiment, and “generated” means the
impact sound data generated by the learning model used in the evaluation experiment.
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Table 9. Accuracy of each material class and difference between main and preliminary experiments.

Material Accuracy Difference from Preliminary Experiment

cloth 0.696 −0.161
glass 0.719 −0.219
metal 0.667 −0.208
paper 0.594 −0.25
plastic 0.656 −0.156
wood 0.689 −0.156
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From Table 9, we can see that the accuracy decreased by about 15% to 20% for each
material. Furthermore, in the paper class, there was a difference of 25% from the preliminary
experiment, and the accuracy was just 0.594, which was the lowest among all materials. In
addition, we had assumed that the material combinations in Table 6 were appropriate for
distinguishing the impact sound between materials, but in this experiment, we found that
there was a difference among the selected combinations.

As shown in Figure 19 (glass) and Figure 20 (wood), there was a decrease in accuracy
for the combination containing wood and plastic, as well as the combination containing
glass and metal. These results were also inferred from the results of the questionnaire survey
of the subjects. In addition, paper-wood and cloth-plastic are examples of combinations
that were not mentioned in the answers to the questionnaire but that were difficult to
distinguish.
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Among all the combinations we tested, the one with the lowest accuracy was the
glass-wood combination, when paper was used as the correct class (as shown in Figure 21);
the accuracy was just 37.5%. Paper had the lowest accuracy among all classes, and even
when looking at other combinations, the accuracy was low when paper was included as a
selection candidate.
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On the other hand, there were some combinations in which the correct answer rate
was 80% or more, which is the same accuracy as the preliminary experiment. Examples
include the combination of metal-wood, when cloth was the correct class (Figure 22), and
the combination of cloth-paper, when glass was the correct class (Figure 19). The accuracies
for the cloth and glass material classes were 69.6% and 71.9%, respectively, which is about
70% of the accuracy for all combinations. Therefore, we concluded that these two classes
were able to generate an impact sound close to the sound of the dataset.
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The average Kappa coefficient of the eight subjects was 0.45. This was obtained by
taking the average of the Kappa coefficients of 28 subject pairs (= 8C2) for the results of
the subjects’ selection of the correct material class from each pattern of combinations. This
value indicates a relatively good agreement, in that the difference among the subjects was
minor. This suggests that the same tendency would be exhibited, if the number of subjects
was increased; thus, the number of subjects used in the present experiment was considered
to be appropriate.

In the questionnaire, administered to subjects after the experiment, we verbally asked
“Was there a difference in sound discrimination compared to the preliminary experiment?”
and “What kind of impression did you get from the presented impact sound?” Regarding
the sound quality of the generated impact sound, one subject responded that the generated
impact sound was louder than the sound of the dataset. However, another subject answered
that there was no discomfort, in terms of the impact sound. Summarizing the experimental
results and the answers to the questionnaire, we concluded that the generated impact
sound satisfied the necessary condition as a sound to be fed back to the user in the virtual
environment, with discrimination using only the texture image.

6.3. Additional Experiment on Psychoacoustic Evaluation
6.3.1. Purpose

Deep learning for generative systems generally has no test oracle for the generated
results, and the metamorphic properties are not clear, so it is difficult to evaluate. Therefore,
as a kind of metamorphic property for this task, we calculated the Booming Index [42],
which is an evaluation index designed to evaluate the muffledness of sound, based on
psychoacoustic theory, for the generated sound and compared it with the baseline for a
more objective evaluation.

6.3.2. Conditions and Processes

An additional experiment was conducted to compare the generation results of the
baseline and the proposed method. In the additional experiments, we used SpecGAN,
which is a method to generate spectrogram images using a learning model by GAN as the
baseline. We calculated and compared the Booming Index for each of the sample data in
the dataset, the data generated in this study, and the data generated by SpecGAN.

The Booming Index was used as the evaluation index to evaluate the degree of sound
muffling, based on psychoacoustic theory, as

Booming Index = Bandsum× (Li/Loudness) (12)

where Bandsum is the weighted 1/3 octave band level power sum of the sound signal, and
Loudness is one of the psychoacoustic parameters that indicates the loudness of the sound.
The Booming Index is calculated by the ratio of Bandsum to Loudness in the low frequency
range.

In this way, the Booming Index is calculated from the psychoacoustic parameters, in
relation to loudness and sharpness, i.e., loudness and pitch of the sound. The results of our
questionnaire survey indicated that some of the subjects felt the sound was reverberant or
blurred, so we compared the results using the Booming Index, based on the assumption
that the Booming Index has an influence on the discrimination of sound.

6.3.3. Results

Figure 23 shows the results of comparing the correct data and the average values of
each method, where “sample” is the correct answer data selected from each class in the
dataset, “generated” is the result of sound transformation from the proposed method, and
“spec_gan” is the result of generation from the training result of SpecGAN. Fifty items of
data were randomly extracted from each dataset, and the Booming Index was calculated.
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The results showed that the sound data, generated by the proposed method, was
evaluated as better than the baseline in all classes, except for the class cloth. Even for
paper, which is the class with the worst experimental results (as described in the previous
subsection), the sound data generated by the proposed method was closer to the correct
answer data than the baseline. In Figure 23, the only sound data in which the evaluation
was worse than the baseline was cloth, and the correct answer data also had a worse
evaluation than the baseline. Since the values of “sample” and “generated” are close to
each other, it is safe to say that the evaluation of the sound data itself is closer to the correct
data than the baseline.

7. Concluding Remarks

We proposed a dynamic generation system of impact sounds related to objects in a
virtual environment, targeting a virtual space that reflects the real world. In the proposed
system, the material label of the target object is first estimated based on the texture image
of the object. For this purpose, the estimation model is trained using an existing dataset, in
which the object image and the striking sound are labeled, and then the trained estimation
model is subjected to transfer learning, according to the actual usage environment of the
system. By doing so, it becomes possible to estimate the material label of the object that
suits the environment assumed by the user.

For the object image acquired from the real space, a unique texture image was ac-
quired from the object image, including multiple parts, by performing material division
by processing, based on pixel information and clustering. Next, a generative model was
constructed using GAN to output a spectrogram image of the striking sound, with the
material label output by the estimation model as input. With the proposed architecture, we
demonstrated that better results, than the existing method, can be obtained by comparing
the generated images.

The generated spectrogram image is converted into sound data by the Griffin-Lim
algorithm. By constructing a series of systems, from the acquisition of the texture image to
the generation of the impact sound, it became possible to present the impact sound to the
user for the object reflected from the real space to the virtual environment. In addition, by
using GAN, we can present various impact sounds that are not limited to the sound data
in the dataset.

We conducted an experiment to evaluate the generated impact sound. First, we ran a
preliminary experiment, using the sound data in the dataset, to determine whether it is
possible to appropriately discriminate the impact sound for each material. After that, we
performed the same experiment on the impact sound, generated by the proposed method,
and compared the results with those of the preliminary experiment, which was the target
value. We found that, although the proposed method showed a slight decrease in identi-
fication accuracy between materials, the results were similar to those in the preliminary
experiment, depending on the combination of material labels presented. This demonstrates
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that our method is useful for obtaining feedback information on the interaction between
the user and the object in the virtual environment.

In this study, we used the, previously created, Greatest Hits dataset. This dataset
includes images, material labels, and striking sounds for each object, so we presumed it
was suitable for our purposes. However, the sounds in this dataset are from hitting an
object with a wooden stick at a certain speed and not from hitting an object with other
materials (e.g., bare hands) or from hitting it harder or faster.

Therefore, it is necessary to create a dataset that collects the sounds of hitting objects
of multiple materials in various situations, which is more suitable for the purpose of this
research. In addition, we need to make adjustments, so that the sound data collected for
creating the dataset can be sufficiently classified by the subjects using the texture images.
Our future work will involve the creation of such a dataset, to enable more effective learning
by the proposed method.
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