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Abstract: Reversible data hiding has attracted significant attention from researchers because it can
extract an embedded secret message correctly and recover a cover image without distortion. In
this paper, a novel, efficient reversible data hiding scheme is proposed for absolute moment block
truncation code (AMBTC) compressed images. The proposed scheme is based on the high correlation
of neighboring values in two mean tables of AMBTC-compressed images to further losslessly encode
these values and create free space for containing a secret message. Experimental results demonstrated
that the proposed scheme obtained a high embedding capacity and guaranteed the same PSNRs as
the traditional AMBTC algorithm. In addition, the proposed scheme achieved a higher embedding
capacity and higher efficiency rate than those of some previous schemes while maintaining an
acceptable bit rate.
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1. Introduction

Data hiding is an important technique by which a secret message is protected by being
embedded into a cover image. Data hiding can be classified into two types of schemes, i.e.,
irreversible and reversible. One essential property of irreversible data hiding schemes is
high embedding capacity [1,2]. However, they distort the cover image significantly. More-
over, this visual quality cannot be reconstructed after secret message extraction. Therefore,
this type cannot be used in some special applications, i.e., military and medicine, in which
a cover image is required to be restored to its original version. To solve this problem, re-
versible data hiding schemes [3–7] are a promising solution for these applications because
the schemes can recover the original version of cover images without any distortion after
the secret message was extracted.

Recently, many data hiding schemes for compressed images have been proposed
to save the bandwidth space of the embedding image. This is because the size of the
compressed image is much smaller than that of the original image, regardless of whether
the secret message has been embedded. Some compression techniques, i.e., JPEG [8,9],
vector quantization (VQ) [10–12], and block truncation coding (BTC) [13–20], are applied
for data hiding to achieve high embedding capacity while maintaining a low bit rate.

In the literature, various data hiding schemes [13–20] have been proposed for BTC-
compressed images. In 2004, Lin and Chang [13] introduced a data hiding scheme based
on LSB replacement for BTC-compressed images. This scheme obtained a small distortion
of a stego image. To improve the visual quality of the stego image, in 2006, Chuang and
Chang [14] used smooth regions of the bitmap table in a BTC-compressed image to contain
a secret message. However, this scheme is irreversible, meaning that the original BTC-
compressed image cannot be recovered after the secret message was extracted. In 2008,
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Chang et al. [15] proposed a reversible data hiding scheme based on the order of mean
values to embed a secret message into BTC-compressed images. Moreover, in 2008, Hong
et al. [16] proposed a new reversible data hiding scheme for BTC-compressed images that
toggled or preserved the BTC bitmap table to hide the secret bits. In addition, in Hong
et al.’s scheme, the relationship between the high mean value and low mean value is used
for embedding data. However, when two mean values are the same, the extracted bits
will contain errors. To overcome the weakness in Hong et al.’s scheme, Chen et al. [17]
proposed an improved reversible data hiding scheme for BTC-compressed images. In this
scheme, the difference value of the high mean value and low mean value is calculated and
used to determine whether only one secret bit is embedded into the block or more secret
bits are embedded into the bitmap table of the block by toggling. In 2011, Li et al. [18]
proposed a reversible data hiding scheme for BTC-compressed images by using bitmap
flipping and histogram shifting for high mean values and low mean values. However,
Li et al.’s scheme obtained low embedding capacity when, on average, only one secret
bit is embedded into each image block. To further improve embedding capacity, in 2013,
Sun et al. [19] proposed a new reversible data hiding scheme based on the joint neighbor
coding algorithm (JNC) to embed a secret message into BTC-compressed images. This
scheme can obtain a high embedding capacity, which is four times larger than that of Li
et al.’ scheme [18]. However, the efficiency rate of this scheme is still low. Later, in 2017,
Hong et al. adopted a median edge detection (MED) predictor to predict the quantization
values of blocks first. Next, they further designed a centralization error division (CED)
technique to modify the classification rule and ensure all zero prediction errors can be
categorized into a new division and no more bits are required. With such an arrangement,
Hong et al. successfully shrank the size of the original quantization values of blocks and
saved more space to embed secret bits [20].

To improve the embedding capacity and efficiency rate further while maintaining the
reconstruction of a cover image after extracting a secret message, in this paper, we propose
a new, reversible data hiding scheme for an absolute moment block truncation coding
(AMBTC) image, which is a variant of the BTC-compressed image. In the proposed scheme,
the high correlation of values in two mean tables of an AMBTC-compressed image is
explored to embed a secret message. Experimental results demonstrated that the proposed
scheme obtained a high embedding capacity and the same PSNRs as the traditional AMBTC
algorithm. In addition, the proposed scheme achieved a higher embedding capacity and
higher efficiency rate than those of some previous schemes while maintaining an acceptable
bit rate.

The remainder of the paper is organized as follows. Section 2 briefly reviews the origi-
nal AMBTC compression algorithm and previous AMBTC-based data hiding scheme [4].
Section 3 describes details concerning the proposed scheme. Then, experimental results are
analyzed and compared to previous schemes in Section 4. Our conclusions and discussion
are provided in Section 5.

2. Related Work

AMBTC is a technique that is the variant of the traditional BTC algorithm. However,
the AMBTC technique is computationally simpler than the BTC algorithm, while the
performance of the AMBTC technique is the same as that of BTC. Therefore, in this paper,
the AMBTC technique is used instead of BTC. To provide the background knowledge of our
proposed scheme, in the following subsections, the AMBTC technique will be presented in
Section 2.1. In addition, Sun et al.’s scheme [19] is introduced in detail in Section 2.2. The
main reason is that this scheme obtained high performance when embedding data into the
BTC-compressed image.

2.1. Absolute Moment Block Truncation Coding

To compress both grayscale and color images, in 1984, absolute moment block trunca-
tion coding (AMBTC) was proposed by Lema and Mitchell [21]. An image is first divided
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into n × n blocks. For example, to compress the image block X, the AMBTC algorithm
computes mean value M to classify all pixels of block X into two different groups. If the
value of pixels is smaller than M, these pixels belong to the first group. Otherwise, these
pixels are considered members of the second group. Concurrently, the corresponding bit
value, 0 or 1, is recorded in the bitmap, B, if the pixel belongs to the first group or second
group, respectively.

After obtaining the two groups, two mean values, Hk and Lk, of the block X are
calculated by Equations (1) and (2), respectively:

Lk =
1

n× n− Z
× ∑

Xi<M
Xi (1)

Hk =
1
Z
× ∑

Xi≥M
Xi (2)

where Z denotes the number of pixels with the value larger than or equal to the value of M.
If Z = n × n, set Hk = Lk = M.

After encoding by AMBTC, each block is represented by a compressed trio (Hk, Lk, B),
where Hk and Lk are the two mean values and B is the bitmap. Figure 1 shows an example
of the AMBTC algorithm.
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Figure 1. Example of the AMBTC algorithm.

Assume that the original image block size of 4 × 4 pixels is shown in Figure 1a. The
mean value M of the pixel values at each block X is calculated as M = 134. Then, each
pixel is compared to the mean value M to generate the bitmap table B of this block, as
presented in Figure 1b. According to Equations (1) and (2), two mean values, Hk and Lk,
are calculated as Hk = 156 and Lk = 106, respectively. The compressed trio of the block is
determined as (156, 106, 0100110011101110), which is sent to a receiver. After obtaining
the compressed trio, the receiver can decode it to reconstruct the image block shown in
Figure 1c. In general, if an image is sized as 512 × 512 pixels, then its code stream after
encoding is sized as (4 + 4 + 16)×

(
512×512

4×4

)
= 524, 288 bits, which is one-quarter the size

of the original image.

2.2. Sun et al.’s Scheme

In 2013, Sun et al. [19] proposed a reversible data hiding scheme for BTC-compressed
images based on the joint neighbor coding technique, which was inspired by Wang et al. [22].
In this scheme, the P × Q image is first encoded by the BTC algorithm with an n × n image
block to generate a high mean table, H = H1, H2, . . . , H(P×Q)/(n×n), low mean table, L = L1,
L2, . . . , L(P×Q)/(n×n), and bitmap table, B = B1, B2, . . . , B(P×Q)/(n×n). Then, the same
embedding process is used to embed a secret message into the two mean table tables, H
and L. Therefore, the high mean table H is used to demonstrate this embedding process as
follows. Let M be a binary pseudo-random sequence, and the length of M is similar to that
of the secret message. Figure 2 shows there are four neighboring high mean values, and
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they are selected to encode the current high mean value Hcur. The set of four neighboring
high mean values is denoted as Href, which is marked in the light blue area, and their
corresponding indicators are (00), (01), (10), and (11), respectively.
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The embedding process of Sun et al.’s scheme is described in detail as follows.

Step 1: Read two bits bM from M and two bits bS from the secret message S.
Step 2: Determine the reference indicator bref = bM XOR bS.
Step 3: According to the value of bref, select the corresponding Href and calculate the
difference value D = Hcur − Href.
Step 4: Classify D into four cases and encode D to D’ using Equation (3)

D′ =


11||(Dm)2 0 ≤ D ≤ 2m − 1
10||(−Dm)2 −(2m − 1) ≤ D ≤ 2m − 1
01
∣∣∣∣(D8)2 D > 2m − 1

00
∣∣∣∣(D8)2 D ≤ −(2m − 1)

(3)

where m is a predefined parameter and ranges in [1,8], || is the concatenation function, and
(Dm)2 and (D8)2 represent the m bits and eight bits of binary information of the difference
value D.
Step 5: Concatenate the reference indicator bref and the value D’ to generate the final
codestream of the current high mean value as bref||D’.
Step 6: Repeat Steps 1 to 5 until the entire high mean values are encoded completely.

After the above six steps are finished, the codestream CSH of the high mean table
is obtained. Obviously, Sun et al. used the joint neighbor coding technique to embed a
secret message into the two mean tables, H and L. This scheme could guarantee that the
successful restoration of the original BTC-compressed image is achieved after the secret
message was extracted. However, their scheme offered a low embedding capacity.

3. Proposed Scheme

In this section, we propose a novel reversible data hiding scheme for AMBTC-
compressed images to further improve the performance of previous schemes. The main
idea of the proposed scheme is that the AMBTC-compressed data that is generated by the
AMBTC algorithm is further encoded losslessly based on the high correlation of neighbor-
ing mean values in the two mean tables, H and L. Once the hidden secret data have been
extracted, the original AMBTC-based image, as shown in Figure 1c, will be completely
restored. To achieve our idea, first, the AMBTC algorithm is performed on the input
image to obtain the high mean table H, low mean table L, and bitmap table B. Then, the
embedding process is used to hide a secret message S into the two mean tables while the
bitmap table stays unchanged. The difference values of these two tables are calculated
and used to embed the secret message. The proposed scheme has two phases, i.e., the
embedding phase and the extracting phase, which are described in Sections 3.1 and 3.2,
respectively.

3.1. Embedding Phase

Assume that a P × Q image I is encoded as an M × N high mean table H, an M × N
low mean table L, and a P×Q bitmap table B, where M = P/4 and N = Q/4. After obtaining
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the three tables, the secret message S can be embedded by encoding the difference values
of the two mean tables, H and L, respectively. The final code stream CS generated by the
proposed scheme will include four parts, which are guided information (IN), code stream
CSH of the high mean table H, code stream CSL of the low mean table L, and code stream
CSB of the bit map table B, as shown in Figure 3. As for guide information (IN), it indicates
the basic data of the code stream, including the lengths of the secret message S, codestream
CSH, codestream CSL, size of cover image size, and value of m. IN is used to tell the data
receiver how they can determine the information of data during the extracting process.
Figure 4 shows the flow chart of the proposed embedding phase.
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The detailed embedding algorithm is shown as follows.
Step 1: Calculating difference value D.
Firstly, an inverse “S” scan path, shown in Figure 5, is used to scan the high mean

table H and low mean table L into sequences of mean values SH (SH1, SH2, ..., SHM×N) and
SL (SL1, SL2, ..., SLM×N), respectively. Then, calculate two different value sequences, DH
and DL, i.e., DHi+1 = SHi+1 − SHi and DLi+1 = SLi+1 − SLi, where 1 ≤ i ≤M × N − 1.
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Figure 5. Example of inverse “S” scan path.

It is clear that the values of two difference sequences, DH and DL, are in range
[−255, 255]. The embedding process of DH is similar to that of DL. Therefore, to better
explain, let Di be DHi (or DLi) and Vi be the corresponding mean value of SHi (or SLi),
respectively.

Step 2: Encoding difference value D.
Due to the high correlation of adjacent values in the two mean tables, most of the

difference values of D are ranged around 0. This property is used for embedding data. The
value of Di will be encoded as follows.

D′i =
{

1||Sign||m bits o f |Di| ||b1b2b3 i f |Di| < 2m

0||(Vi)2 i f |Di| ≥ 2m (4)

where, for |Di| < 2m, the Di is encoded by indicator “1,” followed by 1-bit of the sign of the
value of Di, m bits of binary representation of the absolute value of Di, and concatenated by
three secret bits b1b2b3. If Di < 0, the sign of DHi will be equal to 1; otherwise, the sign of
DHi will be equal to 0. Otherwise, if |Di|≥ 2m , it is encoded by indicator “0,” and followed
by eight bits of binary representation of the original mean value Vi. Then, the compression
code of Di is concatenated into the corresponding output code stream CSH (or CSL).

Step 3: Code stream combination
After all difference values of DH and DL are encoded completely, the final code stream

CS is obtained by concatenating IN, CSH, CSL, and the code stream CSB of the bitmap table.
To clarify our embedding phase, Figure 6 shows an example of the embedding phase.

Assume the AMBTC algorithm is performed, and a 3 × 3 high mean table is generated as
shown in Figure 6a.
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Along the inverse “S” scan path, the difference values are calculated and shown in
Figure 6b. Assume the secret message S is “100011011011,” and m = 4 is used. The first
difference value Di of DH is equal to “158,” so |Di| = 158 ≥ 24. According to Step 2,
no secret message is embedded, and the 1-bit indicator “0” should be used. Then, the
difference value Di is encoded as 0||10011110. The second difference value Di is equal
to “−1,” so |Di| < 24. Thus, read three secret bits b1b2b3 = 100 from the secret message
S. Finally, Di is encoded by Di’ = 1||1||0001||100, and Di’ is sent to code stream CSH.
Using the above-described embedding algorithm, all difference values of the high mean
table H will be encoded to generate the code stream CSH completely.
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3.2. Extracting Phase

After obtaining the code stream CS, the receiver can extract the embedded secret
message S exactly and recover the AMBTC-compressed image precisely. The detail of the
extracting phase is shown as follows.

Step 1: Extract the guide information IN from the code stream CS. According to IN, the
information of the embedded message S, CSH, CSL, CSB, the size of the cover image, and
the value of m are determined.
Step 2: Read one bit indicator ind from the codestream CSH (or CSL).
Step 3. If ind = 0, this means that no secret message is extracted. Then, eight consecutive
bits are read and converted to decimal value as the reconstructed mean value SHi (or SLi).
Step 4: If ind = 1, read one next bit d as the sign of the reconstructed difference value D. Then,
read m consecutive bits and convert them to decimal values as the reconstructed difference
value D. Three next bits b1b2b3 are read as three extracted secret bits and concatenated into
the secret message S. Then, the value of d is considered to reconstruct the mean value as
follows.

If d = 1, the reconstructed mean value SHi (or SLi) is calculated using Equation (5).

SHi = SHi−1 − D
SLi = SLi−1 − D

(5)

If d = 0, the reconstructed mean value SHi (or SLi) is calculated using Equation (6).

SHi = SHi−1 + D
SLi = SLi−1 + D

(6)

where 2≤ i≤M×N. The reconstructed mean value SHi (or SLi) is sent to the corresponding
high or low mean tables.

Step 5: Steps 2 to 4 are implemented repeatedly until all values of the two mean tables are
reconstructed completely.

Once the extracting algorithm is finished, the secret message S is extracted exactly.
Moreover, the two mean tables are recovered accurately. Obviously, the original AMTBC-
compressed image is recovered without any distortion. Following the example of the
embedding phase shown in Figure 6, Figure 7 shows the example of the proposed extracting
phase. First, the first bit, ind = 0, is read from code stream CSH. According to Step 3, the
consecutive eight bits, 10011110, are read and converted to decimal value as SHi = 158. The
next indicator bit, ind = 1, is read from CSH. According to Step 4, read one bit d = 1, then
four subsequent bits, 0001, are read and converted to a decimal value as D = 1. Three next
bits, 100, are read as three extracted secret bits, b1b2b3. Since d = 1, according to Step 4, the
reconstructed mean value SHi is calculated as SHi = SHi−1 − D = 158− 1 = 157. The
extracting phase is terminated when the entire bits in the code stream CS are processed
completely.
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4. Experimental Results

In this section, tests of the performance of the proposed scheme on six public
512 × 512 images shown in Figure 8 are described. MATLAB R2010a was used to program
the proposed scheme and five previous schemes in the experiments, including AMBTC,
Chuang and Chang [14], Chang et al. [15], and Hong et al. [16,20]. As for the remaining ex-
isting schemes, we cite the experimental results from their published articles. The objective
measures, peak signal-to-noise ratio (PSNR), embedding capacity (EC), efficiency rate, and
bit rate, were performed to estimate performance in this paper. For the P × Q grayscale
image, the PSNR is calculated by Equation (7), where MSE is the mean square error and is
defined as shown in Equation (8). It is noted that the proposed scheme has the reversibility
feature, and the reconstructed image will be the same as the AMBTC-reconstructed image
after hidden secret data have been successfully extracted. To prove our proposed scheme
is reversible data hiding for AMBTC-compressed images, the definitions of the original
image and reconstructed image are the same as those defined by AMBTC. The bit rate and
efficiency rate are calculated by Equations (9) and (10), respectively.

PSNR = 10 log10

(
2552

MSE

)
(7)

MSE =
1

P×Q

P

∑
i=1

Q

∑
j=1

(
Xij − X′ij

)2
(8)

bit rate =
|CS|

P×Q
(9)

e f f iciency =
EC
|CS| (10)

where Xij and X’ij are the pixel values of the original image and the AMBTC-reconstructed
image, respectively. EC is the embedding capacity, and |CS| denotes the size of the code
stream CS. EC is calculated as EC = 3 × N − 62 bits, where N is the number of |Di|< 2m .

In the proposed scheme, m is the parameter that can affect the performance of the
proposed scheme; therefore, in Table 1, difference values of m were used to test the results
of the proposed scheme. As can be observed in Table 1, the PSNRs of the image were not
changed with the difference values of m. Basically, the value of m is only ranged from 3 to 5.
This is because when m = 3, it only takes eight bits at most to encode each difference value
for either the high mean table or low mean table. In other words, the size of the final code
stream of our proposed scheme will be the same as that of conventional AMBTC. Based
on the experimental results, we can observe that when the value of m is increased from
3 to 5, the embedding capacity is gained while the value of the bit rate is also increased.
Therefore, it is suggested that the value of m should be set to 4 in the proposed scheme to
achieve both a high embedding capacity and an acceptable bit rate at the same time.
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Table 1. Performance of the proposed scheme under difference values of m.

Images Performance m = 3 m = 4 m = 5

Lena

PSNR (dB) 33.97 33.97 33.97

EC (bits) 60,010 75,128 87,199

bit rate (bpp) 2.05 2.13 2.24

Baboon

PSNR (dB) 26 26 26

EC (bits) 40,048 64,882 86,902

bit rate (bpp) 2.07 2.13 2.24

Peppers

PSNR (dB) 33.4 33.4 33.4

EC (bits) 63,010 78,799 88,771

bit rate (bpp) 2.04 2.13 2.24

F16

PSNR (dB) 31.95 31.95 31.95

EC (bits) 71,233 81,097 88,648

bit rate (bpp) 2.03 2.13 2.24

GoldHill

PSNR (dB) 33.16 33.16 33.16

EC (bits) 56,710 76,603 89,569

bit rate (bpp) 2.05 2.13 2.24

Boat

PSNR (dB) 31.15 31.15 31.15

EC (bits) 65,620 78,178 88,321

bit rate (bpp) 2.04 2.13 2.24
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To show the efficient performance of the proposed scheme over some previous
schemes, we compared our proposed scheme with seven previous schemes, i.e., Chuang
and Chang [14], Chang et al. [15], Hong et al. [16], Chen et al. [17], Li et al. [18]. Sun
et al. [19], and Hong et al. [20]. Table 2 shows the performance comparison of the proposed
scheme and seven previous schemes [14–20], with the same block size 4 × 4. As can be
observed in Table 2, our proposed scheme offers the highest embedding capacity, followed
by the schemes of Hong et al. [20] and Sun et al. [19]. As for the image quality of the stego
images, the proposed scheme and five previous schemes [15–19] offer precisely similar
PNSRs as the results of the traditional AMBTC technique. The main reason is that these five
schemes did not modify the AMBTC-compressed images during the data embedding pro-
cess. However, Table 2 also shows that Chuang and Chang’s scheme [14] offered the worse
PSNR among the seven schemes because this scheme was not reversible. It is clear that
the proposed scheme obtained the highest embedding capacity among the five schemes.
The proposed scheme is based on the high correlation of neighboring values in the two
mean tables to embed three bits into each selected mean value, whereas only two bits were
embedded in Sun et al.’s scheme, and one bit was embedded in Chang et al.’s scheme.
Chuang and Chang’s scheme used each smooth block of BTC-compressed image to embed
only one secret bit. Three previous schemes [16–18] only embedded one bit into each 4 × 4
block of the BTC-compressed image. Obviously, the performance of Li et al.’s scheme [18]
was slightly better than the two other schemes [16,17]. However, if more blocks with the
same high mean value and the low mean value were determined in the image, the scheme
of Chen et al. provided better embedding capacity than that of the scheme of Hong et al.

Table 2. Performance comparison of the proposed scheme and seven previous schemes [14–20].

Schemes Performance Lena Baboon Peppers F16 Goldhill Boat Average

AMBTC
PSNR (dB) 33.97 26.00 33.40 31.95 33.16 31.15 31.60

Bit rate (bpp) 2.00 2.00 2.00 2.00 2.00 2.00 2.00

Proposed

PSNR (dB) 33.97 26.00 33.40 31.95 33.16 31.15 31.60

EC (bits) 75,128 64,882 78,799 81,097 76,603 78,178 75,781

Bit rate (bpp) 2.13 2.13 2.13 2.13 2.13 2.13 2.13

Sun et al. [19]

PSNR (dB) 33.97 26.00 33.40 31.95 33.16 31.15 31.60

EC (bits) 64,008 64,008 64,008 64,008 64,008 64,008 64,008

Bit rate (bpp) 2.06 2.16 2.07 2.07 2.07 2.09 2.09

Chuang and Chang [14]

PSNR (dB) 31.66 25.91 31.23 30.85 32.53 30.79 30.50

EC (bits) 13,048 5168 13,464 12,631 12,487 11,981 11,463

Bit rate (bpp) 2.00 2.00 2.00 2.00 2.00 2.00 2.00

Hong et al. [16]

PSNR (dB) 33.97 26.00 33.40 31.95 33.16 31.15 31.60

EC (bits) 16,384 16,384 16,099 16,384 16,384 16,384 16,337

Bit rate (bpp) 2.00 2.00 2.00 2.00 2.00 2.00 2.00

Chen et al. [17]

PSNR (dB) 33.97 26.00 33.40 31.95 33.16 31.15 31.60

EC (bits) 16,384 16,384 20,944 16,384 16,384 16,384 17,144

Bit rate (bpp) 2.00 2.00 2.00 2.00 2.00 2.00 2.00

Li et al. [18]

PSNR (dB) 33.97 26.00 33.40 31.95 33.16 31.15 31.60

EC (bits) 16,789 15,378 21,976 17,659 16,784 17,082 17,611

Bit rate (bpp) 2.00 2.00 2.00 2.00 2.00 2.00 2.00
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Table 2. Cont.

Schemes Performance Lena Baboon Peppers F16 Goldhill Boat Average

Chang et al. [15]

PSNR (dB) 33.97 26.00 33.40 31.95 33.16 31.15 31.60

EC (bits) 31,011 28,146 31,208 30,520 29,874 28,784 29,924

Bit rate (bpp) 2.00 2.00 2.00 2.00 2.00 2.00 2.00

Hong et al. [20]

PSNR (dB) 33.97 26.00 33.40 31.95 33.16 31.15 31.60

EC (bits) 64,516 64,516 64,516 64,516 64,516 64,516 64,516

Bit rate (bpp) 2.00 2.13 2.00 1.99 1.99 2.00 2.00

As can be observed in Table 2, the embedding capacity offered by the proposed scheme,
on average, was higher than that of Hong et al.’s [20] and Sun et al.’s scheme [19] by more
than 10,000 bits, was nearly 2.53 times higher than Chang et al.’s scheme [15], and was
four times higher than four other schemes [14,16–18], with a slightly higher bit rate of the
proposed scheme. Even though a high bit rate is required, however, Figure 9 presents that
the proposed scheme has a much higher efficiency rate than the seven previous schemes.
Specifically, the efficiency rate of the proposed scheme, on average, outperformed Sun
et al.’s scheme [19] by 2%, while it was two times larger than Chang et al.’s scheme and
four times that of four other schemes [14,16–18].
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To demonstrate our performance on image quality (PSNR), embedding capacity (EC),
and embedding efficiency can compete with the latest existing scheme, we compare our
proposed scheme with Hong et al.’s scheme [20] in Table 3 To provide fair comparisons,
all data related to Hong et al.’s scheme are based on the best combinations of (α, β), and
the corresponding (α, β) for each test image, as listed in Table 3. From Table 3, we can
observe the average image quality is the same as that of Hong et al.’s scheme since both
two schemes are reversible data hiding schemes. However, when m is up to 5, the average
hiding capacity will be up to 74,977 bits, which is 10,461 bits higher than that of Hong
et al.’s scheme. In other words, the average embedding efficiency offered by our scheme
is 0.085 bpp higher than that of Hong et al.’s scheme based on the definition given in
Equation (10).



Appl. Sci. 2021, 11, 6741 12 of 13

Table 3. Performance comparison of the proposed scheme and Hong et al.’s scheme [20] on PSNR,
EC, and embedding efficiency.

Images Performance
Proposed Scheme Hong et al. [20]

m = 3 m = 4 m = 5 Best Combination
of α & β

(α, β)

Lena

PSNR (dB) 33.97 33.97 33.97 33.97

(1,3)
EC (bits) 60,010 75,128 87,199 64,516

Embedding
Efficiency 0.23 0.29 0.33 0.25

Baboon

PSNR (dB) 26 26 26 26

(3,4)
EC (bits) 40,048 64,882 86,902 64,516

Embedding
Efficiency 0.15 0.25 0.33 0.25

Peppers

PSNR (dB) 33.40 33.40 33.40 33.40

(1,3)
EC (bits) 63,010 78,799 88,771 64,516

Embedding
Efficiency 0.24 0.3 0.34 0.25

F16

PSNR (dB) 31.95 31.95 31.95 31.95

(1,3)
EC (bits) 71,233 81,097 88,648 64,516

Embedding
Efficiency 0.27 0.31 0.34 0.25

5. Conclusions

In this paper, we introduced a new reversible data hiding scheme for AMBTC-
compressed images by depending on the adjacent relation of mean values. To achieve a
high embedding capacity and efficiency rate, the high correlation of values in two mean
tables was explored and used to embed a secret message. The experimental results demon-
strated that the proposed scheme obtained a high embedding capacity while guaranteeing
the same PSNRs as the traditional AMBTC algorithm. In addition, the proposed scheme
achieved a higher embedding capacity and efficiency rate than those of previous schemes
while maintaining an acceptable bit rate. Obviously, the experimental results confirm that
the proposed scheme can be used not only to protect secret messages but also as a practical
algorithm for real-time applications.
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