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Abstract

:

Ethical, legal and societal implications (ELSI) in the development of wearable robots (WRs) are currently not explicitly addressed in most guidelines for WR developers. Previous work has identified ELSI related to WRs, e.g., impacts on body and identity, ableism, data protection, control and responsibilities, but translation of these concerns into actionable recommendations remains outstanding. This paper provides practical guidance for the implementation of ELSI in WR design, development and use. First, we identify the need for domain-specific recommendations against the context of current ELSI guidance. We then demonstrate the feasibility and usefulness of taking a domain-specific approach by successively transforming currently identified ELSI into an action-guiding flowchart for integration of ELSI specific to the different stages of WR development. This flowchart identifies specific questions to be considered by WR development teams and suggests actions to be taken in response. By tailoring ELSI guidance to WR developers, centring it on user needs, their relation to others and wider society, and being cognizant of existing legislation and values, we hope to help the community develop better WRs that are safer, have greater usability, and which impact positively on society.
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1. Introduction


Wearable robots (WRs) have a high potential impact on users, their social environment and society at large [1]. WR technical and programming education is being integrated into engineering curricula [2], but non-technical potential impacts have only been modestly addressed in curricula to date. While guidance and benchmarking for WR developers regarding electrical and mechanical safety is being developed, see [3,4], ethical, legal and social implications (ELSI) have not been translated into actionable goals. There is a general awareness in robotics development of some legal and regulatory aspects, such as health and safety or data security, but WR developers are often unsure of the relevance of other ELSI concerns for their professional practice.



The purpose of this paper is twofold: first, to give an overview of documents, processes, and initiatives that offer general information and guidance on the integration of ELSI into the development of new technologies. Second, and most importantly, we aim to provide the first practical, domain-specific guidance on ELSI matters in the development of WRs. The paper builds on prior work conducted by the Working Group of the H2020 COST Action 16116 on ELSI of WRs, including expert consultations and a literature review [5]. The results of this theoretical analysis are now translated into a specified flowchart directed at WR engineers and is designed to help them include ELSI considerations into the development process of WRs.



Education about, and consideration of, ELSI in WR design help to prepare the groundwork for engineers and designers to comply with the current, and yet to be developed, legal frameworks [6]. Integrating legal and ethical considerations into WR design may not only ease market entrance, but also facilitate the building of trust and ultimately user acceptance of the device. Such acceptance is paramount because it leads to faster adoption of WRs in daily practice [7,8,9], making WRs more commercially successful. Considering ELSI also helps researchers think through their projects with a broader lens, which may also facilitate faster ethical approvals for testing and consecutive prototyping [10]).



Including ELSI in guidance and education for WR developers is also in line with the broader shift in engineering education from technology-only skills towards the development of transdisciplinary “21st-century skills”, such as critical/creative thinking, social skills, collaboration, and communication [11,12]. It is not sufficient to focus on technical and standardization issues [5,13,14,15]. Engineers also need to recognise the wider impact of their technologies, e.g., by addressing questions regarding expectations, understanding, and behavior by various stakeholders, which may impact the societal reception of WRs. It is also important to be cognizant of current legal and regulatory requirements as well as impending developments with potential future impact on the field [16,17].



This paper starts by outlining various existing international guidance documents that propose important elements of good ELSI practices. While these documents outline general procedures and principles, it will be argued that insufficient attention has so far been paid to the need for practical domain-specific ELSI guidance for WR developers (Section 2). To close this gap, we first provide a condensed summary of important ELSI for WRs in Section 3 and then use this knowledge to devise a flowchart tailored for WR engineers in Section 4. We hope that our practical guidance can convey to WR developers that the consideration of ELSI does not have to be an obstacle to their work, but that it can be an opportunity to increase their chances of developing a successful product.




2. Process, Principles and Domain-Specificity: The Challenge of Targeting Ethical, Legal and Social Implications (ELSI) Guidance Effectively


Over the last decade, there has been increasing awareness of the importance of paying attention to ELSI in robot development [18,19,20]. ELSI considerations have also received significantly increased attention from governance bodies and professional organisations, in various guises. While sometimes ELSI work is identified as a distinct, primarily citizen-oriented engagement approach, distinguished from Responsible Research and Innovation (RRI) as a later approach that is more oriented towards researchers and developers [21], in this paper we consider the ELSI umbrella to be wide, referring to all attempts to engage stakeholders in an inclusive and critical reflection process on novel technology development, ideally inculcating an attitude of humility among innovators [22]. This includes most prominently in the European context RRI initiatives funded by the European Commission as well as recent guidance documents targeted at technology developers [17,23]. Despite receiving widespread attention, such instruments’ impact on practice has previously been limited. The primary challenge for any attempt at providing ELSI guidance to robotic engineers appears to be finding the appropriate balance between:




	
The need for a clear process of integrating the consideration of ELSI in WRs development, as exemplified by process models for ethical design, such as value-sensitive design (VSD) or ethics-by-design, the procedural focus of some RRI approaches, or the use of design flow-charts, for example, the Assessment list in the High Level Expert Group (HLEG) on AI [17];



	
The need for “top-down” guidance, by providing specific sets of substantive ELSI guidance, often based on general principles that can cover many application areas and be applicable to as yet unknown innovations, as exemplified by HLEG AI [17], IEEE [23], privacy by design, universal design, equality, diversity and inclusion (EDI), standards, and professional ethics codes;



	
The need for “bottom-up” guidance, in the sense of achieving sufficiently domain-specific guidance that allows robot developers to easily apply relevant concerns to their practice, including attention to specific use cases and stakeholder involvement.








This section will provide a brief overview of how a variety of proposals guiding the integration of ELSI considerations into the technology development process respond to that challenge.



2.1. ELSI Design Tools That Focus on Process


The integration of ELSI into the technology development process calls for attention to where in the process of development these aspects should be taken into account. There is generally agreement that ELSI need to inform technology development from the earliest point at which goals and values underpinning the technology are being defined, through the process of identifying and selecting desired functionalities and features, to the implementation of the technology in practice settings [24,25,26,27].



Procedural aspects are core features of VSD, a technology development methodology that aims to integrate value consideration as an integral part. It is based on the idea of embedded values [28], the assumption that value concerns become inevitably embedded in technologies through design decisions. Friedmann, Kahn and Borning [29] present VSD as an iterative process with an initial analysis of value considerations for a new technology that is revisited periodically in light of new knowledge about stakeholder views and the specific demands of the technical implementation. VSD has inspired other approaches focused on the deep and early integration of values into the technology development process, such as privacy by design [30], ethics by design [31], or, specifically for the field of care robots, care-centred value-sensitive design [19].



RRI is an approach to socially responsible innovation within the framework of research funded by the European Commission that covers a wide range of design tools and considerations meant to bring together innovators and societal stakeholders. According to Schomberg [26], RRI is “a transparent, interactive process by which societal actors and innovators become mutually responsive to each other with a view on the (ethical) acceptability, sustainability and societal desirability of the innovation process and its marketable products (to allow a proper embedding of scientific and technological advances in our society)” (p. 9). For example, the AREA/4P Framework for the responsible development of ICT technologies, developed as part of the ORBIT project [32] helps technology developers through a structured reflection process by identifying issues relating to each of the four procedural categories of anticipation, reflection, engagement and action (AREA), and specifying for each of these categories the four aspects of process, product, purpose and people (4P). The AREA/P4 Framework provides questions to help technology developers adapt and integrate ELSI considerations for their specific technology domain. Other RRI projects, such as RRI Tools [33], provide generic reflection tools that help developers elicit relevant considerations, for instance by focusing on the importance of diversity and inclusion of stakeholders, anticipation of impacts and reflection on implicit values, openness and transparency for public scrutiny, and responsiveness to changing circumstances or emerging knowledge.



Universal design is a design approach that is specifically focused on the inclusiveness of technologies for diverse users. It requires (i) equitable use for persons with diverse abilities, (ii) flexibility in use, accommodating different user preferences, (iii) simplicity and intuitiveness of use, (iv) easily perceptible essential information, (v) tolerance for error, (vi) low physical effort for device use, and (vii) facilitating easy use through providing appropriate size and space for users. Universal design is generally closely associated with the disability rights perspective which, as a procedural requirement, demands consultation with stakeholders, following the principle of “nothing about us without us”. EDI, endorsed by many funding bodies, similarly requires the inclusion of a wide range of stakeholders in the research and development process, as a means to achieve better quality results through bringing together people with different experiences, ways of thinking and sensitivities, that allows the creation of a wider range of potentially valuable ideas, methods and solutions.




2.2. ELSI Design Tools That Identify Substantive Principles


Generally, design tools that include a set of substantive principles tend to be less focused on the specifics of the design process. Yet, procedural elements can merge to some extent with substantive principles, when certain procedural elements (such as stakeholder engagement) also embody substantive values (such as equality and fairness). In recent years, various high-level publications have provided guidance that focuses specifically on establishing a set of fundamental normative principles for the field of information technology, especially with regard to robots and AI.



In 2019, an expert group convened by the European Commission published their Guidance on Trustworthy AI, requiring compliance with laws and regulations, adherence to ethical principles and values, and system robustness to avoid unintentional harm. They identified a list of seven essential principles: (1) human agency and oversight, (2) technical robustness and safety, (3) privacy and data governance, (4) transparency, (5) diversity, non-discrimination, and fairness, (6) environmental and societal well-being, and (7) accountability [17]. These principles were further specified and operationalised, to facilitate their application in diverse contexts. While these principles were developed with regard to AI, many of them appear applicable to data-intensive information technologies in general.



The IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems published a guidance document on Ethically Aligned Design [23] outlining core principles. The document is based on three “pillars”, including an anthropological dimension by focusing on universal human values, a political dimension by focusing on political self-determination and data agency, and a technical dimension by focusing on technical dependability. These are complemented by the identification of a set of eight general principles that are partly cutting across the three pillars. These principles include (i) ensuring human rights, (ii) fostering human well-being, (iii) empowering human data agency, (iv) effectiveness and fitness for purpose, (v) transparency, (vi) accountability, (vii) awareness of risks of misuse, and (viii) specification of operators’ competence requirements. The discussion of the realisation of these principles in practice operationalises these principles further, including extensive reference to relevant standards in the field.



ELSI have also found their way into standards for robotics in recent years to mitigate the ELSI posed by robotics [34]. The British Standard Institute (BSI) has developed the British Standard (BS) 8611:2016 “Robots and Robotic Devices. Guide to the ethical design and application of robots and robotic systems” [35] which identifies 20 moral hazards and risks grouped on societal, application, commercial/financial, and environmental categories. It provides guidelines to mitigate or reduce risks associated with these categories. The standard builds on existing safety requirements for industrial, personal care, and medical robots and provides engineers with the tools to conduct an ethical risk assessment.




2.3. Desiderata for the Translation of ELSI Guidance into Domain-Specific Practice


However, what all the approaches and guidance documents outlined in the previous sections have in common is that their ELSI recommendations remain at a fairly high level of generality. As discussed, they focus predominantly on (i) identifying procedural elements for the integration of ELSI considerations in tech design and (ii) providing a framework of general normative guidance. Making principles practically meaningful is challenging. While all approaches discussed here make substantial efforts towards operationalising the process elements and normative principles to make them more practical, the generality of their application comes with the cost of lower applicability to specific domains.



The successful creation of domain-specific guidance requires more than a straightforward top-down application of general principles to a specific application domain. Instead, it needs to be informed and shaped by the particular characteristics of that domain that give rise to unique constellations of concerns. Whether domain-specific guidance can be created frequently depends on whether a meaningful dialogue has taken place between those with substantial experience of robot development in the field and those with a broader understanding of ELSI concerns, for example, through a careful review of ELSI literature, through standardization processes or other forms of direct engagement with stakeholders and policymakers [36,37]. Such a process does not just involve the selection of relevant principles from a pre-existing set of principles but frequently also includes the emergence of considerations that may not have been part of the prior conceptual framework.



Domain-specific guidance is significantly more developed in some robotics domains than in others. The interests of ELSI scholars and practitioners in a field are not always aligned, insofar as theoretically interesting ethical concerns may appear unrealistic and therefore not practically relevant to technology developers. Attention has also tended to be drawn towards societally more prominent uses, such as the use of self-driving vehicles, or overtly ethically challenging domains, such as the use of social robots for the care of vulnerable people. This has led to the comparative neglect of others that may appear less intuitively problematic but may nevertheless raise important ELSI questions, such as industrial robots or WRs. Guidance on specific aspects, such as guidance on the autonomy levels of robots, can also be well developed in certain domains, for example for driving automation, while still lagging behind on others, for example, medical robotics [38,39]. ELSI-sensitive design guidance for WRs has received particularly low levels of attention in the literature so far. As an exemption, exoskeletons received attention in a guidance document for research that possibly facilitate human enhancement [40]. However, ELSI of WRs conform to more than implications for possible human enhancement, as the next section will demonstrate.





3. ELSI Considerations for Wearable Robots: Methods Followed for Selecting Domain-Specific Principles and Core Concepts


While the above methodologies, documents, and resources provide general guidance on ELSI considerations’ inclusion into the technology development process, they may appear somewhat removed from WR development’s specific characteristics and challenges. This section provides a brief overview of relevant ELSI considerations for WRs, as developed in more detail in Kapeller and colleagues [5] (It should be noted that the funders’ requirements required that military applications be excluded from consideration).



Using findings from both expert opinion (from three separate workshops) and a literature review, the authors classified 12 important ELSI into subjective (WR and the self), interpersonal (WR and the other), and social dimensions (WR and Society). These findings resulted from different workshops organized under the Cost Action 16116 on Wearable Robots. The authors conducted three consultations during 2017–2018 with experts with different backgrounds: ethicists, philosophers, social scientists, legal scholars, medical professionals, and engineers. The first meeting was held in Porto, Portugal in 2017 and gathered 30 experts and students from engineering, healthcare and rehabilitation, philosophy, and the regulatory field. The second meeting, held in Leiden, The Netherlands, in 2018 under the WeRob Conference, had a more ethical and philosophical focus, as it gathered 30 experts in robot ethics and wider ELSI regarding robots and the philosophy of technology. The last consultation was held in Pisa, Italy, in 2018 during the H2020 CSA INBOTS Conference. This meeting included a pool of 20 experts in engineering, philosophy of technology, robot ethics, technology law, and other mixed backgrounds.



During the workshops, the organizers asked the experts to brainstorm about the particular ELSI that wearable robotics bring forward on individual Post-It notes. After this individual exercise, the organizers pre-clustered them and introduced them to the audience in the second phase. In the third phase, the participants discussed in multidisciplinary groups and selected their three central and most pressing ELSI surrounding the use and development of wearable robots. Finally, the workshops concluded with a plenary discussion on the topic. Due to time constraints, the workshop in Italy skipped phase two.



The workshop organizers transcribed all the notes and findings into a list. They also clustered the recurring issues, produced a mind-map of wearable robot ELSI, and identified common themes. The organizers conducted a non-systematic literature research on these themes, which complemented and supported the experts’ perspectives, and published an article in Science and Engineering Ethics on the main findings [5]. The main goal of the analysis was to create a map of ELSI particular to WR technologies that could provide structure and context to the concerns identified in those discussions.



These ELSI for WR are now explained in Table 1 below, using colour coding to highlight the dimensions: blue for WR and the self, green for WR and the other, and orange for WR and society (the colours are chosen for their accessibility). Within these dimensions, the individual issues are presented in tones of the main colour of the dimension. Adding to the original paper, we also provide short explanations and illustrate the ELSI with concrete examples.




4. Implementing ELSI Considerations in Wearable Robotics: From Principles to Actionable Guidance


A classification of ELSI distinctive to the WR domain is likely to be informative for those designing and implementing WRs, for people wearing them, and for those caregivers working with people using these devices. Eventually, this information could even benefit those providing guidance and regulation around WRs such as policy or standard makers. WR developers may also benefit from having a translation mechanism capable of offering actionable guidance.



The flowchart in Figure 1 below provides WR developers with suggested guidance concerning the most suitable stage to answer these questions (some of which are deliberately repeated in various stages). These recommendations follow from problems with ELSI identified in the previous section, best practices, and the authors’ experience with WR developers and stakeholders. Despite the recommendations’ chronological order, WR developers are encouraged to keep the questions in mind throughout all development stages. The proposed flowchart should be taken as a set of suggestions that could be followed, depending on available resources within each development context. It is acknowledged that doing justice to all the included questions may be overly demanding for many development teams—we want to facilitate engagement but not impose unrealistic demands on WR developers. At the same time, we hope that providing a comprehensive set of considerations may foster reflection within development teams on the integration of a wider range of concerns into current practices, many of which can be easily implemented or at least approximated.



The colour coding is continued from Table 1 above, allowing the developer to link the questions and action points with the dimensions and issues. The grey colour represents many dimensions and issues. This colour coding could be helpful to ensure that developers are not missing out on covering issues for grant or ethics applications as well as in the WR development process.




5. Conclusions


WRs which assist, train, and augment human motor functions are being deployed rapidly, while often relatively little reflection is given to the resultant impact on users and their social environments. WRs entail technical and safety aspects that need consideration and specific complex ethical, legal, and social implications. This is due to different application domains and stakeholders, possible design applications, their close interaction with the human body, and cognitive aspects relating to the control of their function, making them different from other robots. The profound consequences of the close intertwining of the machine and the human body for users, the people around them, and society at large demand specific guidance at the ELSI implementation level. This paper provides the first practical ELSI- sensitive design guidance for WR developers.



In this respect, this paper examined existing ELSI design tools (focusing on process and the identification of principles) and their limitations for the WR specific domain. We also summarised previous work [5], which created a taxonomy of ELSI considerations in WRs. A classification of these ELSI is likely to benefit many, including academics, those guiding the integration of ELSI considerations in the design process, policymakers, people wearing and working with people using these devices as well as those designing and implementing devices, and those providing guidance and regulation around them.



To help operationalize these considerations for WR developers, the key part of this paper revolved around transforming these principles into actionable guidance. To this end, we investigated timing and pressing questions in the development of a WR, and incorporated detailed action points, linking these to the three dimensions, subjective (WRs and the Self), interpersonal (WRs and the Other), and social dimensions (WRs and Society) identified in the taxonomy. We displayed them in the form of a flowchart covering all development stages from the proposal design/grant application to the post-design phases, with reference to the table of action points. The provision of this comprehensive set of considerations is meant to support reflection on the inclusion of ELSI considerations in WR development within the scope of what is feasible in each context, without being unduly demanding. The next desirable step would be to conduct an empirical trial with WR developers using this flowchart, to evaluate the validity and practicality of this proposed guidance.



We hope that the adoption of this approach would improve the ELSI-sensitive management of potential challenges in the development and deployment of WRs as part of a value-led design process, ultimately leading to more acceptable, safer, and successful wearable robots.
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Figure 1. Questions and action points for implementing ELSI in WR development, with a reference to [63]. 2003, American Society for Quality. 
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Table 1. Brief overview of relevant ethical, legal and societal implications (ELSI) considerations for wearable robots (WRs).






Table 1. Brief overview of relevant ethical, legal and societal implications (ELSI) considerations for wearable robots (WRs).





	
Dimension

	
Issue

	
Explanation

	
Examples (Non-Exhaustive List)






	
Wearable Robots and the Self

	
Benefits, Risks and Harms for Self

	
WRs are considered within the context of the key ethical principles of beneficence and non-maleficence [41].

Harm-benefit analyses usually seek to determine benefit profiles and justifiable risks connected to the development and use of WRs [42], but these can be user dependent.

The recent work by Bessler et al. [43,44] showed that there are multiple adverse effects and safety hazards linked to the use of robotics and their interaction with the human body.

	
Harms: functional restrictions, limited ease of use and battery life, intrusive appearance, data hacking, malware, or risk of falling. harmful physical interaction between the user and the WRs.

Benefits: being able to stand erect supported by a lower limb WR, reducing incidence of back strain within working environments, or using the upper limb to manipulate the immediate environment.




	
Body and Identity Impacts

	
WRs may affect a user’s self-perception and identity; they are likely to change not only the users’ functional abilities but also how their self is experienced [45,46].

	
Identity: WRs, like wheelchairs, can become incorporated into their users’ identities, necessitating a conceptual re-evaluation of the body [45,47]. This may include considering cosmetic [48] or also emotional aspects [49].

Dependence: Dependence on WR for essential activities of daily life including holding things, walking or working has potential impacts on the user’s identity if the technology is withdrawn without adequate replacement [42,50].




	
The Experience of Vulnerability

	
WRs could cause or ameliorate a user’s experience of vulnerability, defined as the ‘capacity to suffer that is inherent in human embodiment’ [51].

	
Vulnerability: Vulnerability, resulting from reduced mobility with concomitant health and social risks, could be ameliorated by the WR, or increased if it resulted in dependence on the WR which was then withdrawn.




	
Agency, Control and Responsibility

	
Training is required so that WR users can co-ordinate their shared bodily and WR movements. Especially to start with, users might feel that they are not entirely in control of the combination of their body and the machine, as there are still limited solutions for successfully translating users intent to robotic movement.

	
Safety and Control: The WR user could experience unplanned and possibly harmful movements, generating ‘destructive forces whose controlled output behavior may not always be in agreement with the user’s intent’ [48]. Users might try to move in a way that is incompatible with the WR’s programming, or may not want to use the WR’s automatically generated movements.




	
Wearable Robots and the Other

	
Ableism and Stigmatization in the Perception of the WR-Supported Body with Disabilities

	
WR may strengthen the ableist viewpoint that disabilities are intrinsically bad, create stigma, reduce the socially acceptable range of bodies, decrease the focus on improving accessibility and not be suitable for all users.

	
Accessibility: Claims for accessible devices such as ramps and door openers [52] could be undermined by increased use of WRs.

Intersectional approach: WRs have weight and height limitations, and will be built around expected shapes. Anyone who does not meet these will be excluded [37,53] unless WR developers account for these differences [53].




	
Overestimation and Alienation in the Perception of the WR-Enhanced Professional Body

	
Different regulations currently apply depending on the context of use i.e., whether within the healthcare field or not [15]. However, the boundaries can be indistinct—when does healthcare supporting use change into non-health related enhancement [47,50], and so which regulations apply [15].

	
Dehumanisation and Discrimination: Changing expectations of the work a WR-enhanced worker can achieve might lead to extra risks, unequal treatment, and exploitation [54]. Increased negative feelings, including alienation, may be experienced by WR-enhanced workers from people unfamiliar with WRs. Work environments which include significant public-facing contact may face more challenges.




	
Care-Giving, Dependencies and Trust

	
Care relationships may be significantly affected by the use of WRs as they are characterised by various dependencies. Their complexity and ethical significance have been extensively explored in bioethics e.g., [55,56].

Families may also be impacted by patients’ WR use.

	
Trust: WRs can be used by caregivers, to assist patients’ movements, so reducing bodily strain, or by care-receivers to enhance movement. Both contexts can be either for short periods of rehabilitation or longer-term options. Trust in the device and its role in care may be potentially precarious and easily disrupted.

Left-behind: A perceived, and potentially inappropriate, reduced need for human care may result from patients’ increased physical independence from using WRs.




	
Wearable Robots and the Society

	
Technologisa-tion, Dehumanisation and Exploitation

	
‘Turning workers into machines’ has been connected to the dehumanisation of work and the possible exploitation of workers [50].

	
Dehumanisation: The reasons for imposing the use of WRs on workers might be an act of domination and subjugation for financial reasons, rather than being targeted to improve workers’ health. If workers’ become stronger or more efficient owing to WR use, employers may raise task performance targets instead of balancing efficiency benefits holistically against the broader impacts of intensified work practices on workers




	
Social Justice, Resources and Access

	
Access is likely to be limited by cost and physical dimensions.

	
Accessibility: WRs may exacerbate social inequality by only being available to wealthy patients in developed countries [50,57]. WRs for growing children need to be adaptable and have a life-based design approach [58].




	
Data Protection and Privacy

	
WR specifications will control the nature, sensitivity and volume of processed data.

For a human-exoskeleton interaction this may include data on kinematics and kinetics from training and use, exoskeleton performance, environment, as well as a user’s health data.

	
Data Management: Much of this biometric data will be in the sensitive data category of the General Data Protection Regulation (GDPR), requiring enhanced protective measures to ensure the rights of the WR users as data subjects.

Cybersecurity and safety: Exploitation of technological vulnerabilities could permit remote unauthorized people to access, control, and issue commands to compromised devices, potentially leading to patient harm [59]. For robotic devices directly attached to the user’s body the implications may be greater and so deserve particular attention [37,50].




	
Accountability and Responsibility

	
Responsibility and accountability for robot actions arise from an individual through to a societal level.

	
Responsibility: Challenges include:

	(i)

	
distributed responsibility i.e., identifying who is responsible if a problem emerges. The issue is caused by the complexity of various agents’ input into the WR design, development, deployment, and decision-making, when various parties have a causal impact on the robot’s output [60],




	(ii)

	
potential ‘responsibility gaps’ identified for systems with autonomous features. Is it appropriate to hold human agents responsible for the WR’s autonomous actions [61]?




	(iii)

	
dual-use. While a WR might be developed with the ethical aim of assisting rehabilitation it might also be used for potentially harmful purposes in different contexts [50].




	(iv)

	
risks for therapists and bystanders. During the use of WRs in uncontrolled environments (outside of the lab), there may be situations where people other than the users are at risk. A lack of knowledge within the general population on how to interact with users of WRs or unforeseen WRs behaviours may lead to hazardous situations.










	
Legislation and Regulation for WRs

	
Legal frameworks governing WR use are not clear. At the same time, legislation is complex and the status of WR as medical devices is unclear. Some regulations are binding (MDR) while others (ISO standard) are not.

	
Compliance with existing regulations: WRs, whether worn in a healthcare setting for patient rehabilitation, or in a factory setting for worker support, may present similar risks to the user’s health and, thus, have to follow the Medical Device Regulation [15,62].
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