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Abstract: Hardware-in-the-loop (HIL) simulations of power converters must achieve a truthful
representation in real time with simulation steps on the order of microseconds or tens of nanoseconds.
The numerical solution for the differential equations that model the state of the converter can be
calculated using the fourth-order Runge-Kutta method, which is notably more accurate than Euler
methods. However, when the mathematical error due to the solver is drastically reduced, other
sources of error arise. In the case of converters that use deadtimes to control the switches, such as any
power converter including half-bridge modules, the inductor current reaching zero during deadtimes
generates a model error large enough to offset the advantages of the Runge-Kutta method. A specific
model is needed for such events. In this paper, an approximation is proposed, where the time step is
divided into two semi-steps. This serves to recover the accuracy of the calculations at the expense of
needing a division operation. A fixed-point implementation in VHDL is proposed, reusing a block
along several calculation cycles to compute the needed parameters for the Runge-Kutta method.
The implementation in a low-cost field-programmable gate arrays (FPGA) (Xilinx Artix-7) achieves
an integration time of 1 ps. The calculation errors are six orders of magnitude smaller for both
capacitor voltage and inductor current for the worst case, the one where the current reaches zero
during the deadtimes in 78% of the simulated cycles. The accuracy achieved with the proposed fixed
point implementation is very close to that of 64-bit floating point and can operate in real time with a
resolution of 1 ps. Therefore, the results show that this approach is suitable for modeling converters
based on half-bridge modules by using FPGAs. This solution is intended for easy integration into
any HIL system, including commercial HIL systems, showing that its application even with relatively
high integration steps (1 us) surpasses the results of techniques with even faster integration steps
that do not take these events into account.

Keywords: hardware-in-the-loop; floating-point; fixed-point; real-time emulation; field programmable
gate array

1. Introduction

HIL (hardware-in-the-loop) techniques are being increasingly used for testing and sim-
ulation of complex systems, such as power electronics [1-4] and mechanical elements [5-8].
These techniques consist in replacing an element of the real system with a model. For
instance, in [4], a photovoltaic panel with a DC-DC boost converter is modeled. The
HIL model usually operates in real time and provides feedback to the rest of the system
as close as possible to that of the real element, including extreme cases. This serves to
identify malfunctions or bugs in the controller without causing accidents, including bodily
harm or damage to equipment. A typical use in power electronic converters is testing a
real implementation of the controller with a simulated plant. In case the controller puts
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the plant in a forbidden or dangerous state, there are no catastrophic results for the test.
As an example, ref. [9] models a three-phase converter for electric vehicles along with
its controller.

Although first HIL systems were implemented by using computers [10], reaching
simulation steps of tens of microseconds, most of the current HIL systems use field-
programmable gate arrays (FPGAs) [11-13], including commercial systems such as Opal-
RT, dSPACE, and Typhoon HIL, among others. In the literature, it is also common to find
FPGA-based HIL systems based on platforms that were not designed explicitly for HIL
purposes, such s NI LabView, but reached good results [4,14]. The main advantage of
FPGAs is that they have a parallel architecture, where many complex operations can be
performed simultaneously. Consequently, FPGA-based systems can reach simulation steps
around hundreds of ns. For instance, HIL602 system by Typhoon HIL reaches 500 ns,
and even the simple model like a boost converter using a basic ODE (Ordinary Differential
Equation) solver reached a simulation step of 14 ns in [15].

The HIL model usually must operate in real time and must provide acceptable accu-
racy. The former implies that calculation of the state variables is performed with integration
times between a few microseconds and tens of nanoseconds, in order to provide a very
small calculation delay and be able to emulate medium- to high-frequency converters. The
latter means that the algorithms must describe with high detail the behavior of the replaced
system, and the state variables must be able to encode with high accuracy the values of
the physical magnitudes they represent. These are two conflicting conditions (high-speed
calculation versus accurate algorithms and solvers) that lead to trade-offs in the design.

Most real-time HIL systems use linear numerical methods, such as first-order forward
Euler, because of their simplicity [15,16]. However, some proposals introduce higher-
order methods such as the second-order Adams—Bashforth [17-19] or Runge-Kutta meth-
ods [20,21]. If a model is to be integrated into a commercial system with a simulation step of
around 1 ps, the Euler method could be impractical for some applications, so more accurate
methods are usually utilized. High-order methods improve drastically the accuracy with
the drawback of increasing the complexity and the simulation step.

As the accuracy of the simulation is improved by reducing the simulation step or using
an accurate method, other sources of error become visible and limit the accuracy of the
system. Some examples of these sources are small electrical losses [22] and resolution issues
in the calculation of variables [23]. Another issue is found in [24], where a synchronous
buck converter model does not benefit from 4th-order methods when the current reaches
zero during the switching deadtime. This problem arises for any power converter using
half-bridge modules, not only synchronous buck converters, because the problem comes
from the fact that deadtimes are included. This paper proposes a method to solve this issue,
reaching high accuracy even in those situations. The proposed method can be applied not
only to synchronous buck converters but also to any converters using half-bridge modules,
such as half or full-bridges, including three-phase versions.

The rest of the paper is organized as follows: Section 2 presents the modeling of the
buck converter and the numerical method for solving the state equations. Section 3 discusses
the sources of errors in the modeling of the circuit. Section 4 proposes an approximation
to solve the errors caused by incorrect modeling of the inductor current in specific situ-
ations. Section 5 describes the simulation results obtained with the different algorithms
proposed. It also describes a pipelined implementation of the numerical method and shows
the time and occupation results in the proposed FPGA device. Finally, Section 6 shows
the conclusions.
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2. Buck Converter Modeling

The power converter used as example application is a synchronous buck converter
with the topology shown in Figure 1. Two switches 51 and 52 operate alternatively with
a switching frequency fs;, and the duty cycle determined by the desired v,/ vs relation,
where v, = vc with an ideal capacitor. The synchronous buck converter was chosen as
a simple scenario containing a half-bridge module. The simplicity of the model ensures
minimal influence from any external element in the calculation errors. However, the half-
bridge module is a basic block that is usually integrated into more complex topologies.
Therefore, the conclusions for this particular converter can be extrapolated to other half-
bridge-based topologies.

D1
i
S1 £

VinC) s2\ D2 ZS c ——|w R

Figure 1. Synchronous buck converter with two diodes in antiparallel configuration to allow for the
inductor to discharge during deadtimes.

The behavior of the buck converter is modeled by applying Kirchhoff’s laws and the
fundamental relationships between voltage and current of the capacitor of value C and the
inductor of value L:

dvc o ic

G C )
diL oL
P )

Using these relations, assuming known values for the voltage source v; and the
load R, the state variables v and i can be calculated with a set of Ordinary Differential
Equations that change depending on three variables: switch S1 state, switch S2 state, and
inductor current.

The first operating mode identified occurs when switch S1 is closed and S2 is open,
with any value of inductor current. D2 will be reverse-polarized and therefore also acts as
an open circuit. The equations that apply are:

dUC - iL oc

dt  C RxC )
diL - Us oc

I @

The second operating mode occurs when S2 is closed and 51 is open. The term v
disappears, and the equations are now:

dUC - iL oc
@ T C RxC ©)
diL . _U£

Fri (6)
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In a real-world implementation, the controller cannot change the state of both switches
simultaneously, because the switches never change instantaneously the conduction mode,
due to the gate charge and discharge times. To prevent any short circuit, the controller
should take some time, called deadtime, to command the open state for both switches.
The transition time (turn-off or turn-on delay) can take between tens of nanoseconds and
microseconds, depending on the design of the driving circuit. Therefore, when a switch is
commanded into the closed state, the other switch will be opened for a pre-defined guard
time before closing the first switch. Diodes D1 and D2 allow for an inductor current to flow
during these guard times.

The third mode takes place when the inductor is fully discharged during a deadtime.
Then, both switches and diodes behave as open circuits and the equations that apply are:

dvc__ Uc

Gt T RxC @
di;,

=0 8)

Equations (3) and (4) also apply during the deadtime when both S1 and 52 are open
and inductor current has negative sign. The current will then flow through diode D1. The
second mode modeled by Equations (5) and (6) also applies in the deadtime when both 51
and S2 are open and inductor current has a positive sign, flowing through diode D2.

Therefore, in any of the three identified modes, the system state is given by a set of
Ordinary Differential Equations, which can be solved numerically.

Numerical methods approximate a function f () by replacing the continuous values
with a set of values calculated at specific values of ¢, using the slope of f(t) at one or more
points close to t, to calculate the next value of f(t) at t,,1. The curve is then replaced by a
set of segments. The approximation means that the values of state variables are calculated
at specific points in time separated by a finite but small value dt.

Several numerical methods are identified and well documented in the literature.
They range from simple methods, such as first-order methods like explicit Euler, to more
complex ones, such as those of the Runge—Kutta group. The ones mostly used among the
Runge-Kutta methods are second-order Runge-Kutta and fourth-order Runge-Kutta.

The order n of the methods refers to the global error of the numerical calculation
and means that the numerical error is of the order of O(dt"), where dt is the step size.
The explicit Euler method estimates the slope of f(t) only at ¢, and has an order of 1.
Higher-order methods estimate it at several points around ¢,: second-order Runge-Kutta
performs two estimations, and fourth-order Runge—Kutta performs four estimations. These
two methods deliver each more accuracy than lower-order ones, at the cost of additional
computational complexity.

In this case, the objective was to obtain the maximum accuracy, and the fourth-order
Runge-Kutta method was chosen. The calculation of v¢ and i}, using this method can be
expressed with the pseudo-code of Algorithm 1.

By inspecting the lines 30 and 31 in Algorithm 1, the increments of the state variables
can be defined as follows:

Aip = dt x (KIL+2 x K2L +2 x K3L + K4L) /6 )
Ave = dt x (K1IC 42 x K2C 42 x K3C + K4C) /6 (10)
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Algorithm 1 Calculation of following value of vc and i} with fourth-order Runge-
Kutta method

1: function CALCULATERKA4(iL,vC,dt,R,L,C,S1,52,v;)

2: if S1 = closed OR (S1 = open AND S2 = open AND iL < 0) then > First mode

3: K1C + iL/C—vC/(R x C)

4 K1L + (vs —vC)/L

5: K2C < (iL+K1L x dt/2)/C — (vC 4+ K1C x dt/2)/(R x C)

6 K2L « (05 — (vC 4+ K1C x dt/2))/L

7: K3C < (iL+K2L x dt/2)/C — (vC+ K2C x dt/2)/(R x C)

8: K3L + (05 — (vC 4 K2C x dt/2))/L

9 KAC « (iL + K3L x dt)/C — (oC + K3C x dt) /(R x C)

10: K4L <+ (vs — (vC+ K3C x d))/L

11:  elseif S2 = closed OR (S1 = open AND S2 = open AND iL > 0) then > Second
mode

12: K1C «+—iL/C—vC/(R x C)

13: K1L + —vC/L

14: K2C « (iL+K1L x dt/2)/C — (vC+ K1C x dt/2)/(R x C)

15: K2L <+~ —(vC +KI1C x dt/2)/L

16: K3C « (iL + K2L x dt/2)/C — (0C + K2C x dt/2)/(R x C)

17 K3L + —(vC + K2C x dt/2)/L

18: KAC « (iL+K3L x dt)/C — (vC + K3C x dt)/(R x C)

19: K4L <+~ —(vC +K3C x d)/L

20: else if iL = 0 then > Third mode: iL = 0 during a deadtime

21: K1C + —vC/(R x C)

22: KIL <0

23: K2C < —(vC + K1C x dt/2)/(R x C)

24: K2L <0

25: K3C « —(vC + K2C x dt/2)/(R x C)

26 K3L <+ 0

27: K4C <+~ —(vC+K3C x dt) /(R x C)

28: K4L <0

29: end if

30: il < il +dt x (K1L+2 x K2L +2 x K3L 4 K4L)/6 > Return iLyq

31: vC + vC +dt x (KIC+2 x K2C+2 x K3C + K4C) /6 > Return vC, 4

32: end function

3. Sources of Errors
3.1. Generic Sources of Errors

The implementation of an accurate hardware-in-the-loop model must take into account
the sources of errors, how large their contribution is and to what extent they can be
reduced. The designer of a hardware-in-the-loop system must perform the trade-off
between better accuracy and limiting factors, such as resource usage and timing constraints,
which translate into cost of the system. Some sources of errors are generic to all hardware-in-
the-loop models. They include the numerical method chosen, the value of dt, the numerical
representation of state variables, and the modeling or not of n-th order losses.

The error arising from the numerical method chosen is well known, as explained in the
previous section. A system performing fourth-order Runge-Kutta calculations will need
more FPGA resources and more time per computing cycle than one using Euler method,
as there are four steps to calculate a new value of the state variable.

The time step dt is usually chosen to be the smallest possible in order to make a more
accurate approximation of the differential equation and then reduce the error [22]. This
is also critical for real-time operation, since the smaller the df, the smaller the calculation
delay will be. Limiting factors are the capabilities of the selected device and the time
required for the selected calculation method. Once dt is fixed, if the error obtained is not
acceptable, then other design aspects must be changed: encoding with more bits and using
more precise methods would be the most obvious choices.
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The state variables must be represented with a finite number of bits. This causes
a limitation in the resolution when storing the values and rounding losses after each
calculation step. The more accuracy desired, the more bits that must be dedicated to storing
the values. Furthermore, the chosen representation is also part of the design trade-off.
Floating-point representations, typically based on the IEEE-754 standard, ease the coding
process, since the designer does not need to consider signal dynamic ranges. The floating
point mathematical libraries handle this transparently for the user. The cost in this case
is a more complex logic circuit, which imposes limits on the device timing. Fixed-point
representations deliver less complex logic circuits, which translates into faster calculations,
but the designer must be careful in selecting the appropriate representation for each signal
in the circuit.

Another source of error is the mis-detection of the duty cycle: the state of the switch
or switches in the converter is sampled periodically. The sampling frequency can be equal
to the frequency of the model update, but oversampling is usually applied [25,26]. If the
sampling frequency is relatively close to the switching frequency, it might happen that the
detected duty cycle is different from the real duty cycle. Oversampling techniques can
partially reduce this issue, making the hardware more complex as the extra information
must be computed by the model.

The modeling of first- and higher-order losses also brings additional accuracy to the
hardware-in-the-loop system, at the cost of additional computations per cycle. For the sake
of simplicity, they were not considered here.

3.2. Model-Specific Sources of Error

There are other sources of errors, specific to each circuit model. They must be studied
case by case. In the case of the synchronous buck converter, or other converters with two
synchronous complementary switches, such as half-bridge modules, relevant errors are
caused when the inductor current crosses zero during a deadtime. It was shown in [24] that
the expected accuracy of the fourth-order Runge—-Kutta method was not reached because
the inductor current modeling did not adequately represent these zero-crossing events.
This issue cannot be fixed with oversampling techniques, as the source of the error is
not in the inputs sampling but in the internal calculations when the equations which are
applied change depending on the current sign. Therefore, this detected limitation makes it
necessary to characterize the error, find the circumstances under which it affects more the
calculation results, and propose a solution.

During a deadtime, no energy is supplied by the voltage source. Only the inductor
and capacitor provide energy to the load, energy that they have previously stored. Thus,
the inductor current can only decrease until it reaches zero and remains at that state until
the voltage source provides energy after one of the switches goes into closed state. The
simulation algorithm must take this into account and provide the equivalent to this physical
situation. The algorithm calculates the state variables ij and v at fixed time steps.

The source of error in the simulation comes from the fact that at some point in time the
inductor current reaches zero and must remain at zero. This moment does not necessarily
happen at the time of the step calculation but can correspond to an instant which from the
physical point of view lies within the simulation step.

A straightforward approach to handle this situation is to set the inductor current to
zero when it reaches zero during a deadtime. Figure 2 shows this situation: the inductor
current reaches zero at some point within the dt time step, so it is forced to be zero at f,, ;1.
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Figure 2. iL crosses zero during a deadtime (dotted line) and is forced to zero (continuous line).

The calculation algorithm for each time step of the numerical simulation can be
expressed with the pseudo-code of Algorithm 2.

Algorithm 2 State variable calculation with basic i}, saturation behavior

1: (iLy41,9Cyy1) ¢ CALCULATERKA4(iL,,vCy,dt, R, L, C, 51,52, v5)

2. if sign(iL,+1) # sign(iL,) AND S1 = open AND S2 = open then > iL crosses zero
during a deadtime

3: iLn+1 ~0

4: end if

The value of i at ¢, 1 is zero, in accordance with the physical equivalence of the
model, so it might be argued that this solution is close enough because it delivers the correct
value of i} at the moment ¢,,, 1. However, both variables i} and v¢ are interdependent: the
calculation of v¢ at t, ;1 depends on the value of i}, and the value of i} at the following
cycle t, 42> depends on the value of v¢ at t,11, and so on successively. This means that if
the error in calculation of v at t,,,; is significant, it will propagate onto i} the next cycle
ty10, and then over the whole model.

To verify the magnitude of the error introduced by this approach, the circuit under
analysis was simulated with the values of Table 1. This buck converter is a real battery
former that is used to make the initial charge of batteries. The three values for the resistor
R correspond to the converter providing power to the load in different situations: high
current, medium current, and low current. The battery-forming application requires low
current at initial and final charging stages, as the battery impedance is high at those points,
and high current during the intermediate forming stage. Although the impedance of the
real batteries used in the experiments dropped down to 1.2 (), experiments showed that
any value of R lower than 7.5 () will not cause zero crossings in the current. This means
that average inductor currents over 1.33 A do not cause deadtimes. Therefore, the value of
7.5 Q) is used as the high-current case.

Table 1. Values chosen for the buck converter.

Variable Value
R 7.5,15 and 30 Q)

L 850 uH

C 35 uF

Switching frequency 10 kHz
Vs 25V

time S1 = closed 40 us
deadtime 1 10 us
time S2 = closed 40 us

deadtime 2 10 us
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As stated before, when the load requires a higher current (modeled with R =7.5 (}),
zero-crossing events during deadtimes do not take place. This means that the “if” condition
in Algorithm 2 is never fulfilled and the inductor current is never forced to zero.

This can be used as the reference case to assess the contribution of the zero-crossing
events to the global error. As zero-crossing events do not happen, the main contributor
to the error must be the discretization inaccuracies inherent to the fourth-order Runge-
Kutta method used.

When the load requires less current (modeled with R = 30 }), the zero-crossing events
take place during a significant number of the simulated cycles. In 50 switching cycles,
there are 39 where the current crosses zero during a deadtime, 78 percent of the total. This
means that the “if-then” block of Algorithm 2 is entered 78 percent of the simulation cycles.
Figure 3 shows the simulated values of the capacitor voltage and inductor current in this
case. An intermediate situation was also modeled using R = 15 (). In this case, only one
switching cycle has a zero-crossing event.

20 - 125
Output voltage
Inductor current - 2

—_
[é)]
T

Output voltage (V)
o =

T
Inductor current (A)

0 | | | | | | | | | 1
0 0.5 1 1.5 2 25 3 3.5 4 4.5 5

t (ms)
Figure 3. Numerical simulation of the capacitor voltage and inductor current with R = 30 ()—the case
when inductor current crosses zero during 78% of the deadtimes

The reference for the comparison was the simulation with a dt as low as 10 ns. As ex-
plained above, the smaller the dt, the smaller inherent error and the lower errors caused
by mis-detection of the duty cycle or zero-crossing events. The dt of 10 ns is three orders
of magnitude lower than the deadtimes, which are 10 ps long. This ensures that any
inaccuracy in the modeling of deadtimes or any other event is very small in the reference.
Then, simulations with larger dt are performed, and they are compared with the reference.
The values chosen for dt were 100 ns, 1 pus, and 10 ps. These values were chosen as many
commercial systems achieve a maximum simulation step between 500 ns and 1 us. The case
with the largest dt matches the length of the deadtime. In this particular case, it means
that the state variables are calculated only once during one complete deadtime. If the
main contributor to the error is the inaccuracy caused by the value of df, then with any
of the three resistance values, the difference between a reference with dt = 10 ns and the
calculation with dt = 1 pus should be of the same order of magnitude.

The result for the simulation with no zero crossing events is that the calculation
with dt = 1 ps compared with the reference obtained with dt = 10 ns has an error of
4.57 x 10712 A for iy and 2.42 x 107! V for vc. However, in both cases with zero-crossing
events, the simulation error grows six orders of magnitude larger at df = 1 us, even in the
case with only one event in fifty cycles. The conclusion is that this difference in error values
is caused by the miscalculation of i;, and vc at the zero-crossing events, because other
contributors to the error do not differ between these three calculations: fourth-order Runge-
Kutta was used, with 64-bit floating-point representation and no modeling of first-order
losses in all of them. Table 2 summarizes these results.
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Table 2. Number of times i} crosses zero during a deadtime in 50 switching cycles, percentage of
cycles where this occurred, and error in calculation of i; and v¢ using Algorithm 2 with df =1 ps
and 64-bit floating-point representation.

R Zero-Crossing Events  Percentage of Cycles iy Error (A) v Error (V)
750 0 0% 457 x 10712 242 x 10711
150 1 2% 573x107% 283 x10°°
30 Q) 39 78% 569x107°% 934x10°°

This can be further verified by comparing the error of the three models in calculation
of v¢ and iy as a function of dt in a log-log graphic for the three values of R (Figure 4).
In the reference case with no current zero-crossing events, the relation between global error
and dt will be a line with slope 4, as it corresponds to a numerical method of order O(dt*).

10° ~ 10°
s <
§ "‘___’__“,.u--_ § )
= T S 3 P et
bR L - it e
G 1070 e e S 10797 T
IS - N B
o} -~ S e -~
> - - > - -
© @ L~
g :
& E . _
% 10710 t 8 10 10 |
>
T R=300Q § ........ R=30Q
g == R=15Q S == R=15Q
o R=75Q k= R=75Q
o : 2 :
10718 10715
1077 1076 1075 1077 1078 1075

Simulation step (s) Simulation step (s)

Figure 4. Error in calculation of v¢ and iy as a function of the time step using Algorithm 2.

It can be seen that the model with R = 7.5 () approximates the ideal behavior. The error
in calculation of both the capacitor voltage v¢ and the inductor current i} resembles a line
with slope 4. Values of dt smaller than 10 ns are not used because the resolution limits
of the 64-bit floating point are reached and the smallest representable number (machine
epsilon) cannot represent properly the very small values needed for an accurate calculation.
Values larger than 10 ps were also not used because the deadtime of 10 us would not be
detected by the model. The error curves of the other values of R do not resemble a line with
a slope of 4. This points to the fact that the miscalculation of i; during deadtimes offsets
the high accuracy provided by the fourth-order Runge-Kutta method. As the variables if,
and vc are interdependent, the error caused by the miscalculation of i, propagates to vc
and the curves are very similar.

In real conditions, HIL systems do not require such a level of accuracy (around 107>
or lower), as other sources of errors are also present. However, this source of error prevents
the use of Runge-Kutta or other accurate numerical methods that become necessary in
more complex models for integration steps around 1 ps, which is a typical commercial
value. Therefore, the goal of this proposal is to enable the benefits of accurate numerical
methods, such as Runge-Kutta, even when relatively high integration steps are used during
deadtime events.

4. Time Step Subdivision with a Linear Approximation

The initial approximation of Algorithm 2 introduces an undesirable error in the
numerical simulation due to the fact that the evolution of i; and v¢ inside one cycle of
duration dt is not properly calculated during deadtimes with zero-crossing events. A
power converter in a correctly designed circuit might typically operate inside a current
region where these events are not very frequent, but the objective of hardware-in-the-loop
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simulation is to provide a realistic approximation of the circuit, and especially corner
cases must be accurately modeled to allow for validation of the elements being tested in
all possible situations. Therefore, a better modeling for the zero-crossing events must
be provided.

The proposed approximation is to divide the time step into two substeps of length dt1
and dt2, respectively, and perform one calculation for each of these time periods. The first
substep is defined by the time that the current takes to reach a zero value within the present
simulation step. The second substep is defined by the remaining time of the calculation
step, that is, dt2 = dt — dt1. Figure 5 shows this situation.

T
‘ \
0 *K—
> t —
dt dt1 dt2

0

Figure 5. If i} (blue line) crosses zero in a deadtime (dotted line), the time step dt is divided into two
substeps and i} is forced to zero at the end of the first substep (continuous line) until the end of the
deadtime. Then, v¢ (red line) is also calculated at both substeps.

The state variables can then be calculated using Algorithm 1 for each substep. The first
calculation corresponds to the first substep and uses dt1 instead of dt. The second substep
uses dt2 instead of dt.

The value of dt1 is calculated using a linear approximation. It can be seen that the
ratio between dt1 and dt is equal to the ratio between abs(iL,) and abs(iL,) + abs(iL,1).
Then, the fraction of time step ending with inductor current at zero is given by:

dtl abs(iLy)
dt  abs(iLy) 4+ abs(iL,1)

(11)

Algorithm 2 can be modified into its revised version, Algorithm 3.

Note that in line 5 (Algorithm 3), the duration of the first substep dt1 is used, and in
line 6 (Algorithm 3), the duration of the second substep dt2 is used.

At the end of these steps, iL, 1 and vC,; are the calculated values of the state
variables, either if the condition in the second line was fulfilled or not. In the case that it
was fulfilled, the algorithm requires a division (line 3) and two additional executions of
the fourth-order Runge-Kutta algorithm (lines 5 and 6). This adds additional complexity
to the design, and it must be evaluated if the obtained accuracy offsets that complexity in
terms of implementation and logic resource usage.
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Algorithm 3 State variable calculationwith substep calculation

: (iLyy1,vCyy1) ¢ CALCULATERKA4(iL,,vCy,dt, R, L, C, 51,52, vs)

2. if sign(iL,+1) # sign(iL,) AND S1 = open AND S2 = open then > iL crosses zero
during a deadtime

3: dtl < dt x abs(iLy)/ (abs(iL,) + abs(iL, 1))

: dr2 + dt — dtl

5: (iLintermediater VCintermediate) < CALCULATERK4(iL,,vC,,dt1,R,L,C,S1,52,0v5) ©
first time step

6: (iLnJrlr UCnJrl) <~ CALCULATERK4(iL;ytermediates VCintermediates 4t2, R, L, C, §1, 52, v5)
> 2nd step

7: end if

=

An additional improvement can be identified upon considering the fact that after
the first substep, iL;,sermediate has a value of zero, because dt1 has been calculated as the
time it takes for i} to reach zero. The rounding errors coming from the calculation of the
ratio dt1/dt and the calculations in the first call to calculateRK4 might deliver a value of i,
at line 5 in Algorithm 3, which is very small but not zero. As the behavior of the model
explained in Section 3 shows that i;, must be zero if it reaches zero during a deadtime,
an additional statement can be introduced to the algorithm, to set iL;;ormegiate t0 €Xactly
zero at the end of the first substep, independently of the calculated value. The revised
Algorithm 4 contains this statement.

Algorithm 4 Improved substep calculation

1: (iLy41,vCy41) = CALCULATERKA4(iL,, vCy, dt, R, L, C,S1,52,vs)
2. if sign(iL,+1) # sign(iL,) AND S1 = open AND S2 = open then

dtl <« dt x abs(iL,)/(abs(iL,) + abs(iL, 1))

A2 <+ dt —dtl

(iLintermediates VCintermediate) < CALCULATERK4(iL,, vCy, dt1,R,L,C,S1,52,v;)

iLintermediate < 0

d(l:lfn-i-l/ UCn+1) < CALCULATERKA(iLintermediater VCintermediates 42, R, L, C, S1, 52, vs)

end i

5. Simulation and Implementation Results
5.1. Floating-Point Simulations

The proposed method was simulated in MATLAB (Mathworks, Natick, MA, USA) us-
ing 64-bit floating-point arithmetic and in VHDL using both 64-bit floating-point arithmetic
and fixed point. The fixed-point implementation uses IEEE sfixed package available in
VHDL-2008. Division in VHDL was implemented with IP cores from the Vivado tool (Xilinx
Inc, San Jose, CA, USA), which provides both floating-point and fixed-point dividers.

The initial VHDL implementation of the numerical calculations follows the architec-
ture of the proposed pseudo-code. The VHDL component contains a procedure and two
processes. The procedure mirrors the calculations of Algorithm 1. One process follows the
logic proposed in Algorithm 4, calling the procedure for evaluation of the intermediate
values of ij and v¢ and if necessary calculating the division and making two additional
calls to the procedure. A second process performs the assignment of the calculated values
to the synchronous signals.

Table 3 compares the error obtained in the simulation using the proposed
Algorithm 4 implemented in 64-bit floating point. The errors were measured at dt = 1 s,
and the reference was the calculation with the same algorithm and dt = 10 ns. The error
values obtained with the initial algorithm, shown in Table 2, are repeated for comparison.
Both for the inductor current i;, and the capacitor voltage vc, the error remains in the same
order of magnitude as with no zero-crossing events. Note that the values for R = 7.5 ()
are identical, as expected, since the if-then block of the algorithm was never executed and
therefore identical operations were performed in both cases.
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Table 3. i} and v¢ error values with Algorithms 2 and 4 at dt = 1 ps, 64-bit floating-point representation.

Zero-Crossing

ir Error (A)

vc Error (V)

Events Algorithm 2 Algorithm 4 Algorithm 2  Algorithm 4
750 0 457 x 10712 457 x10712 242 x 10711 242 x 1011
150 1 573x107% 716x10712 283x10° 361x10° 1
30 Q) 39 569x107°% 614x10712 934x10° 534x10 1

The error for both v and i} in cases with many zero-crossing events are comparable
to those of cases with no zero-crossing events. This shows that the proposed method for
time step subdivision modeled with Algorithm 4 returns the accuracy in the calculations,
which was lost when the zero-crossing events were introduced in the simulation.

The right half of Figure 6 shows the error in the calculation of inductor current as a
function of the dt chosen. The curves show in all cases a slope of 4 before reaching machine
epsilon, which proves that the loss of accuracy was caused by the mis-detection of the
inductor current crossing zero.

The left half of Figure 6 shows the error in the calculation of capacitor voltage.
The curves are similar to those of the inductor current, which shows that using the pro-
posed substep approximation, the propagation of the error due to the interdependence of
i;, and v¢ variables no longer takes place.

1076 ~ 1 107°
< I
> S < o
S 37 S 1078} £
5 107 ® 3 o
S 57 > g
e 57 £ 4010} -
o o7 4 K
& 10710 57 © o
o 37 = .7
g o & 1012t e
[ 2 = PR
= o 5 P
o K2 ) P
> =12 Ko = o
..5. 10 "(‘ ........ R=300Q 5 e e R=30Q
5 10714 f
= L7 == R=15Q S == R=15Q
] R=75Q 2 R=750Q
107 : 10716 :
1077 1076 107 1077 1076 107°

Simulation step (s) Simulation step (s)

Figure 6. Error in calculation of v¢ and i} as a function of the time step using Algorithm 4.

5.2. Fixed-Point Implementation

The error calculations above were performed with the 64-bit floating-point representa-
tion of the state variables. This ensures that the optimal assignment of integer and fractional
bits is made in all steps of the calculation. The small error values on the order of 10712
are an indication of this. However, the designer of a hardware-in-the-loop system also
needs to perform trade-offs between low error and complexity in order to achieve real-time
calculation speed. For this, the VHDL code for both Algorithms 2 and 4 was translated
from 64-bit floating point into fixed point representation for all steps of the calculation.

The translation of all state variables and constants into fixed point was performed
with the method proposed in [23]. Maximum values for state variables are estimated to
determine how many integer bits are assigned. The number of fractional bits is derived
from the minimum estimated incremental value. Then, additional fractional bits are added
to store small-value increments with an accuracy of more than one bit. Bit assignment to
constants follows a similar process. Integer bits are assigned based on real values. Extra
bits are added based on the desired accuracy of the represented values.

Constant expressions containing a division, such as 1/(R x C), 1/C and 1/L were
pre-calculated in 64-bit floating point and the results were assigned a number of fractional
bits. Defining separately R, C, and L and letting the fixed-point library decide on the
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fractional size of 1/(R x C), 1/C, and 1/L did not deliver optimal results because the
assignment of bits to the result of the division in the used fixed-point library is oriented to
avoiding overflows, not to delivering maximum accuracy. Table 4 shows how many integer
and fractional bits were assigned to the state variables, signals, and constants and the total
number of bits. All values were coded with the sign bit, even though it was not strictly
necessary, for the sake of simplification of the VHDL code. Some constants have a negative
number of integer bits. This means that the expected maximum absolute value will be
lower than one and the largest bit, which can take the value of one, lies at the right of the
decimal point, so the coding of the value only has to take into account from that bit on.

Table 4. Number of bits assigned to signals and constant expressions in the fixed-point VHDL
implementation. A negative value for integer bits means that the leftmost bit is at the right of the
decimal point. For simplicity, sign bits were used in all cases.

Signal or Constant Expression Integer Bits Fractional Bits Total Bits

1/(R x C) 15 42 58

1/L 11 46 58

1/6 -1 51 51

At —15 59 45

Vin 10 21 32

ir 7 47 55

K,L 21 20 42

K,C 22 24 47

Then, single cycle simulations of both 64-bit floating-point and fixed-point models
were performed and their results were compared, in order to fine-tune the assignment
of fractional bits to the variables and constants. One single cycle proved to be enough to
quickly detect if the number of fractional bits for any variable or constant was enough or
if it was limiting the precision of the calculation. For example, it served to detect that the
fixed-point representation of the 1/6 factor used in fourth-order Runge-Kutta calculation
(Algorithm 1) was critical for the precision of the results. After this final adjustment,
the fixed point models were simulated using the equivalent test benches and under the
same conditions as the 64-bit floating-point models.

The division operation was implemented using the IP Divider Generator 5.1 from the
Vivado Design Suite, using Radix-2 method and zero latency. This fixed-point model was
simulated and compared against the reference 64-bit floating-point implementation. Table 5
shows the errors in calculation of i; and v¢. The magnitudes at dt = 1 ps are very similar
to the errors of the 64-bit floating point (fourth and sixth column of Table 3, respectively).
This indicates that a fixed-point implementation of the hardware-in-the-loop simulation is
feasible, reaching the same accuracy as using floating-point arithmetics.

Table 5. i; and v¢ error values with Algorithm 4 at dt = 1 us, fixed-point representation.

R Zero-Crossing Events it Error (A) vc Error (V)
750 0 5.07 x 10712 2.50 x 10711
150 1 813 x 10712 4.02 x 10711
30 Q) 39 6.85 x 10712 5.89 x 10~ 11

5.3. Pipelined Architecture

The straightforward implementation in VHDL of the proposed algorithm is useful for
an inijtial assessment of the complexity, checking the calculation results and comparing the
errors against the MATLAB implementation.

A direct implementation in VHDL of the described algorithm yields a single-cycle
architecture requiring a huge number of resources. This makes it not possible to synthesize
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the algorithm for the proposed target device XC7A35T from the Xilinx Artix-7 series, which
is a low-cost FPGA of around 100 USD.
A pipelined implementation will perform these actions in sequential stages:

1.  Fetch status of S1 and S2, and initialize values.

2. Calculate successively K1C, K1L to K4C, and K4L and accumulate the state variable
increments Ai; and Avc at each step.

3. Raise a “zero-crossing” flag if the new iy value creates a zero-crossing during the
deadtime.

4. Input dividend and divisor to the divider.

5.  With the result of the division, obtain dt1 and dt2.

6. Recalculate new state variable increments using the time steps dt1 and dt2, again
by successive calculation of K1C and K1L to K4C and K4L and accumulation of
increments Ai; and Avc at each step.

7.  Assign the new value of state variables depending on the value of the
crossing” flag.

2

‘zero-

The first stage starts by deciding which values of v;,,, if, vc and At will be used in
one cycle. Calculation of K1C, K1L to K4C, K4L is performed in four cycles using a “K-
calculator” block described below, with one extra cycle for calculating the next value of
vc and ip. The next cycle calculates the inputs to the divider and raises or does not raise
the “zero-crossing” flag to be used later. The divider was configured for a latency of seven
clock cycles, as the best compromise between resource usage and speed. The second stage
starts with a cycle for calculating At values to be used for every semi-step and performs
the calculation of KnC and KnL of item 6 using nine cycles. In the last cycle, depending
on the “zero-crossing” flag, either these values or those calculated at the end of the first
stage are used for updating the state variables. In total, 25 clock cycles are used to perform
these operations.

5.4. K-Calculator Generic Block

One can take advantage of the structure of successive calculations of KnC and KnL
values, which is very similar in all cases. The only difference is a factor of 2 present in the
calculation of K2L, K2C, K3L, and K3C values. A “K-calculator” generic block performing
these operations can be defined as follows (Figure 7):

iL + K;,,L x At ~ vC+ K C x At

Kour€ = C RxC (12)
v; vC + K;,,C x At
Kol = 20— o2 220 (13)
KinC KinL
iL, vC, Vin, dt
—_—

KoutC KoutL

I

Figure 7. K-calculator generic block.

If this K-calculator is fed with the appropriate inputs in each case, then a single
calculation block can be reused for all the computation cycles of the KnC and KnL values.
These will be computed in four successive cycles.

The inputs iy, vc, v;, and At are kept unchanged during the four cycles. The voltage
v, can be vs or zero depending on the operating state. The value of i} can be the inductor
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current or zero also depending on the state. At can be either the reference value used for
the calculation or At1 and Af2 in succession, if the calculation is made for two semi-steps
during a deadtime.

The first cycle has as inputs K;,C = 0 and K;,L = 0. This gives K1C and K1L as the
outcome of the calculation. They are the initial values of accumulators that at the end of the
fourth stage will contain the Avc and Aip values. They are also multiplied by 1/2 and are
fed again into the “K-calculator” block as Kj;,,C and Kj,, L. The calculator block delivers K2C
and K2L at the following cycle. In a similar fashion, K2C and K2L are multiplied by 1/2
and fed to the next cycle for calculation of K3C and K3L and multiplied by 2 and summed
to the existing value of Avc and Aip, respectively. The next cycle delivers K3C and K3L
values, which are also accumulated in Avc and Aip after multiplication by 2 and used
directly as input for the last cycle, which delivers K4C and K4L. These are added to the
existing value of Avc and Aip, and then multiplication by 1/6 is performed. This yields
the definitive value for Avc and Aip and is then used for calculating the following value of
vc and ir. Figure 8 shows the structure of these calculations.

0 0
iLve, KinC KinL
Vin, dt
R ——
KoutC  KoutL
K1C K1L
v
Ilej
iLve, KinC KinL
Vin, dt
R
KoutC  KoutL
K2C K2L 4
® D
v v
? Izi]
iL v, KinC KinL
Vin, dt
R ——
KoutC KoutL
.4 K3C K3L y
+ x2 x2 +
O+ba—] ()
i Ve, KinC KinL
Vin, dt
R —
KoutC  KoutL
Y K4C K4L y
+ )e——— L (+
AvC AiL

Figure 8. Pipelined fourth-order Runge-Kutta calculation using the generic K-calculator. The outputs
of each cycle multiplied by the necessary factors are used as inputs for the next cycle for calculating
the following KnC and KnL values and used for accumulating into AvC and AiL. The inputs on the
left are identical during the four cycles.
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5.5. Synthesis Results

The fixed-point pipelined implementation in VHDL code was synthesized for the
XC7A35TCSG324-2 device, part of the Xilinx Artix-7 family of FPGAs, using Xilinx Vivado
HLx edition 2018.3. This device has 5200 configurable logic blocks with four Look-Up
Tables (LUTs) and eight flip-flops each (which gives a total of 20,800 LUTs and 41,600 flip-
flops), as well as 90 Digital Signal Processor (DSP) slices, and Block RAM Blocks that
provide a total of 1800 kb.

The resource utilization of Algorithm 4 lies within the device limits: 16.8% of the LUTs,
2.8% of Flip-Flops, and 66.7% of DSPs are used. Table 6 summarizes this.

Table 6. Resource utilization for the proposed Algorithm 4 and pipelined architecture using K-
calculator blocks (XC7A35TCSG324-2).

Resource Utilization Available Utilization %
LUT 3498 20,800 16.82%

Flip-Flops 1177 41,600 2.83%
DSP 60 90 66.67%

A clock period of down to 40 ns can be achieved according to the synthesis tool.
Therefore, real-time calculation can be performed in 25 cycles, as mentioned above, which
gives a time step of 1 us. This is the minimum achievable dt with the proposed architecture
based on fourth-order Runge-Kutta method, K-calculator blocks, semistep calculation
during deadtimes, and the selected device. In the literature, some references can be
found that reach smaller simulation steps for simple converters—such as boost and buck
topologies—by using simpler methods like Euler [15,27]. However, this paper uses fourth-
order Runge-Kutta which leads to a much more accurate model, as the order of the solver
is O(dt*), and fixes the detected issue not only for simple buck converters but to other
topologies that are based on half-bridge modules. In addition, the high accuracy makes the
method suitable for integrating an FPGA-based model in a commercial HIL system. These
systems typically have integration times on the order of 1 us. A Euler-based method with
such integration time would be unsuitable due to the larger inherent error.

In order to allow the circuit designer to perform a trade-off between accuracy and
speed, the initial Algorithm 2 was also implemented and synthesized. The starting point
was the same pipelined architecture where the cycles for substep calculations were removed.

This architecture performs these actions:

1.  Fetch status of S1 and S2, initialize values.

2. Successively calculate K1C and K1L to K4C and K4L and accumulate the state variable
increments Ai; and Avc at each step.

3. Setir to zero if the new i}, value creates a zero-crossing during the deadtime.

4. Assign the new value of state variables.

Resource utilization is expected to be lower, since no division is needed and the
fourth-order Runge—Kutta calculation is performed only once, whereas it was performed
three times with Algorithm 4. This also implies that fewer cycles will be necessary. Instead
of 25 cycles, only 7 cycles are necessary to perform one calculation.

Table 7 shows the resources needed for implementing Algorithm 2 in the same device.
As expected, fewer resources are needed in this case: around one fourth of LUTs (836
versus 3498) and less than half of flip-flops (521 versus 1177) are used. The usage of DSPs
is similar in both cases (55 versus 60).

A clock period of 25 ns can be achieved in this case. As seven cycles are necessary,
the minimum achievable time step for Algorithm 2 is 175 ns.
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Table 7. Resource utilization for the proposed Algorithm 2 and pipelined architecture using K-
calculator blocks (XC7A35TCSG324-2).

Resource Utilization Available Utilization %
LUT 836 20,800 4.02%

Flip-Flops 521 41,600 1.25%
DSP 55 90 61.11%

The relation between integration time and error of Figures 4 and 6 can be updated by
adding the timing limitations (Figure 9). The simulation error of both Algorithms 2 and 4
against dt is represented, only for the case of R = 30 (). The shaded area represents the
zone not reachable with the proposed device. The area limit is defined by the intersection of
Algorithm 2 error curve with a vertical line at 175 ns and the intersection of Algorithm 4 error
curve with a vertical line at 1 us.

The figure shows that lower integration times are reached with Algorithm 2 but at the
cost much larger error than with Algorithm 4. Usually, lower integration times are sought
in order to reach lower numerical errors, but in this case, a reduction in integration time
step of less than one order of magnitude (from 1 ps to 175 ns) implies an error five orders
of magnitude larger in both state variables, vc and i;. Therefore, the proposed method,
despite having more complexity and needing more clock cycles, delivers better results.
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Figure 9. Error in calculation of v¢ and ij, as a function of the time step using Algorithms 2 and 4 for
the case of R = 30 (), with the shaded area marking the zone not feasible with the proposed device.

6. Conclusions

Fourth-order Runge-Kutta methods allow for accurate modeling of switched circuits.
This high accuracy means that events such as the inductor current i} crossing zero during
a deadtime must be detected; otherwise the error of this source of error can ruin the
noticeable accuracy of the solver method. In the proposed example, this source of error
makes the error of the model six orders of magnitude higher when a dt of 1 ps is used.

The proposed approximation by dividing the time step into two substeps serves to
recover the expected accuracy. The initial simulations were performed with MATLAB and
VHDL code using 64-bit floating point. The calculations were then translated to fixed point.
The method used for this translation maintains an accuracy similar to that of 64-bit floating
point. A pipelined architecture was designed to allow for an efficient implementation.
The proposed generic K-calculator block serves as a building block for the successive
calculation of the fourth-order Runge-Kutta KnL and KnC parameters.

Results show that a highly accurate hardware-in-the-loop implementation of a buck
converter with deadtimes is feasible with the selected Artix-7 device, having an integration
time of 1 us and calculation errors on the order of 5.89 x 10~1 V for vc and 6.85 x 10712 A
for iy . Although this extremely low error is not usually needed as other sources of error
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are present, this method allows the use of highly accurate numerical methods such as
the fourth-order Runge—Kutta even when deadtime events are present. In addition, this
implementation is also suitable for integration into commercial complex HIL systems,
since it is shown that it can be applied when using relatively high integration steps of
1 ps or even larger without loss of accuracy. Furthermore, although a buck converter
was used as application example, it can be applied to any power converter based on
half-bridge modules.
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