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Abstract

:

Featured Application


Quantum classifier to detect weak signals.




Abstract


Quantum computing is a new paradigm for a multitude of computing applications. This study presents the technologies that are currently available for the physical implementation of qubits and quantum gates, establishing their main advantages and disadvantages and the available frameworks for programming and implementing quantum circuits. One of the main applications for quantum computing is the development of new algorithms for machine learning. In this study, an implementation of a quantum circuit based on support vector machines (SVMs) is described for the resolution of classification problems. This circuit is specially designed for the noisy intermediate-scale quantum (NISQ) computers that are currently available. As an experiment, the circuit is tested on a real quantum computer based on superconducting qubits for an application to detect weak signals of the future. Weak signals are indicators of incipient changes that will have a future impact. Even for experts, the detection of these events is complicated since it is too early to predict this impact. The data obtained with the experiment shows promising results but also confirms that ongoing technological development is still required to take full advantage of quantum computing.
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1. Introduction


Approximately every two years the number of transistors in a classical microprocessor doubles [1]. As a result, transistors are becoming smaller and require lower voltages to operate. However, current classical computers are reaching the limit of computational capacity because when manipulated in circuits of such small size, electrons tend to act unpredictably. They can also pass through the walls of conduction channels in what is known as the ‘tunnel effect’ [2]. One of the alternatives to classical computing is the exploitation of the laws of quantum mechanics in computational environments.



Quantum computing is the development of computational technologies that are based on the laws of quantum mechanics. This type of computing enables the creation of systems to store, process, and transfer information encoded in quantum media. The first idea of a quantum computer was proposed in 1982 [3] and was based on the first classical computing machine defined by Alan Turing [4]. The Turing machine manipulated symbols on a strip according to a table of rules that simulated a computational algorithm. The first proposal for quantum computation replaced the strip with a sequence of two-state quantum systems. The machine evolved in steps. At the end of each step, the tape was always in a fundamental state of ‘1’ or ‘0’. However, during each step, the machine could be in a superposition of spin states.



Soon after the first idea for a quantum computer, some scholars [5] introduced the ‘speculative’ idea that a computer based on the laws of quantum mechanics could perform complex calculations faster than conventional binary computers.



Conventional computers convert data into a series of binary digits called bits that constitute the basic units of information. These bits can only have the values of ‘0’ and ‘1’ and are encoded in integrated circuits according to electrical signals of different voltages. Technological advancements have enabled the creation of devices that act as bits. Today an integrated circuit contains millions and millions of transistors.



In contrast, data processed by quantum computers use ‘qubits’ that can have the value of ‘0’ and ‘1’ at the same time. Unlike bits, qubits can be in a superposition of both states [6].



The Bloch sphere [7] is a geometrical representation of all possible superposition states that a qubit can adopt, as can be seen in Figure 1a. Each point on the surface of the sphere corresponds to a pure state of the Hilbert space of complex dimension 2. The point of coordinates (0,0,1) corresponds to an eigenvector with a positive eigenvalue of the Pauli matrix and the point of coordinates (0,0,−1) corresponds to the eigenvector with negative eigenvalue. Both states are expressed with the notation |0〉 and |1〉 and correspond to spin up and spin down. The qubit can be represented as a linear combination of both states, as shown in the equation, where a and b are complex numbers, and where |α|2 + |β|2 = 1.


   |  ψ 〉 = α  |  0 〉 + β  |  1 〉 =  r α   e  i  ϕ α     |  0 〉 +  r β   e  i  ϕ β    | 1 〉  



(1)







The Bloch sphere makes it possible to visualize the action of different quantum gates graphically. For example, one of the most used quantum gates is the Hadamard gate that operates on a single qubit. This gate is equivalent to the combination of two rotations, one of pi about the z-axis followed by a rotation of pi/2 about the y-axis of the Bloch sphere as shown in Figure 1b.



The Hadamard gate is the ‘quantum Fourier transform’ performed on a qubit [8]. The Hadamard gate is usually the first stage in a quantum circuit because it places the qubit in a state of superposition. However, the Bloch sphere model, while conceptually determining the states that a qubit can have, has the major limitation of not being useful for showing the ‘entanglement’ of several qubits. One of the most important advantages of state superposition is that, while with n bits one can encode a single state out of 2n possible states, with n qubits one could encode 2n states simultaneously. This can be achieved by taking advantage of the possibility of rotation of the qubit values. Given this, quantum computers can dramatically increase the capacity of storage devices by storing huge amounts of data in a very little space [9].



In addition to superposition, qubits share another principle of quantum physics called entanglement [10]. If superposition is the qubit’s characteristic of being in several states at the same time, entanglement is the correlation that exists between two qubits, even if they are not physically in the same place. When quantum entanglement occurs between two particles, their quantum states are determined as if they were a single particle. Therefore, any variation in the quantum state in one of them instantaneously causes the same variation in the other particle. As previously stated, the quantum state of n qubits implies the superposition of all possible configurations (2n). The quantum entanglement between the electron spins of n qubits exponentially increases the Hilbert space from 2n to 2n dimensions.




2. Quantum Technology Approaches


Although there is a technological challenge for the development of quantum computers, the theoretical framework on which they are based is solid and well defined. It allows all the possibilities that classical computing offers and far more. From a strictly mathematical point of view, the operations performed with qubits can be expressed with matrix algebra, tensor products and probability calculations, to name but a few concepts central to the discipline.



However, creating physical devices that behave in line with quantum mechanics has been a technological challenge; a challenge that has led several companies to invest heavily to achieve ‘quantum supremacy’ [11]. A variety of technologies exists to implement quantum devices.



2.1. Superconducting Circuits


One type of technology used to generate qubits is based on superconduction. These circuits are characterized by the use of qubits that can be selectively introduced or removed. Superconduction circuits can take several different architectures. For instance, superconduction-based qubits can be designed by the interconnection of superconducting electrodes with Josephson junctions. The system is based on the capacitive contribution of the Cooper pairs as well as on the inductive contribution of the jump between two electrodes [12]. Some examples of qubits based on these concepts are the charge qubit, the flux qubit, the phase qubit, and the fluxonium. The transmon (“transmission line shunted plasma oscillation qubit” [12]) is a type of superconducting charge qubit that was developed in 2007 to reduce sensitivity to noise. This technology is based on a multilevel system, used as qubits if all their dynamics are confined to two quantum levels. The parameters of a qubit cannot be perfectly obtained during its fabrication process, despite knowing its Hamiltonian capacity [13]. At present there is still a high discrepancy between two fabricated qubits. Superconducting qubits typically operate roughly in the range between 4 GHz and 8 GHz, an energy range that gives rise to the states of 0 and 1. Despite the complexity of superconduction circuits, control of the qubit entanglement is achieved by changing the direction of the circuit current corresponding to the 0 and 1 states [14].



The transmon consists of two islands connected by a capacitor and a Josephson inductance. In other words, its operation is based on an LC oscillator. The use of a Josephson inductance provides inductive energy in the form of a cosine function. Consequently, the transition of the transmon from the first to the second excitement state is less than 300 MHz. In practice, this difference is sufficient to confine the dynamics to a subspace of two qubits using pulses of a duration of about 20 ns. For two-qubit quantum gates, two inductances in parallel are needed. Figure 2 shows the structure of a transmon and the implementation of a quantum superconducting device.



For this implementation, the quantum chip must be completely isolated and at a temperature of only a few tens of millikelvins above absolute zero. To achieve such low temperatures, cryogenic technologies are required. Therefore, a quantum computer requires the use of thermal insulators to prevent noise that would compromise the quality of the qubit. So far, due to the state-of-the-art technologies requiring a high investment, only a few companies such as Google, IBM, Rigetti, Intel, and Alibaba have ventured into developing quantum computers based on superconducting circuits.




2.2. Ion Traps


Another technology is ‘ion traps’. Ion traps are electromagnetic and optical fields used to trap electrically charged individual atoms, i.e., ions [15]. These ions are pushed by their vibrations to entangle their spin states. Ion traps also require operating temperatures close to absolute zero in order to achieve better control of the quantum states of the ion. This is done by decreasing the atom’s vibrational energy, thus exciting the atom to increase its internal energy and thereby transferring the quantum superposition of the electronic states to vibrational modes. In short, qubits are stored in the internal states of ions. The resulting electron detraction causes the ions to interact with each other through electromagnetic fields [16].



For any quantum operation, however basic, sequences of several pulses are required to minimize perturbation or decay as much as possible. In addition, the applied magnetic fields and laser sources are required to be very stable [17]. Organizations such as IonQ and the Massachusetts Institute of Technology are advancing the development of quantum computers using this technology [18].




2.3. Majorana Quasiparticles


Fermions are quasiparticles that have been theoretically defined to form excitations in superconductors [19]. Majorana fermions are particles that correspond identically to their antiparticles. Indium antimonide nanowires can be used to create qubits in this way. The production of Majorana fermions in the laboratory is an arduous task that requires the combination of the latest advances in nanotechnology, superconductivity, and material sciences. First, a crystal nanowire consisting of a 100-nanometer-long column of atoms is constructed. The wire is then connected to a circuit capable of measuring single electrons passing through it. Theoretically, if all the electrons in the wire are magnetized, fermions emerge from both ends of the wire.



The bond that exists between each pair of Majorana particles could be exploited to store quantum information in two different intertwined locations. This duplicity and the greater theoretical stability of these fermions could result in qubits that are more stable and less sensitive to local ambient noise. While a study partly funded by Microsoft claimed to have detected Majorana fermions [20], its authors themselves retracted the claim. There are also several subsequent studies that cast doubt on the detection of these quasiparticles [21]. The main advantage of this technology with respect to superconductors that store data in a single object is the possibility of a qubit encoding a single bit of information in several fermions. The qubit remembers whether it has moved clockwise or counterclockwise.




2.4. Spin Qubits


Quantum computers based on spin qubit technology operate by controlling the spin of electrons and electron holes in semiconductors [22]. The Loss–DiVicenzo quantum computer is the first quantum computer built employing this technology [23].



The Loss–DiVicenzo quantum computer works in the half-spin degree of freedom of individual electrons confined in quantum dots. Quantum dots are semiconductor nanostructures that confine the motion of electrons in all three spatial directions and were discovered in 1981 [24].



The Fermi gas model, an ideal free fermion system in which electrons do not interact with each other, is used to operate the Loss–DiVicenzo quantum computer. Two-dimensional electron gases are introduced in semiconductors such as gallium arsenide [25], silicon [26], germanium [27] and graphene [28].



Spin qubits require slightly higher operating temperatures than superconducting qubits, namely 1 kelvin at 20 millikelvins, a factor than can potentially reduce system complexity. Another apparent advantage is that spin qubits can potentially remain coherent longer than in other technologies. Finally, spin qubits have a much smaller size than superconducting qubits, which would facilitate the scalability of quantum computing [29].




2.5. Photonic Chips


A photonic quantum computer uses particles of light (i.e., photons) unlike other technologies, which use electrons. Photons can take advantage of quantum phenomena in a very efficient way because they do not have significant coupling with the outside. Optical quanta have a wide freedom in terms of frequency, linear momentum or spin, on which qubits can be implemented in a relatively simple way. Thus, these systems contain a set of optical devices, such as light sources, splitters, mirrors and detectors, which process photons. Each time a photon interacts with the splitter, the photon takes two paths simultaneously. Consequently, a quantum superposition state is achieved [30]. Among the latest advances, a quantum device that can perform photon entanglement with very high levels of precision and control on a large scale shows the potential of this design [31]. This technology could make mass fabrication of future optical quantum computers possible.



According to research at Xanadu, since optical quantum chips operate at room temperature, the underlying technology is more scalable than other cooling-based technologies such as superconducting and can be integrated into optical-based telecommunications infrastructures [32].




2.6. Quantum Annealing


Qubits are the lowest energy states of the superconducting loops in QPU using this technology. These processors do not use quantum versions of logic gates but generate energy diagrams with two valleys known as double-well potential. Each of the valleys corresponds to states 0 and 1 respectively. The qubit collapses to one of these valleys at the end of the process. However, it is possible to control the probability that the qubit collapses to one state or the other. To do this, the qubit is programmed by applying subjecting it to an external magnetic field. The field tilts the energy diagram increasing the probability of a qubit collapsing into a particular valley, as can be seen in Figure 3 [33].



This indicates how these processors operate in superposition. In addition, these qubits can be interlocked together with devices called couplers. A coupler can cause two qubits to collapse into the same or opposite states. These two interlocked qubits can be interpreted as a single object with four possible states [34]. In short, although unlike other quantum technologies quantum annealing technology cannot be used for general purposes, the work of the D-Wave Systems company claims that it represents a very interesting approach to optimization problems [35].



Table 1 summarizes the current technologies related to quantum computing that have been addressed in this section.




2.7. Quantum Algorithms and Main Applications for Quantum Computing


Quantum algorithms are those that are executed on quantum computers and have computational advantages over algorithms executed on conventional computers.



The quantum paradigm does not consist of doing the same thing more quickly, but in executing quantum algorithms that allow certain operations to be performed in a totally different way, and, on many occasions, far more efficiently.



These advantages are usually in terms of speed and efficiency, especially in those problems that are not tractable on conventional computers. Quantum algorithms could present a substantial advantage when employing techniques that classical computation is unable to achieve, such as superposition or entanglement.



The computational complexity of an algorithm increases as the size of the algorithm increases in terms of variables or inputs. Complexity theory classifies problems into classes according to the relationship between the size of the problem and the resources required (mainly computational time and memory space) to reach a solution [36].



Problems are classified as (i) easy, those that use a constant number of operations or grow at a log2(n) logarithmic rate; (ii) tractable, when their operations grow with a polynomial cost; (iii) intractable, when they grow at an exponential rate. If polynomial algorithms are found for problems that are currently classified as intractable, they undergo a change in their classification [37].



For example, if an algorithm must choose the optimal path among a million options, these paths must be encoded and analyzed in bits or qubits depending on whether it is run on a classical or quantum computer. A classical computer would need to analyze each of these paths one by one, requiring in the order of N/2 steps, i.e., 500,000 operations. However, a quantum computer can find an optimal path by taking advantage of quantum parallelism and finding the solution in sqrt(N) operations, i.e., 1000 tries.



In another class of algorithms, the quantum advantage is even greater. A conventional computer can perform the Fourier transform using n2n logic gates, while a quantum computer can solve a transform in n2, which translates into exponential savings.



Thus, the advantage that quantum computing brings to the resolution of the transform is that for n qubits, the calculations are performed in 2n amplitudes. This makes it possible to efficiently solve many problems that are not solvable on an ordinary computer.



Similarly, one of the possibilities of quantum computing is the application of quantum algorithms to artificial intelligence and machine learning applications [38]. Through machine learning, these algorithms can automatically learn to recognize recurring patterns from huge amounts of data. In these applications, there are a large number of combinations of analysis and computation, which in computational terms implies a very expensive optimization problem [39].



One of the main challenges of quantum computing are applications in physics and chemistry. The quantum characteristics of these devices give them the potential to solve molecular electronic structure simulation problems. These simulations have a wide range of applications such as the design of new materials or the discovery of new drugs [40].



Quantum computing can have a major impact on storage devices, permitting the storage of huge amounts of data in a very small space [9].



Many industries such as logistics, financial services or telecommunications require optimization algorithms. Quantum computing can be used to solve a wide variety of these problems, as in the application of Monte Carlo methods [35].



Another application for a quantum system is to increase the variety in models for pattern identification, recommendation systems, automatic classification and autonomous decision making [41].



An important role of quantum computing is also expected in the fields of cryptocurrencies and network security mechanisms. The computing power of quantum computers could render current encryption algorithms obsolete and open doors to new ways of protecting information and risk analysis [42,43].





3. Quantum Approaches for Machine Learning


In this section, several available approaches for quantum machine learning are presented.



3.1. Variational Quantum Circuits for Machine Learning


The quantum mode operation of the set of qubits is very fragile and unstable. In fact, the instability of the set of operating qubits of a quantum computer increases with the number of qubits and is related to the quality of the materials from which they are made. For this reason, the coherence time in which the qubits are stable is limited.



To efficiently solve problems such as unstructured database searches [44], the use of thousands of qubits with low error rates and high coherence times will be required. These quantum computers are not yet available, but noisy intermediate-scale quantum (NISQ) computers can already be used [45]. However, these computers are composed of numerous noisy qubits that remain stable for very few nanoseconds.



Variational quantum algorithms (VQAs) [46,47,48,49] use classical optimizers to train parameterized quantum circuits and represent an advancement in quantum computing running on NISQ computers [50].



Variational algorithms can be the basis for numerous applications, for example, in the design of a quantum classifier. The algorithm is similar in operation to a classical support-vector machine.



In machine learning, support-vector machines or SVMs are supervised learning models for solving classification and regression problems. Basically, SVMs build models capable of predicting whether a new point belongs to one category or another. Similarly, the quantum variational circuit performs hyperplane slices like a conventional SVM. On the other hand, kernel functions are used to solve nonlinear classification problems using linear classifiers. Classifiers based on quantum logic have no advantage over classical computers when the kernel function can be computed efficiently on a classical computer. However, on many occasions, when the feature space is very large and kernel functions are hard to find, quantum computing can be very useful [38].



The variational algorithm uses the Hilbert space in which the quantum processor operates to find the optimal hyperplane cut in the same way as a classical support-vector machine. The algorithm is run for training and for classification. The training stage uses an already classified dataset.



The algorithm is composed of three parts: (i) state preparation or feature map where the input data x are encoded; (ii) model circuit or optimization circuit with input parameters θ; and (iii) measurement stage z as shown in the following equation. A diagram with the three stages is shown in Figure 4.


f(x, θ) = z



(2)








3.2. Quantum Convolutional Neural Networks


Convolutional neural networks (CNNs) are a type of neural network in which neurons act as receptive agents, mimicking neurons in the primary visual cortex of a biological brain. The main applications of this type of network are related to visual computer tasks, such as, for example, image classification and segmentation, precision medicine or optical character recognition [51].



A CNN generally consists of three layers: a convolution layer, a pooling layer and fully connected layer. The convolution layer computes new pixel values from a linear combination of neighboring pixels with specific weights. The pooling layer aims to reduce the size of the feature map. Finally, the fully connected layer obtains the output through a linear combination of the remaining pixels with specific weights. The weights are calculated through training the neural network with an input dataset.



In the quantum version of this neural network, there is an additional first step of the convolution layer, encoding the image data into a quantum state.



The developed model of a quantum convolutional neural network (QCNN) in [52] performs well against noise in image recognition applications. In addition, the parameters it uses are independent of the size of the inputs, making it a suitable solution for currently available noisy quantum devices.



In study [53], a QCNN is used for quantum phase recognition (QPR) applications. In the experiment, the model discovers whether a quantum state belongs to a particular quantum phase. In addition, quantum error correction (QEC) optimization is performed, which consists of optimizing error correction in real experimental environments when the error model is unknown.



QCNNs require fewer parameters to obtain similar results compared to conventional convolutional neural networks. Therefore, both quantum and conventional large-scale neural networks can solve complex machine learning problems, but as the growth of Hilbert spaces is exponential, the quantum alternative is more efficient.




3.3. Quantum Distributed or Federated Machine Learning


One of the main limitations of quantum convolutional neural networks (QCNN) is that they are a centralized solution. The generation of deep learning models requires a huge amount of data. Some applications have public datasets for research, but in most advanced processes it is necessary to collect specific data in fields such as medical imaging or natural language processing (NLP). As sharing data from these applications can infringe on user rights, federated learning [54] can solve the problem if the model is trained directly at the user’s source, and what is shared in the cloud are the parameters of the trained model. The components of a federated machine learning system are the central node and several client nodes that send the parameters calculated in the training to the central node.



Quantum distributed training consists of performing the training of a neural network through several quantum computers (that act as central and client nodes), with the objective of reducing the time needed to train the network. Hybrid quantum-classical neural networks can be used, although the concept is equally applicable to any type of machine learning model.



Some studies on network training [55,56] show that similar levels of precision can be obtained more quickly with quantum distributed machine learning. However, for the integration of quantum computers in future communication systems, it is necessary to create large-scale distributed quantum networks that surpass the quantum networks currently emerging [57].




3.4. Quantum Reinforcement Learning


In addition to supervised and unsupervised learning, there is a third area of machine learning known as reinforcement learning (RL). In reinforcement learning, intelligent agents make decisions to maximize cumulative reward. The scope of this approach is oriented towards exploring the unknown and exploiting available knowledge [58].



Conventional reinforcement learning systems have three main elements: (i) policy, (ii) reward function, and (iii) model of the environment. However, the implementation of quantum algorithms could be substantially different from traditional ones. Quantum machine learning has a potential acceleration of O(sqrt(N)) for machine learning algorithms using quantum reinforcement learning [59].



In Ref. [60] quantum variational circuits are used to replace neural networks in reinforcement algorithms. Their conclusion is that QVC facilitates reaching a higher efficiency than traditional neural networks.



In Ref. [61] another experiment is presented in which the agent learning process is accelerated by using a quantum communication channel.





4. Materials and Methods


In this section, a variational quantum circuit is implemented. In addition, an experimental setup is defined for quantum simulation and execution applied to the detection of weak signals of the future.



4.1. Design of a Variational Quantum Algorithm for Quantum Machine Learning


As previously defined, a variational quantum algorithm is composed of a state preparation stage, a model circuit, and a measurement stage. The model circuit acts on a quantum state in which the input data x have been encoded.



The first step is to prepare the circuit by putting the qubits in a superposition state. To do this, Hadamard gates are introduced, which create a basic 50–50 superposition. This means that, when measuring the state, a result of ‘0’ or ‘1’ will be obtained with a 50% probability for each of the states. The Hadamard gate maps the Z-axis to the X-axis (and vice versa).



Once the quantum computer is in a superposition state, entanglement is used for state preparation Sx, which consists of embedding the classical data in a quantum state. The most common way to do this operation is amplitude encoding [62,63,64,65]. As a result, the coordinates of a vector are mapped into the amplitude values of a quantum state.



With this step, it is possible to map the input data in a nonlinear way into a quantum state, as can be seen in the following equation, which assumes a quantum feature map:


  Φ :  x ⇀  ∈ Ω   →   | Φ  (  x →  )  〉 〈 Φ  (  x →  )  |  



(3)







Entanglement is achieved by combining Z quantum gates and two-qubit CNOTs as can be seen in Figure 5. This circuit acts on the initial state |00〉 and does not need to have a high depth to fulfill its function [38], and basically consists of Hadamard gates and a diagonal gate in the Pauli Z-basis [66].



The Z-gate changes the sign of the amplitude when applied to the state of the qubit |1〉 and leaves it unchanged when operating with a qubit in the |0〉 state. Thus, the Z-gate shifts the qubit along the interval on the Bloch sphere over the surface of the sphere from |0〉 to |1〉, rotating values around the z-axis.



The CNOT or controlled NOT gate operates two-qubit registers. The CNOT inverts the second qubit if the first qubit has the state |1〉. However, the CNOT does not vary the state of the second qubit if the first qubit has the state |0〉.



Once the feature map has been created and the input data are encoded in qubit amplitudes, it is necessary to apply a model circuit Uθ, where θ is a set of classical parameters belonging to R2n(l+1). The parameters θ are optimized during the training phase.



The model circuit is composed of one-qubit quantum gates and quantum gates controlled by an additional single qubit. In this way, the algorithm retains a low depth [41]. The circuit is composed of l layers, being l = 5 in the experiment performed. By increasing the depth with larger l, higher success rates are expected [38].



The model circuit is shown in Figure 6. If a qubit with the state α|0〉 + β|1〉 is introduced at the input of a Y gate, the output will have the state β i|0〉 − α i|1〉, so it works as a combination of gates X and Z.



Once the model is executed, for a problem of classification ‘y’ with two labels, a binary measurement is performed on the output state of the qubits.



The probability of obtaining a specific outcome in the classification is described in the next equation:


  p y ( x ) =   2  − 1    ( 1 + y  ⟨ Φ (   x →   ) |   U T   ( θ )   f   U ( θ ) | Φ  (  x →  )  〉 )  ,  



(4)




for a Boolean function f:{0,1}n.



For decision making, the system is executed R times to obtain an empirical distribution.



An alternative to this circuit is to use a classical SVM to perform the classification instead of using a variational quantum circuit. In this case, the kernel is estimated directly within the quantum computer for a pair of input data [38].




4.2. Application to the Detection of Weak Signals of the Future


Weak signals are indicators of incipient changes that will have a future impact [67]. Even for experts, the detection of these events is complicated as their impact is as yet unpredictable.



The available studies on these types of signals are mostly qualitative [68], valid only for specific applications [69,70,71] and based on the opinion of experts and other stakeholders [72]. Even in cases where quantitative analysis is used, these studies are based only on structured data [73].



However, a system has been developed to assist experts in the detection of weak signals that are quantitative, multipurpose, and drawn from various types of unstructured data sources. This system has been successfully applied in various sectors such as solar panels [74], artificial intelligence [75] and remote sensing [44].



The data used by the system are all kinds of documents from a variety of sources, such as scientific articles, newspaper articles and social media posts. One of the most important phases of the system is text mining, in which all the words in these documents are classified into three different data classes as can be seen in Figure 7, where data are classified in three different classes: (i) possible weak signals, (ii) strong signals (those signals that have already reached the necessary impact to be known by a wide audience), and (iii) noise (words and expressions in which there has been no increase in usage). The two main factors are the average frequency of each word and a time weighted increase rate to give more value to the most recent occurrences.



Two different keyword maps are created with this structure. The first one is based on the ‘degree of diffusion’ or DoD, and the second one is based on the ‘degree of visibility’ or DoV. These two dimensions are part of the model of a weak signal by Hiltunen [76].



The degree of diffusion (DoD) uses the total number of documents where the keyword appears as an average frequency to define an increasing rate considering different periods of time. The degree of visibility (DoV) uses the total number of appearances of each keyword (independently of the number of documents) as an average frequency, to define an increasing rate considering again different periods of time. The keyword is considered a weak signal when in both keyword maps for DoD and DoV it is classified as weak signal.



In available studies, the opinion of experts [44] is used to define the thresholds that divide the word cloud into these three clusters. However, current results show that many of the expressions detected as weak signals may be false positives.



For this reason, a machine learning system to define the clusters in an automatic way may be more appropriate.



The process consists of creating a training set considering only those words classified as weak signals in both DoV and DoD maps. Then, the classifier is applied to classify the rest of the words to reduce the number of false positives detected.



In addition, the applications in which the system has been used has had an input dataset of about 90 k documents, which implies about 150 million words. The processing advantage offered by quantum computers is a very interesting advance in the classification of these words.



In the next section, the system is analyzed by applying the quantum classifier described in this section to the medical imaging sector.




4.3. Quantum Circuit Simulation and Execution Framework


Qiskit [77] is a quantum simulation tool created by IBM for quantum software development using the Python programming language. Its functionalities are divided into four different components: (i) Terra, which provides tools for programming quantum circuits with levels close to machine code; (ii) Aqua, which provides already programmed quantum algorithms for the realization of applications in the fields of chemistry, AI, optimization and finance; (iii) Aer, (a) software simulator on small quantum devices; (iv) Ignis, a tool that characterizes noise in quantum devices to mitigate errors.



On the other hand, in IBM Quantum Experience [78] it is possible to access IBM quantum computers remotely to implement and run quantum algorithms in real environments. IBM’s quantum processors are fabricated using superconducting transmon qubits that are at temperatures near absolute zero at IBM’s New York research center.



For example, a test can be performed by testing a basic circuit as shown in Figure 8, consisting of a Hadamard gate applied only to one of the qubits and a CNOT gate controlled by this same qubit.



If the simulation of the circuit is performed using the Aer component of Qiskit, the result seen in Figure 9a is obtained, in which there is approximately a 50% probability of obtaining the state |00〉 and another 50% of obtaining |11〉. However, when the same circuit is run on the 5-bit quantum computer ‘ibmq_santiago’ through IBM Quantum Experience, the result shown in Figure 9b is obtained, in which after running the circuit for 1024 shots, the states |01〉 and |10〉 are also found. This occurs because the simulator represents a perfect quantum device, but the real quantum device is noisy and susceptible to errors.



There are other frameworks for quantum programming such as Penny Lane [79], developed by Xanadu under the Apache 2.0 License. In addition, it allows interaction with real hardware through Amazon Braket [80] which allows access to several real quantum computers of various technologies.





5. Results


To perform the experiment, more than 40,000 ScienceDirect scientific articles, more than 1500 New York Times newspaper articles and more than 50,000 Twitter tweets between 2007 and 2017 were extracted and divided into 11 groups of documents from every year for the analysis. All these documents were related to the sector of medical imaging.



A dataset of 937 elements has been generated to detect keywords related to weak signals of the future.



Figure 10 shows the classification of these keywords by defining two thresholds to divide the word cloud as in [44] according to the DoV criteria. As previously stated, this simple methodology has the problem that many of the expressions detected as weak signals are false positives.



Table 2 shows some of the output results of the application of the system described in [44]. The full data set is available.



Figure 11 shows the result of applying support vector machines with different kernels in a conventional computer, including linear kernel, linear SVC, radial basis function (RBF) kernel and a polynomial kernel of degree 3.



To encode the data, the function “ZZFeatureMap” of qiskit was used, which encodes and implements the circuit shown in Figure 5. As a result, the input data was encoded in the amplitudes of a quantum state.



In the first quantum computation test, the complete dataset of 937 elements was used, divided in a training set of 749 elements and a test set of 188 elements. A total of 1024 shots were programmed for each quantum measurement to obtain an accurate probabilistic distribution. However, when using the qiskit simulator and executing the quantum computer ‘ibmq_santiago’, the test did not obtain results after several days of uninterrupted execution. Because of this, it was decided to reduce the initial sample for a second test.



In the second test, a sample of 47 items was used. The training set was composed of 23 items classified as “noise”, 12 items classified as “weak signals” and 12 items classified as “strong signals”. When the system was used for a test set of 8 items classified as “noise”, 3 items classified as “weak signals” and 1 item classified as “strong signals”, a 70.21% success rate was obtained after its execution in ‘ibmq_santiago’. A success rate of 78.72% was obtained after its execution using qiskit quantum simulator. Finally, a success rate of 61.70% was obtained after its execution using the classical algorithm. The algorithm ‘SklearnSVM’ is used to find the performance from classical computing.



These results are shown in Figure 12 where class A is ‘noise’, class B is ‘weak signals’ and class C is ‘strong signals’.



Another test was performed using a sample of 47 items but only two classes were considered: “weak signals” and “no weak signals”. The latter includes both noise and strong signals. The training set was composed of 33 items classified as “no weak signals” and 14 items classified as “weak signals”. When the system was used for a test set of 11 items classified as “noise” and 1 item classified as “weak signals”, a 70.21% success rate was obtained after its execution in ‘ibmq_santiago’. A success rate of 74.47% was obtained after its execution using qiskit quantum simulator. Finally, a success rate of 80.85% was obtained after its execution using the classical algorithm.



These results are shown in Figure 13 where class A is ‘no weak signal’ and class B is ‘weak signals’.



The performance results of these tests are shown in Table 3.




6. Discussion and Conclusions


There is a growing interest in the application of quantum computing to machine learning. For this reason, several quantum algorithms are emerging with the potential to be implemented on current quantum devices. However, because these devices are very noisy, these algorithms must be fast and robust against decoherence.



In addition, there are strong arguments showing that circuits of great simplicity are difficult to simulate on conventional computers [81,82]. Some studies such as [62] claim that there is an exponential improvement in this class of algorithms when the input data are in superposition. However, initially the data are encoded in classical logic and the operations required to encode the data in quantum logic considerably reduce this acceleration. [38].



In the experiment presented in the previous section, it has been proven that similar success rates can be obtained between classical and quantum computing.



In the first test, a comparative study has been performed for the detection of three different classes. Thus, a distinction has been made between ‘weak signals’, ‘strong signals’ and those expressions that have not led to an increase in their use, i.e., ‘noise’. The results show that the quantum simulator obtained the highest level of success in its prediction, with 78.72%, being much higher than the performance of the classical computer. The quantum computer execution ‘ibmq_santiago’ has resulted in a lower prediction success but also higher than that obtained in the classical computer.



In the second test, the same comparative study was carried out, but considering only two classes. The ‘weak signals’ quadrant has been distinguished from the rest of the points that are classified as ‘no weak signals’ including both ‘noise’ and ‘strong signals’. The results show that the classical computer obtained the highest success rate while the quantum simulator obtained a slightly lower performance. However, the use of the real IBM quantum computer ‘ibmq_santiago’, obtained a success rate of 70.21%, being lower than that obtained using the quantum simulator due to the noise resulting from the available quantum devices.



These results show an influence of the dataset on the performances, to which obtaining a suitable feature map is key. In addition, as stated in [38], available quantum classifiers do not offer a considerable advantage when the feature vector kernel can be efficiently obtained on a classical computer. In fact, this same source reveals that it is possible to achieve 100% performance if the optimal feature map is available. In future research, it is necessary to further study the potential for improvement if suitable feature maps are detected for other real datasets.



Although quantum computing seems to bring many advantages to machine learning algorithms, the results of this study show that with large datasets both the simulator and the real quantum computer have been unable to present results in less time than a classical computer. The need to encode the data in a quantum state and the need to run each circuit a large number of shots as a measure of robustness to noise confirm that current quantum technology cannot yet be considered an alternative to classical computing [59].



The four main problems that need to be solved are:




	
First, encoding the input data is especially complex when compared to data processing, and this complexity may come at a high cost to quantum algorithms, which may lose some of their fast-processing advantage.



	
Second, the output measurements are not easily interpretable, since qubit entanglement computes many solutions until the states collapse into a particular final state.



	
Third, quantum computation is thought to offer an advantage to solve large problems, but due to hardware limitations, this has not yet been demonstrated.



	
Finally, better algorithm evaluation systems are needed to appreciate the advantages of quantum algorithms over classical algorithms.








Some possible sources of improvement have been presented in Section 3. Quantum convolutional neural networks are giving good results to complex problems and have been shown to be more robust to noise than other quantum alternatives [52]. Quantum simulator success rates or similar are expected to be attained by the reduction of noise.



On the other hand, the integration of quantum variational circuits in reinforcement learning techniques allows higher efficiencies to be achieved [60].



Another problem that has been detected is that all these applications are centralized. Although there are some distributed solutions available, they usually combine mixed classical and quantum technologies. Although single quantum devices allow a high level of parallelism, federated machine learning improves the security and privacy of users by not sharing their information in the cloud. However, quantum computers are not yet available to the general public. In the future, distributed solutions may increase the speed of handling complex problems that require large amounts of data to be processed.



This paper has described the technologies available for the implementation of quantum devices. Some of these technologies require extreme conditions for their operation, such as temperatures close to absolute zero. In addition, all these technologies are still under development, so current quantum devices are very noisy and have different fabrication yields. However, several organizations are investing considerable resources in obtaining technologies that demonstrate the supremacy of quantum computing.



In addition, the latest advances related to the field of quantum machine learning have been presented in Section 3. Next, a possible application for quantum machine learning related to future weak signal detection is presented. In this application, a large number of words and documents are taken into account in the process of detecting future trends. The computational advantage that quantum computing possesses adds immense value to this field.



The experiments performed show promising results on technologies that are still under development. Some of the results show higher efficiencies using quantum computers compared to classical ones. In the future, new methods for the detection of suitable future maps, the combination with other technologies and machine learning algorithms, and the application of distributed solutions will allow major improvements in quantum machine learning applications.
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Figure 1. The Block sphere representing a qubit in the state of: (a) |0〉 and (b) after applying a Hadamard gate to (a). 
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Figure 2. Superconducting qubits with (a) diagram of a transmon, and (b) implementation of a quantum processor unit with 4 transmon qubits. 
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Figure 3. Quantum annealing allows the application of external magnetic fields to modify the probabilities of a qubit ending state. 
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Figure 4. Variational quantum algorithm that applies the function f(x, θ) = z, with a state preparation circuit SX, where an input x is encoded, a model circuit Uθ where the parameters θ are applied, and the measurement stage. 
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Figure 5. State preparation circuit SX that maps the training and input data to a quantum feature map. 
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Figure 6. Model circuit Uθ that maps used for the classifier. 
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Figure 7. Keyword map showing the three different classes for an application for the detection of weak signals of the future. 
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Figure 8. Basic circuit with a Hadamard gate, CNOT gate and binary measurements. 
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Figure 9. Measurements obtained from the execution of the circuit from Figure 8 by (a) using the Aer component simulator of Qiskit, and (b) implementing and executing the circuit in a real quantum computer ‘ibmq_santiago’. 
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Figure 10. Definition of the three classes (1) weak signals, (2) strong signals and (3) noise, without using machine learning. 
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Figure 11. Result of applying support vector machines with different kernels. 
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Figure 12. Result of applying quantum SVM algorithm to the input data for three classes where prediction1 is classical computer, prediction2 is quantum simulation and prediction3 is quantum real computer. 
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Figure 13. Result of applying quantum SVM algorithm to the input data for two classes where prediction1 is classical computer, prediction2 is quantum simulation and prediction3 is quantum real computer. 
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Table 1. Available technologies for quantum computing.






Table 1. Available technologies for quantum computing.





	Technology
	Superconducting Circuits
	Ion Traps
	Majorana Quasiparticles
	Spin Qubits
	Photonic Quantum
	Quantum Annealing





	Description
	Superconducting electrodes interconnected by Josephson junctions
	Electromagnetic and optical fields to trap and control ions.
	Majorana particles and their identical antiparticles act as qubits.
	Control spin of electrons in semiconductors.
	Optical devices to control photons.
	Magnetic fields to alter energy diagrams.



	Pros
	Fast working. Build on the existing semiconductor industry.
	Very stable. Highest achieved gate fidelities.
	Very stable. Less sensitivity to noise.
	Stable. Build on the existing semiconductor industry.
	Operates at room temperature. Large scale integration. High precision.
	Good performance in optimization applications.



	Cons
	Low coherence time. Must be kept cold.
	Slow operation. Must be kept cold. Many lasers required.
	Not technical evidence.
	Only a few entangled. Must be kept cold.
	High complexity.
	Only a few applications.



	Company support
	IBM, Google, Quantum circuits, Rigetti, Intel, Alibaba, Amazon.
	IonQ, Amazon.
	Microsoft. Bell Labs.
	Intel.
	Xanadu.
	D-Wave Systems.
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Table 2. Group of keywords from the weak signals test for medical imaging.
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	Keyword
	DoD
	Increasing Rate
	DoV
	Increasing Rate
	WS





	abdominal
	59.250
	0.120949
	173.333
	0.124932
	1



	ablation
	629.167
	−0.000349
	106.667
	0.040984
	0



	abuse
	27.021
	0.272509
	4.029
	0.121411
	1



	…
	
	
	
	
	



	window
	300.833
	0.171221
	108.333
	0.124527
	1



	young
	39.750
	0.039471
	171.667
	0.081619
	0



	zero
	5.002
	0.075291
	24.167
	0.075291
	0
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Table 3. Prediction success rate for two and three classes using classical, quantum simulation and quantum computing.






Table 3. Prediction success rate for two and three classes using classical, quantum simulation and quantum computing.





	Number of Classes
	Classical
	Quantum Simulation
	Quantum Real Computer





	2
	80.75%
	74.47%
	70.21%



	3
	61.70%
	78.72%
	70.21%
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