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Abstract: A technique employed by recommendation systems is collaborative filtering, which pre-
dicts the item ratings and recommends the items that may be interesting to the user. Naturally,
users have diverse opinions, and only trusting user ratings of products may produce inaccurate
recommendations. Therefore, it is essential to offer a new similarity measure that enhances recom-
mendation accuracy, even for customers who only leave a few ratings. Thus, this article proposes an
algorithm for user similarity measures that exploit item genre information to make more accurate
recommendations. This algorithm measures the relationship between users using item genre informa-
tion, discovers the active user’s nearest neighbors in each genre, and finds the final nearest neighbors
list who can share with them the same preference in a genre. Finally, it predicts the active-user rating
of items using a definite prediction procedure. To measure the accuracy, we propose new evaluation
criteria: the rating level and reliability among users, according to rating level. We implement the
proposed method on real datasets. The empirical results clarify that the proposed algorithm produces
a predicted rating accuracy, rating level, and reliability between users, which are better than many
existing collaborative filtering algorithms.

Keywords: accuracy; collaborative filtering; reliability; similarity measure

1. Introduction

Due to the growth of websites and e-commerce sites, online users and items have
increased substantially. As a competitive operation, e-commerce requires obtaining solu-
tions that may help to improve sales, competitive advantages, and customer satisfaction.
Recommendation systems (RS) aid these marketplaces by providing customers with rec-
ommendations based on their prior preferences. As a result, recommendation algorithms
are commonly coupled with various domains of knowledge [1].

Based on earlier studies, RSs can be classified into the following types [2]: collabora-
tive filtering (CF), content-based filtering (CB), demographic filtering (DF), knowledge-
based filtering (KB), and hybrid. The most common methods for recommending items
to users are based on CF [3]. Typically, CF algorithms are categorized into user-based
and item-based models [4]. In the user-based CF algorithm, recommender systems collect
similar users into groups and recommend highly-rated items to similar users [5]. On the
other hand, in the item-based CF system, the similarity between objects is determined
based on the items’ ratings. Then, groups of similar items can be created. Finally, if a user
rated a specific item highly, similar items might be recommended [6].

Despite numerous studies and analyses on the user–user and item-item CF similarity
measures, these measures do not infer sufficient similarity in some cases. Traditional CF
algorithms offer recommendations only user ratings for items, regardless of the effects that
many features on user similarity [7] and item similarity [8]. Therefore, it is essential to
find a similarity measure based on the actual preferences of users rather than user rating
values. Therefore, researchers are considering the effect of item characteristics on the
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recommendation accuracy of RSs [9–11]. A model that mixes item-based CF information
content was introduced in [12]. The authors created a clustering method based on mixed
information. The k-mean clustering model and weighted deviations were used to determine
the closest neighbors, and then the rating prediction for unrated items was calculated.
In [13], the authors formed a special RS by analyzing the item genre relationship and
user-preferred genres. The Pearson correlation coefficient (PCC) and clustering approaches
were used to calculate genre similarity. Then, the model can suggest a recommended genre
to an active user.

However, CF algorithms suffer from several drawbacks, and the common ones are
data sparsity and user cold-start. Data sparsity intimates an insufficient number of ratings
for items from users; sparseness in the <user x item> matrix, limiting the CF algorithm’s
ability to pick a suitable set of similar users [14–16]. In parallel, the cold-start problem is a
significant issue in recommender systems; this problem is divided into cold users and cold
items. The problem with cold users occurs due to a lack of information about the user’s
preferences [15,17]. Depending on the CF, a user cannot receive any recommendations from
the system [18,19]. An increased number of new users and multiple less-active users joining
e-commerce sites in all applications cause real problems for the existing recommendation
algorithms [20]. At the same time, the problem with cold items occurs from the lack of
ratings for a new item [15,17]. Acceptable recommendation quality cannot be obtained
when little or no information is available [21].

Recent literature indicates that many RS problems have been approached through vari-
ous hybrid methods, including side information to determine user interests and purchasing
habits [22]. A previous study [23] presented a method based on exploiting collaborative tag-
ging as supporting information to extract users’ tastes for items. Their research overcame
the user cold-start and sparsity problems.

Regardless of the many solutions proposed to solve the user cold-start and sparsity
problems, such as those in [16,24–27], most of these solutions rely only on user ratings rather
than actual user preferences for items. Therefore, there is indeed a deficiency in features
upon which user similarity is determined. Similarity metrics should not be limited to user
ratings of specific items or matching their primary demographic data. There is a pressing
need to examine additional and diverse features that adequately describe individuals
across several domains.

In this paper, the fundamental objective is to create a new similarity measure by
finding the similarity between users based on preferred-item genres. It, furthermore,
enhances the prediction accuracy of RSs, even for customers who leave few ratings.

1.1. Problem Definition

According to research [24], user preferences are not fixed and indicate constant fluc-
tuations in their preferences for items. Hence, it is not easy to find a similarity method
that matches all user behaviors. The user similarity measure based on the item genre is
not widely explored in RSs. Furthermore, traditional similarity measures do not make
accurate recommendations for new users or items, and they are less effective with sparse
datasets [16,25]. Initially, a precise similarity measure can be configured between users
depending on a user’s preferences for an item’s genre. Basing on movie lens [26] and
Yahoo Music datasets, our research experiments looked at user preference for movie/music
genres. Some movies have multiple genres (see Figure 1); two users, u1 and u2, are highly
similar in terms of their choices and ratings of action, fantasy, adventure, and horror. At the
same time, they are different in their choices in terms of comedy and drama movie genres.
This is, consequently, related to their personalities.

Traditional similarity algorithms hold all u1 and u2 ratings collectively. Calculat-
ing their similarity shows that their relationship is medium because of their remarkable
similarity for action, fantasy, adventure, horror movie genres, and the weak similarity
between comedy and drama. Hence, the results fail to show that their preferences for many
movie genres are notably significant and are reasonably soft for the other genres. Thus,
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the traditional similarity algorithms are incapable of representing the different choices of
multiple-interest users. Furthermore, a similar rating might not mean similarity in terms
of actual preferences. Therefore, relying solely on user ratings may produce incorrect
similarity between users or items. A user can frequently imagine the story and spirit of a
movie according to that movie’s genre(s); thus, a movie’s genre helps to attract a user’s
attention to decide whether or not to see that movie [9]. Accordingly, extracting critical
choices and contextual information from user profiles is essential to establish vital similarity
metrics among users. Therefore, we aimed to solve this problem.
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1.2. Novelty

Many datasets; like movie lens data set; are sparse [27,28], efficient solutions should
avoid this problem and not rely entirely on user ratings. Therefore, to increase the rec-
ommendation accuracy and overcome the data sparsity problem, a user-based similarity
model according to user preference for an item’s genre has been suggested. The novelty of
the proposed similarity measure is represented by measuring a user’s average preference
for a specific genre. Firstly, we calculated the average of the active user ratings for items
in their preferred genres; secondly, user similarity was computed by comparing average
user preferences across genres. Then, by specifying a target user’s initial neighbors in each
genre, based on a certain similarity threshold with other users, we can create the target
user’s initial neighbors list. Finally, users who shared the target user’s tastes across all
preferred genres were extracted and the target user’s final neighbors list was made.

1.3. Paper Contribution

This research aims to find users’ similarity measures based on their preferences for
item genres, even for users who only leave a few ratings. The essential contributions of
this article are:

• Suggesting user similarity measures according to their general preferences for item genres;
• Proposing new evaluation criteria: the level of predicted ratings and users’ reliability;
• Preparing a detailed analysis to verify our presumption that the suggested model

exceeds the current CF algorithms in prediction accuracy.

The remainder of the article is structured as follows. Section 2 reviews studies related
to our method. The background of our suggestions is described in Section 3. Section 4
briefly explains the proposed model, while Section 5 presents the conducted experiment.
Finally, in Section 6, we provide the conclusions of the study and ideas for future work.

2. Related Work

RSs use filtering methods to acquire information on entities (i.e., users or items).
Therefore, the researchers provided many similarity measures for CF–RSs to establish a
recommendation’s accuracy at the necessary level. Utilizing entity-side information is a
frequently used technique for resolving RS issues and obtaining appropriate recommen-
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dations [22]. In the following, we summarize some of the studies that used entities’ side
information to enhance RS accuracy.

In [25], the authors used location information in recommendation algorithms to create
a mobile learning application focused on presenting users with favorable recommendations.
At the same time, the authors of [29] planned differently to increase the accuracy of RSs.
They suggest approach that based on the addition of contextual information to establish
relationships between users or products. As a result, they suggested many mathematical
methods for information filtering and modeling, which demonstrated through experimen-
tal results that contextual information is critical for receiving correct recommendations.

Following this, item genres were incorporated into an RS to increase the RS’s accuracy.
Several studies have concentrated on utilizing the movie genre feature to collect user
input and enhance suggestions, particularly for massive datasets [30,31]. Others improved
an RS called “Taste Weights” [32]; analyzing a user’s Facebook profile identified their
preferred music genre. Then, the semantic web resource “DB pedia” was utilized to
discover new artists performing music in the same genre as the active user’s favorite.
Such music was recommended to other users. The authors of [33] presented a music
recommendation system that uses users’ behavioral features in the model and exploits a
user’s overall mood and sentiment to produce recommendations. In addition, they blended
CB recommendations with user personality qualities on social networking sites, behavior,
interests, and requirements and examined several methods for inferring user personality
qualities. In [28], a genre-based algorithm was developed using the notion of item genres
rather than the items themselves. The algorithm picked neighbors based on their genre
preference, comparable to those of others in the community. This research used user data
to determine item similarity, and CF sparsity was alleviated. In [34], a clustering method
using an item’s genre information was presented. This model focuses on establishing
a hybrid approach, combining the CB clustering method and CF, instituted by the item
genre’s investment. The model improved the rating prediction operation with a less time-
consuming model. Differently, in [35], the authors introduced a user similarity model based
on genre preferences to present a weighted link prediction model according to complex
network modeling and a detected user community.

Researchers have continued to exploit item genres to create a recommender system;
in [36], novel user-based similarity measures based on a vector to hold user similarity
using item genres was presented. The model finds the global, local, and meta similarities
between users to create a similarity vector and reveals and estimates user associations under
different scenarios. They emphasized that user similarities might be defined differently
depending on the various item genres.

The work in [37] focused on employing item genres to raise predicted rating accuracies
and overcome the sparsity problem. The algorithm involves creating a matrix containing
the user’s item weight by combining two vectors. The first vector is the user’s taste vector,
extracted from the user’s ratings for items. The second vector contains the degree of items
belonging to a specific type, which results from the exploitation of the collective ratings
of a particular item. Finally, the resulting matrix was used to get the prediction of the
desired item.

Researchers used trust information to improve prediction accuracy and overcome
cold-start and sparsity problems. In [38], two approaches were presented for calculating
user trust in items according to their ratings. Although it is challenging to obtain trust
information between users and objects, the proposed method performed better than tested
methods in addressing the specific problems.

The accuracy and quality of recommender systems diminish when entity information
is insufficient [21]. Therefore, various solutions have been proposed to solve the sparsity
and cold-start problems. The study in [39] introduced a hybrid approach for solving sparse
data by determining user interests. The movie feature was used to create a vector of movie
attributes and was merged with the user rating vector to generate a user interest vector to
calculate user similarity. As a result, this method outperformed specific existing recommen-
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dation algorithms in terms of accuracy. The authors of [40] enhanced prediction accuracy
by using auxiliary data on a user’s demography and item characteristics. The model
incorporates supervised label terms to make feasible recommendations for new entities
using a matrix factorization framework. In [41], a method for resolving the cold-start status
using a clustering approach was proposed. This approach was constructed using a user’s
preferred item ratings and genres to determine similarity. The results demonstrated that
the suggested model could significantly improve the cold-start solution and outperform
comparable approaches in standard recommendations and cold-start situations. However,
new users may abandon the system due to flaws in the suggestions during the initial
phases when users lack the necessary ratings to needed by the CF in RS to calculate their
user similarity. To address this issue, the authors of [42] proposed implementing a neural
learning-based user similarity measure that would deliver favorable recommendations to
users with few ratings (2 to 20 ratings). The experimental results demonstrated that this
system was more precise, recallable, and accurate than its predecessors.

Unlike algorithms that only rely on user ratings, we seek to develop a similarity
measure that incorporates user interest and identifies user-suitable neighbors, even when
they leave very few ratings. Since specialists in the relevant item fields handle item genre
information, the genre is regarded as reliable information that can be used to identify
user similarities. The proposed technique computes users’ average preferences for each
item genre. Then, it identifies nearest neighbors in each genre, based on a similarity
threshold value. Finally, by intersecting user preferences per genre, it determines neighbors
who share the same tastes across all genres and considers them the ultimate neighbors
for the current user. We applied our method to real datasets and performed different
experiments to verify the suggested method’s accuracy and efficacy in picking correct
neighbors. Our novel approach consistently generated superior results, even for users with
a few ratings compared to past baseline procedures.

3. Background
3.1. Memory-Based Algorithm

As illustrated in Figure 2, current recommendation algorithms can be classified into
four types: CB, CF, KB, and hybrid [43], CF is the most common technique amongst them
and is either memory-based or model-based [3]. We analyzed the memory-based approach
based on early user ratings for an item arranged in a rating matrix. The neighbor-based
algorithm is the most well-known algorithm of the memory-based process. It predicts
ratings based on users’ ratings that are similar to the active user. There are two neighbor-
based algorithms: users-based CF [43] and item-based CF [8]. In this paper, we analyzed
the user-based CF class. Ordinarily, the two essential steps in CF algorithms are: selecting
proper neighbors according to a similarity measure and predicting the rating to generate
recommendations for an active user [44]. There are various similarity measures, such as
PCC [8] and mean-squared difference [45]. As an output, the similarity method produces a
user similarity matrix, determining the similarity or correlation between user pairs. Thus,
building a similarity between users forms the necessary neighborhood. Then, a rating of
unrated items is predicted using various procedures [46,47]. The technique used in this
paper is explained in Section 3.2.

3.2. Rating Prediction

Rating prediction calculation is a standard significant action in CF-based algorithms [8].
After identifying an active user’s neighbors, the ratings of an active user a of item p can
be expected based on the ratings of his neighbors. Researchers have proposed several
prediction methods that have been widely used in recommendation systems [46,47]. In our
research, we relied on the prediction method suggested in [48]. This prediction method
was based on the first available rating from the active user’s closest neighbor (K-NN).



Appl. Sci. 2021, 11, 6108 6 of 19

Assuming that I = {p1, p2 . . . m} is a set of common items, the user-based model prediction
formula is explained in the following Equation (1):

Pa,pi = ru,pi ⇔ u ∈ K−NNa and pi ∈ Iu (1)

where:

Pa,pi: Is the a′s predicted rating value for unrated item pi.
ru,pi :: is u′s rating value for pi.
K−NNa: represents the K nearest neighbor set of a and Iu RRepresents items rated by u.
Then, after giving a detailed summary of the background and rendering the broad forms
of collaborative filtering, we present our offered similarity measure in the next section.

Appl. Sci. 2021, 11, 6108 6 of 20 
 

 
Figure 2. Current recommendation algorithms and categories. 

3.2. Rating Prediction 
Rating prediction calculation is a standard significant action in CF-based algorithms 

[8]. After identifying an active user’s neighbors, the ratings of an active user a of item p 
can be expected based on the ratings of his neighbors. Researchers have proposed several 
prediction methods that have been widely used in recommendation systems [46,47]. In 
our research, we relied on the prediction method suggested in [48]. This prediction 
method was based on the first available rating from the active user's closest neighbor (K-
NN). Assuming that I = {p1, p2…m} is a set of common items, the user-based model pre-
diction formula is explained in the following Equation (1): 𝑃௔,௣௜ୀ 𝑟௨,௣௜   ⇔    𝑢 ∈  K − NNୟ  and 𝑝𝑖 ∈  𝐼௨  (1)

Where:  𝑃௔,௣௜: Is the 𝑎′𝑠 predicted rating value for unrated item pi. 𝑟௨,௣௜∶: is u’s rating value for pi. K − NN௔: represents the K nearest neighbor set of 𝑎 and  𝐼௨ RRepresents items rated by u. 
Then, after giving a detailed summary of the background and rendering the broad forms 
of collaborative filtering, we present our offered similarity measure in the next section. 

4. Proposed Model 
A user-based relationship analysis model has been offered based on item genres. 

However, current CF-based approaches cannot suggest items for users with acceptable 
accuracy when dataset sparsity is high. Therefore, they offer undesirable recommenda-
tions, in particular, for users with a few ratings. To rectify this issue, we aimed to define 
the relationship between users by exploiting item genre information, which appears con-
fident in terms of robust relationship measurements with reasonable error values in the 
sparse dataset. 

As explained before, examining only user ratings to find similarities between users 
does not consistently deliver accurate recommendations. Two users might rate the same 
movie with the same rating for multiple reasons, which differ from each other, for exam-
ple due to liking the movie genre or because they prefer the movie’s actor, or other rea-
sons. Therefore, the similarity method must expose actual user preferences. 

4.1. User-Based Similarity Measure Using Item Genre Information 
This section includes a user-based similarity measure model, defined from user pref-

erences for item genres. In this model, the classifications of users were prepared according 
to their preferences for item genres. Then, the similarity between users was determined 
according to the average user rating for the item genres, thus it was named the user–genre 
similarity model (UGSM), and is shown in Figure 3. 

Figure 2. Current recommendation algorithms and categories.

4. Proposed Model

A user-based relationship analysis model has been offered based on item genres. How-
ever, current CF-based approaches cannot suggest items for users with acceptable accuracy
when dataset sparsity is high. Therefore, they offer undesirable recommendations, in par-
ticular, for users with a few ratings. To rectify this issue, we aimed to define the relationship
between users by exploiting item genre information, which appears confident in terms of
robust relationship measurements with reasonable error values in the sparse dataset.

As explained before, examining only user ratings to find similarities between users
does not consistently deliver accurate recommendations. Two users might rate the same
movie with the same rating for multiple reasons, which differ from each other, for example
due to liking the movie genre or because they prefer the movie’s actor, or other reasons.
Therefore, the similarity method must expose actual user preferences.

4.1. User-Based Similarity Measure Using Item Genre Information

This section includes a user-based similarity measure model, defined from user prefer-
ences for item genres. In this model, the classifications of users were prepared according
to their preferences for item genres. Then, the similarity between users was determined
according to the average user rating for the item genres, thus it was named the user–genre
similarity model (UGSM), and is shown in Figure 3.

As a result of classifying users according to their favorite item genres, we constructed
Table 1, showing a representative sample of five users and their preferred genres. Assum-
ing that U = {u1, u2 . . . un} represents the set of users, and G = {g1, g2 . . . gs} represents
the collection of genres, and I = {p1, p2 . . . pm} is a set of common items, the item genres in
Table 1 refer to the movie genres identified in the movie lens dataset [26], and the values
represent the average user ratings for their preferred genres.
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Table 1. Users (u) and their mean rating on preferred item genres (g).

g Name u1 u2 u3 u4 u5

g1: Action|Comedy|Sci-Fi|Thriller 4 5 3 5 3
g2: Action|Thriller 3 5 0 3 3

g3: Adventure|Animation|Children 0 4 0 4 3
g4: Comedy 3.5 4 5 3 5

g5: Adventure 5 0 3.5 4 5

From Table 1, it is clear that an item may be related to multiple genres and that user
preferences differ from one genre to another. Selecting an active user (a) of a particular
genre means the user prefers that genre. Therefore, there are remarkable opportunities for
two users to be highly similar when they like the same genre. The essence of memory-based
CF algorithms is calculating the actual similarity between entities to select proper neighbors.
Thus, in addition to the rating prediction phase, the proposed similarity measure involves
four significant steps:

• Step 1: Building a genre rating <u × g> matrix from the master dataset, including
(u-id, i-id, r, i-g) by calculating the user preference average per item genre (g).

• Step 2: Finding the similarity between the users’ preferences per genre using Equation (2).
A slight difference indicates a significant similarity.

di f f (a, ui) =| avr ra,gj − avr rui,gj |⇔ a , and ui pre f erred gj (2)
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where i = 1 . . . , n, and j = 1 . . . , s.di f f (a, ui) represents the degree of difference between a
and u preferences for the same genre, g. A smaller value means more significant similarity
between users. avr ra,gj represents the average ratings of a to gj. avr rui,gj represents the
average ratings of ui to gj.

• User’ similarity is calculated as the absolute difference between user rating average
for the same genre.

• Step 3: Finding the nearest neighbors (K-NN) for each user per genre by arranging the
difference values in the preferences rate in ascending order.

• Step 4: Finding the final nearest neighbors (NNf ) for the active user by intersecting
the groups of K-NN in the previous step to get the neighbors who share all their
preferences with the active user, according to Equation (3).

aNN f = akNN,g1 ∩ akNN,gj (3)

where aNN f is the final a′s NN. akNN,g1 is the K-NN for a in the first common genre, g1.
akNN,gj is the K-NN for a in the jth common genre.

As shown in Table 1, if two users are similar to each other in terms of their preferences
for a genre, they may differ for different genres. Therefore, the similarity model must
carefully choose a similar neighbor to a in terms of their preferences for genres. Accordingly,
the UGSM includes an intersection process among the first K-NN in all genres to find a′s
closest neighbors, similar to a in all preferences.

Each a will have several neighbors, which differ from other as. The reason for this
is that the intersection process will keep users who are similar to a in all genres. Thus,
the results of the intersection process for users vary from one a to another. For example,
the first a might get 40 NNf, while the second a might get only 35. If the similarity values
among a and many neighbors are equal, to form the aNN f these neighbors are arranged in
descending order according to the number of common genres shared with a. To maintain
the most significant number of neighbors sharing one or more genre with the active user,
the proposed model includes the following process:

If akNN,g1 ∩ akNN,gj = {}, then, aNN f = akNN,g1 ∩ akNN,gj−1 else aNN f = akNN,g1.

• Step 5: The active user rating prediction process.

To recommend the correct item to the active user, the final step in the proposed
model is active user rating prediction. The proposed model relies on the prediction model
proposed in [48], which is based on the first available rating from the closest neighbors,
as illustrated in Section 3.2. Then, the final neighbors’ average aggregate rating differences
are ordered in descending order to establish the proper neighborhood’s ranking.

4.2. An Illustrative Example of the Proposed Algorithm

For elucidation, the following example explains the UGSM similarity measure model.
Assuming that there are five users (u1, u2, u3, u4, and u5) and five genres (g1, g2, g3, g4,
and g5), based on Table 1 and Equation (2), the differences in the values between the five
users are shown in Table 2. We denoted the values of the differences between two users
on an uncommon genre with the symbol “-”. Then, we determined the first 3-NN for u1,
as shown in Table 3.

Accordingly, from Table 3, for u1, the first 3-NNs in g1 are u2, u4, and u5. In g2 they
are u4, u5, and u2, and so on. Therefore, based on Equation (3), the final list for u1 NN
(u1 NNf ) contains only u4 and u5. In the prediction process, the predicted rating will be
based on u4 first because the average difference between u1 and u4 was 0.625 and with u5
it was 0.87. However, if there is an unrated item in the u4 profile, the prediction operation
will be based on the u5 ratings.
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Table 2. Differences between 5 users according to 5 preferred genres.

g1 u1 u2 u3 u4 u5 g2 u1 u2 u3 u4 u5

u1 0 1 2 1 2 u1 0 2 - 0 0
u2 1 0 2 0 2 u2 2 0 - 2 2
u3 2 2 0 2 0 u3 - - 0 - -
u4 1 0 2 0 2 u4 0 2 - 0 0
u5 2 2 0 2 0 u5 0 2 - 0 0

g3 u1 u2 u3 u4 u5 g4 u1 u2 u3 u4 u5

u1 0 - - - - u1 0 0.5 1.5 0.5 1.5
u2 - 0 - 0 1 u2 0.5 0 1 2 1
u3 - - 0 - - u3 1.5 1 0 2 0
u4 - 0 - 0 1 u4 0.5 2 2 0 2
u5 - 1 - 1 0 u5 1.5 1 0 2 0

g5 u1 u2 u3 u4 u5

u1 0 - 1.5 1 0
u2 - - - -
u3 1.5 - 0 0.5 1.5
u4 1 - 0.5 0 1
u5 0 - 1.5 1 0

Table 3. First 3-NN and NNf for u1.

g1 g2 g4 g5

u2 u4 u2 u5
u4 u5 u4 u4
u5 u2 u5 u3

4.3. Proposed Evaluation Metrics
4.3.1. Predicted Rating Level (P.L.)

Since we endeavored to improve the accuracy of RSs, we suggested a new evaluation
measure, named predicted rating level determination, which divides the ratings into:

• The positive level (POS): is represented when the rating is r > (max/2); where “max”
means the maximum score rating in the dataset.

• The average level (AVG): when is r = (max/2); and
• The negative level (NEG), when is r < (max/2).

We supposed that, if the predicted and original ratings were both at the same level,
the proposed model’s outputs were accurate, and the model was capable of selecting an
appropriate neighborhood.

4.3.2. Communities Reliability Level (Rel. L.)

We strived to quantify community reliability. As a result, we presented a new measure
of reliability based on the ratio of common ratings with a similar rating level between the
active user and their neighbor. For the new measure, a high value indicates high reliability.
The reliability can be obtained from Equation (4):

Reliability (a, ui) =
# I(a, ui)rLa=rLui

# I(a, ui)
(4)

where # I(a, ui)rLa=rLui . The number of common item, I, between a and their neighbors, ui,
which are at the same rating level, rL; i = 1,..., K-NN. rLa, rLui is the rating level of a and ui.

5. Experiments

The experiments were performed on two datasets to examine the accuracy of the
outcomes when employing the suggested UGSM. The experiments included evaluating
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the accuracy, the level of the predicted rating, and reliability between users, in addition to
the comparison of UGSM to current CF algorithms.

5.1. Datasets

To measure the effectiveness of the proposed similarity measure, we relied on an offline
analysis approach based on previously collected data from websites [49]. We used two
offline datasets: Movie lens (ML-20M) (https://grouplens.org/datasets/movielens/20m
(2 February 2021)) [26] and R2-yahoo! Music user ratings of songs with song attributes,
version 1.0 datasets (https://webscope.sandbox.yahoo.com/catalog.php?datatype=r&
did=2 (15 May 2021)). The ML-20M dataset was collected by the Group Lens Research
Team at the University of Minnesota. Each user had at least 20 ratings, and it included
two separate files: the first file consisted of (User id, Movie id, rating) and the second file
consisted of (Movie id, Movie title, Movie genre). In this dataset, 7120 users participated
to rate 27,278 movies and the number of ratings was 1,048,575. Movies were classified
into 20 genres. The R2-yahoo! Music dataset represented music preference data for songs
from the Yahoo site. It included multiple files: the first file contained (User id, Song id,
rating), the second file included (Song id, Music genre id), and the last file included (Genre id,
Genre name). We used the data in the “ydata-ymusic-user-song-ratings-meta-v1_0/train-
1.txt” file. This dataset contained 2829 users, 127,217 songs, and 58 music genres.

In both datasets, the files were merged to implement the proposed algorithm. We needed
a user id, movie/song id, movie/music genre id, and user rating for the movie/song.
Furthermore, we compared our findings to previous researchers’ findings by utilizing
additional datasets (ML1 and ML-1M). The sparsity level was obtained using the following
Equation (5) [50]:

Sparsity = 100 ∗
(

1− all observed ratings
m ∗ n

)
(5)

where m represents the total number of users, and n represents the total number of items.
In brief, our experiments were based on the first 1500 users who had the highest number of
ratings (more than 100 ratings). The dataset details are shown in Table 4.

Table 4. Data sets Detail.

Dataset Scale (Stars) User Item Ratings No. g Sparsity (%)

ML1 0.5–5 671 9125 100,000 18 98.36
ML-1M 0.5–5 6040 3952 1,000,209 20 95.8

ML-20M 0.5–5 7120 27,278 1,048,575 20 99.0
Adapted ML-20M 0.5–5 1500 7500 676,312 19 93.96
R2-yahoo! Music 1–5 2829 127,217 1,048,572 58 99.7

Adapted R2-yahoo! Music 1–5 2663 17,327 147,223 57 99.5

Since the proposed algorithm depends on genre information, we describe the genre
information in Tables 5 and 6 for the ML-20M dataset and Table 7 for R2-yahoo! Music
dataset. Table 5 shows the genre names and the number of movies that belong to them.
The drama genre was the most common, and there were 13,344 drama movies. The comedy
genre came in second, and there were 8374 movies. Thus, this dataset contained 246 movies
belonging to the “unknown” genre, which we excluded from the dataset in the experiments.

Table 6 shows the number of genres and the number of movies in that genre. The movie
may belong to more than one genre. A total of 10,829 movies belonged to a single genre,
while 8800 movies belonged to the complex genre (i.e., contained more than one genre).
Some movies belonged to five genres.

Table 7 shows the genre name in the R2-yahoo music dataset and the number of songs
that belongs to it. Most songs have an unknown “un” genre, where there are 109,890 “un”
genre songs. Since we did not use any item from the “un” genre in the experiments of the
proposed algorithm, the rock genre was first, where there were 7013 songs. In this dataset,

https://grouplens.org/datasets/movielens/20m
https://webscope.sandbox.yahoo.com/catalog.php?datatype=r&did=2
https://webscope.sandbox.yahoo.com/catalog.php?datatype=r&did=2
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each song belonged to only one genre. Thus, this dataset contained 58 genre groups of a
single size. Note that “S” represents a song.

Table 5. Genre name in ML-20 M dataset and number of movies per genre.

No. g Name No. of Movies No. g Name No. of Movies

1 Drama 13,344 11 Mystery 1514
2 Comedy 8374 12 Fantasy 1412
3 Thriller 4178 13 War 1194
4 Romance 4127 14 Children 1139
5 Action 3520 15 Musical 1036
6 Crime 2939 16 Animation 1027
7 Horror 2611 17 Western 676
8 Documentary 2471 18 Film-Noir 330
9 Adventure 2329 19 Unknown 246

10 Sci-Fi 1743 20 IMAX 196

Table 6. Several g and the movies of that g in ML-20M dataset.

No. of g No. of Movies No. of g No. of Movies

1 10,829 6 83
2 8809 7 20
3 5330 8 5
4 1724 9 -
5 477 10 1

Table 7. Genre name in R2-Yahoo Music dataset and number of songs per genre.

No. g Name No. of S No. g Name No. of S No. g Name No. of S

1 Unknown 109,890 21 Adult
Contemporary 75 41 Indie Rock 16

2 Rock 7013 22 Blues 73 42 Alt-Country 12

3 Pop 2776 23 Metal 59 43 Movie
Soundtracks 12

4 R&B 2122 24 Pop Metal 58 44 R&B Gospel 10
5 Country 1118 25 Shows; Movies 58 45 Hard Rock 8
6 Rap 920 26 Easy Listening 58 46 Techno 7
7 Classic Rock 443 27 Vocal Jazz 57 47 Holiday 6
8 Comedy 400 28 Industrial Rock 42 48 Gospel 6
9 Folk 228 29 Folk-Pop 37 49 Modern R&B 4

10 Jazz 225 30 Disco 32 50 Early Blues 3
11 Reggae 213 31 World 30 51 Traditional Folk 2
12 Latin 157 32 Ambient Tech 23 52 Minimal Techno 1
13 Mainstream Dance 145 33 Soft Pop 23 53 Mainstream Pop 1
14 Classic R&B 136 34 Death Metal 23 54 New Wave 1
15 Religious 124 35 Classical 23 55 Indie Pop 1
16 Speed Metal 122 36 New Age 21 56 Country Comedy 1
17 Modern Rock 87 37 Vocal Standards 21 57 Lounge 1
18 Christmas 84 38 Modern Blues 18 58 Orchestral 1
19 Electronic/Dance 79 39 Funk 17
20 Adult Alternative 77 40 Punk 17

5.2. Evaluation Metrics

Evaluation metrics are an essential part of assessing a prediction in machine learning
models. Since the introduced method can produce a forecast of ratings, mean absolute
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error (MAE) was used as a metric of algorithm performance. The calculation technique of
MAE [51] is in Equation (6):

MAE =
1
n

n

∑
i=1
|ri − pi| (6)

where r is the actual rating; p is the predicted rating; and n is the total number of ratings.
MAE describes the average of the absolute error between actual and predicted ratings.

A lower MAE reflects accurate recommendations. Additionally, we used the proposed
evaluation metrics: level of predicted rating and the reliability between users.

5.3. Experimental Setup

We randomly divided the Adapted ML-20M and the Adapted R2-Yahoo! Music dataset
into 20% of users’ ratings, as a test set to evaluate the suggested algorithm and an 80%
training set to train it. Then, we randomly selected 100 ratings from each test user and
replaced their ratings with 0. The programming codes were written in Python 3.9 and
carried out in the Pycharm 2020.2.1 environment using a laptop (Intel® 2.20 GHz processor
and 8 GB of RAM). In the rest of the paper, we call the adapted ML-20M and the adjusted
R2-yahoo! Music datasets ML-20M and R2-yahoo! Music, respectively.

5.4. Experimental Procedures, Evaluation, and Discussion

According to the user classes, we conducted two types of experiments. Type 1 was
users with a high number of ratings (i.e., regular users) and type 2 was users with 20 ratings
or less (users with an insufficient number of ratings). We described, evaluated, and dis-
cussed the results of each type separately.

5.4.1. Type 1: Experiments of Regular Users
Experiment 1: Determining the K-NN and Minimum Similarity

The proposed algorithm contains essential parameters: the active user’s initial nearest
neighbors in each genre (K-NN) and the final nearest neighbors for the active user in all
genres (NNf ). We tested selecting the optimal K-NN and minimum similarity (Avr. min.
sim.), i.e., the similarity threshold between an active user and their NNf list, to obtain the
optimal performance and examine changes to the accuracy of the proposed algorithm.
Thus, different values of K-NN using UGSM, PCC, and COS, from 20 to 100 in increments
of 5 per stage for both datasets were determined. We measured the algorithms’ accuracies
according to MAE. Figure 4 shows the results of the ML-20M dataset.

It can be seen that the accuracy of the UGSM prediction was better when k = 5 and
where MAE = 0.54. Therefore, in the rest of the experiments, the value of k was fixed to 35.
For comparison, PCC scored the lowest, MAE = 0.68, when k = 60, and COS recorded MAE
= 0.637 when k = 65. In the UGSM, “avr min sim” was derived using the following equation:

w avr.min.sim = 100 ∗
(

1−
max

(
avr.di f f

(
agj , ui,gj

))
maxr

)
⇔ ui ∈ NN fa list (7)

where NN fa represents the final NN for a; w avr.min.sim is the weight of average minimum
similarity between a and NN fa; i = 1, 2, . . . , NN fa and j = 1, 2 . . . # of common g between
a and NN fa.

In this model, we assumed that the weight of NN fa on kNN (w.NN fa = (#NN fa)/
(# kNN)) had a significant role in enhancing the prediction accuracy by finding the proper
neighbors. Therefore, we chose the optimal value for similarity according to the lowest
MAE value and a suitable size of NN fa. The details are shown in Table 8.

From Table 8, it is notable that when k = 35, W.NNfa is distinct and higher than the rest
of the neighbors recorded when k was greater or less than 35. W avr min sim was more
significant than the remaining values, here w avr min sim = 0.5, with it, the minimum MAE
was recorded. PCC and COS had an avr min sim = 0.2 and 0.23, respectively, with their



Appl. Sci. 2021, 11, 6108 13 of 19

ideal neighbor sizes. In comparison, the UGSM model picked up suitable neighbors with a
smaller neighborhood size.
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Table 8. MAE, NNf, and w min sim of adaptive ML-20M dataset.

K-NN W. NNf W min sim MAE K-NN W. NNf W min sim MAE

20 6/20 = 0.3 0.4 0.592 65 29/65 = 0.44 0.2 0.54
25 11/25 = 0.44 0.3 0.57 70 33/70 = 0.47 0.4 0.56
30 12/30 = 0.4 0.4 0.59 75 33/75 = 0.44 0.3 0.56
35 22/35 = 0.62 0.5 0.54 80 33/80 = 0.41 0.4 0.54
40 22/40 = 0.55 0.3 0.56 85 35/85 = 0.41 0.3 0.57
45 24/45 = 0.53 0.3 0.54 90 39/90 = 0.43 0.4 0.56
50 24/50 = 0.48 0.3 0.57 95 41/95 = 0.43 0.5 0.56
55 26/55 = 0.47 0.5 0.57 100 41/100 = 0.41 0.3 0.54
60 27/60 = 0.45 0.3 0.54

For the R2-yahoo music dataset, Figure 5 shows the results of the prediction accuracies
of UGSM, PCC, and COS.

The accuracy of UGSM prediction is better when k = 45 and where MAE = 0.56.
Therefore, in the rest of the experiments, the value of k was fixed to 45. PCC had the lowest
MAE = 0.63 when k = 65; however, COS had a MAE = 0.61 when k = 55. Table 9 shows the
values of avr min sim for the R2-yahoo music dataset.

From Table 9, it can be seen that when k = 45, the W. NNf is high, and w avr min
sim = 0.54. PCC and COS had an avr min sim = 0.18 and 0.21, respectively, and a greater
MAE from their typical neighbor sizes. By comparing UGSM to the PCC and COS similarity
measures in both datasets, the results demonstrated that UGSM captured better similarity,
with a smaller neighborhood size and a small MAE. This result is a simple indication of
UGSM’s ability to choose correct neighbors.

Experiment 2: Prediction Accuracy

This experiment contains three parts:
The first part assessed the UGSM method’s performance according to the predicted

ratings’ accuracy by comparing it with PCC and COS. In the test stage, models produced a
list of predicted ratings utilizing the test datasets. Then, we compared the predicted ratings
to the original ratings in terms of MAE, predicted ratings’ level, and reliability between
users. All results are shown in Figure 6.

From the results in Figure 6, it is clear that the UGSM exceeds traditional similarity
measures in both datasets since it produced an exceptional accuracy according to all tested
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evaluation metrics. When the k was the optimal value in all models, UGSM’s accuracy was
significantly better than PCC and COS. Firstly, in Figure 6a (1) the results confirmed that
UGSM decreased the MAE to 14.0% against PCC and 10.0% against COS for the ML-20M
dataset. Secondly, Figure 6a (2) showed the P.L. of UGSM—22.0% and 17.0% better than
PCC and COS, respectively. Finally, Figure 6a (3), by applying the Rel L metric, showed
results and confirmed UGSM’s progress. It increased the Rel L between users by 14.0% and
11.0 % for PCC and COS. The same progress was obtained for the R2-yahoo music dataset.
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In the second part, we compared the UGSM with modern CF algorithms in CF-SV
according to Su et al. [36], the User-MRDC by Ai et al. [35], and the IOS by He et al. [52].
These studies used the ML1 dataset and MAE as the performance metric. Accordingly,
we measured the MAE value for the same dataset using UGSM. We compared our findings
to the results obtained in another study [36], where 3 to 150 neighbors were used. Table 10
shows the k neighbors tested in each algorithm, the number of neighbors, the k value at the
Min MAE, and the best MAE value obtained by the indicated algorithms. Figure 7 shows
the results.

From Table 10, it is striking that UGSM gives the lowest MAE with a dynamic number
of neighbors. From Figure 7, it is clear that the UGSM model has a better prediction
accuracy than the compared algorithms in terms of all neighbor sizes. Since the UGSM
does not directly depend on user ratings in selecting neighbors, its MAE is not affected
much when changing the size.

In the third part, we compared UGSM to the proposed algorithm in [37], the UW
algorithm, which has been compared to a variety of other approaches, including MSD, COS,
Jaccard, PIP, and CJMSD [37]. It was applied in experiments to the ML-1M dataset. Thus,
we used their dataset methodology with UGSM to compare them. Figure 8 demonstrates
the MAE values for the ML-1M dataset for UGSM and several methods; k from 10 to 50,
with increments of 5 per step.
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Table 10. Comparison of UGSM’s MAE to state-of-the-art algorithms.

State- of-Art Algorithms k Min MAE at Min MAE

CF-SV by Su et al. [36] 3 to 150 k = 20 0.685
IOS by He et al. [52] 3 to 150 k = 50 0.73

User-MRDC by Ai et al. [35] 3 to 150 k = 30 0.698
UGSM 3 to 150 0 < k < = 40 0.547

These results reflect the ability of UGSM to choose the appropriate neighbors for the
active user, based on the global user’s taste for the item genre, thus increasing the power of
the prediction model based on the local similarity among users.

5.4.2. Type 2: Experiment of Users with an Insufficient Number of Ratings

According to [21], the accuracy and quality of recommender systems decrease when
entity information is insufficient. To check UGSM accuracy, we checked artificial users by
establishing UGSM to handle only a few ratings from the datasets. Similar to the work
in [42], we used a number of ratings, from 2 to 20. Then, we employed UGSM, PCC,
and COS similarity measures to produce the predicted ratings; after that, we evaluated
the results using MAE. Due to the long execution time, we randomly selected 100 users
from each dataset to perform this experiment. Figure 9a,b shows the MAE for different
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methods outlined for a different number of ratings on ML-20M and R2-Yahoo music
datasets, respectively.

The results demonstrated that the UGSM behaves stably and produced better results
than traditional similarity measures for all numbers of ratings for both datasets. Moreover,
UGSM has notably better success than PCC and COS, even with very few available ratings,
such as when the number of ratings = 2, 3, or 4.
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Figure 8. MAE of the UGSM and the state-of-the-art studies for ML-1M dataset. The X-axis is
the K-NN and the Y-axis is the MAE value. The results in Figure 8 show that the UGSM model
outperforms the mentioned algorithms at all neighbor sizes. Unlike other methods, the UGSM is not
affected much when increasing neighbor sizea, as it is almost stable with different neighbor sizes.
When k = 50, most of the tested algorithms have improved accuracy. However, the UGSM accuracy is
still the best; the prediction accuracy was improved by 24% against the UW method, 17% against the
PIP method, and more than that against PCC and COS.
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6. Conclusions and Future Direction

In this study, a novel similarity measure has been suggested by exploiting the informa-
tion of item genre to cover user preference similarities, even for users who having a very
few available ratings. The study’s principal contribution is to produce user likenesses using
preferred item genre information, as users generally like specific genres. Hence, two classes
of user neighbors were determined to learn user relationships. The first class was the initial
neighbor group, which contains user relationships according to every genre separately,
who share their preferences with active users in a specific genre, based on average user
preferences. The second class is the final neighbors group, which includes users who share
their preferences in all genres with the active user.

Furthermore, we suggested two evaluation metrics to calculate the algorithm accu-
racy: the level of predicted ratings and the users’ reliability. We compared the UGSM to
two traditional similarity measures: PCC and COS, in terms of MAE, level of predicted
ratings, and user reliability to confirm UGSM performance. In addition, it was compared
with modern collaborative filtering algorithms that introduced user similarity measures.
Although the sparsity level was different in both tested datasets, UGSM performed stably
and delivered better results than traditional similarity measures with smaller neighborhood
sizes in regular user experiments and with users with few ratings.

Generally, in recommender systems, a similarity measure is used among users with a
sufficient number of ratings; and another action is used between users who did not cast
an adequate number of ratings. However, in this paper, the proposed model (UGSM)
delivered accurate results for both user types at the same time.

Future studies plan to integrate the item genre into the item-based collaborative
filtering algorithm to improve the item similarity measure and solve the cold-start problem.
Besides, examining how user characteristics can improve the accuracy of a user-based
CF algorithm.
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