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Featured Application: This research contributes toward the theoretical foundations of model-
based systems engineering (MBSE) through combining the mathematical, system theoretic frame-
work for MBSE developed by A. Wayne Wymore with the computational systems theory of Dis-
crete Event System Specification (DEVS). This research leads to internally consistent, holistic
modeling and simulation-based systems engineering and a science to MBSE.

Abstract: The objective of this research article is to re-introduce some of the concepts provided by A.
Wayne Wymore in his mathematical theory of Model-Based Systems Engineering, discuss why his
framework might have not been adopted, and define a potential path to modernize the framework
for practical application in the digital age. The dense mathematical theory has never been converted
to a practical form. We propose a path to modernization by creating a metamodel of Wymore’s
mathematical theory of MBSE. This enables explaining the concepts in simple to understand terms
and shows the internal consistency provided by the theory. Furthermore, the metamodel allows for
conversion of the theory into software application, for which we show some initial results that open
the research to the art of the possible. In recognition of limitation of the theory, we make the case
for a merger of the theoretical framework with the enhanced formalism of Discrete Event System
Specification (DEVS). This will establish a path toward the scientific foundations for MBSE to enable
future implementations of the complementary pairing and their empirical results.

Keywords: model-based systems engineering; MBSE; modeling & simulation; model and simulation-
based systems engineering; digital engineering; digital transformation; DEVS

1. Introduction

Recent thrust in the systems engineering (SE) community has been toward the use
of models to perform SE activities [1]. This change comes from a desired conversion
away from document-based SE (DBSE) to model-based SE (MBSE) to leverage potential
improvements such as traceability through authoritative sources of truth [2]. However, a
recent survey presented several obstacles to the adoption of MBSE in practice [3], allud-
ing, among others, to conceptual misalignment. In fact, models from the leading MBSE
language, the Systems Modeling Language (SysML), have been shown to have multiple
interpretations [4]. We argue that these barriers may be symptoms of a lack of a theoretical
foundation for MBSE. While current practices of MBSE provide digital representations
of the system model through descriptively linking elements within and related to the
system, they lack a formal underlying foundation, such as could be provided through
mathematical theory [5]. This is in contrast to more traditional engineering disciplines,
such as mechanical engineering or electrical engineering, where modeling tools leverage
formal mathematical foundations (e.g., finite element analysis and computational fluid
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dynamics). We contend that such foundations are necessary to enable a science-informed
approach to MBSE.

Several efforts in that direction were initiated several decades ago, including von Berta-
lanffy’s General Systems Theory [6], Weiner’s Cybernetics [7], Mesarovic and Takahara’s
general [8] and abstract systems [9] theories, Zeigler’s computational systems theory [10],
and Wymore’s Mathematical Theory of Systems Engineering [11]; after which no other
contribution at such scale has been completed. The SE community did not ground its
practice upon such foundation at the time and is reclaiming now a new wave of research
to unveil the theoretical foundations of SE [12–17]. This vision aligns with that of the
International Council on Systems Engineering (INCOSE), which has called for SE to “be
grounded in more rigorous foundations of mathematics” [1].

From a historical perspective, coining the term MBSE has been credited to A. Wayne
Wymore [18,19] through his mathematical framework for system design that he comprehen-
sively referred to as the Tricotyledon Theory of System Design (T3SD) [20]; a tricotyledon
refers to a triad of leaf-shaped spaces. In Wymore’s words, he created T3SD “to provide the
system theoretic foundations necessary to the study and practice of systems engineering”
and “to explicate mathematical system theory as the basis for the development of models
and designs of large-scale, complex systems consisting of personnel, machines, and soft-
ware” [20]. Conceptually, T3SD defines a mathematically guided process of engineering
systems through reliance on formal mappings between designs that have increasing tech-
nology dependence. The term “tricotyledon” originates in the distinctive three cotyledon
leaf configurations of the Buildability space, the Functionality space, and the Implementabil-
ity space. The subset of buildable designs that formally map to the subset of functional
designs constitutes the space of implementable designs. For simplicity, a visualization of
the conceptualization of Wymore’s T3SD is shown in Figure 1.
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which the design for the real system is selected.

Wymore defined three levels of system designs in T3SD: the functional system design
(FSD), the buildable system design (BSD), and the implementable system design (ISD). The map-
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ping between the design elaborations that comes with increasing technology dependences
allows for verification, validation, and evaluation between functionality and buildability of
the system.

Wymore believed that it would take decades or generations for his research to re-
ceive its due appreciation [21]. Upon Wymore’s passing, evidence of influence on the SE
community can be found in the literature [22]. In further review of the literature, some
provide reference to T3SD [23–27]. With Wymore being “often credited with introducing a
mathematical foundation for MBSE” [23], it should be assumed that the literature would
provide significant usage, enhancement, and reference to his research. However, as one
author states, Wymore’s framework is “difficult to translate” [28] and “hard to follow such
that only mathematicians are able to read it” [19]. While certainly dense in mathematical
equations, theory, and proofs, this should not preclude exploration of T3SD from the
SE community for usage as a foundation for modern MBSE and its necessary evolution.
However, we agree on the lack of digestibility of T3SD in its current form. Therefore,
with this research article we aim to bring awareness to T3SD and provide insights into its
modernization for practical application within the rapidly progressing digital paradigm
for engineering of systems.

We propose a simplified variant of Wymore’s framework, and thereby reclaim its
merit. SysML is used to capture key variables and their relationships in the form of a
metamodel. Study of T3SD led to extraction of equations from [20] and creation of the
metamodel. From the extracted equations and metamodel, we define possible practical
applications, discuss some limitations of T3SD. We then define a path to enhance T3SD
through merger with an alternate formalism. A natural choice for such a formalism is the
Discrete Event System Specification (DEVS).

DEVS is an evolutionary steppingstone from the overlooked T3SD that is grounded
in practice and well-studied. Recent research suggests that DEVS provides a path to
simulation basis for MBSE [5]. Furthermore, INCOSE has established a joint working group
with the International Association for Engineering Modeling and Simulation (NAFEMS)
directed toward reconciliation of systems modeling (MBSE) and simulation (DEVS) [29].
Also, the basis for the merger of T3SD and DEVS is well-founded as the “DEVS formalism
was defined as a specification for a subclass of Wymore systems” [10], which is a reference
to Wymore original research in his 1967 publication of the Mathematical Theory of SE [11].
We will discuss the possible future applications of this complementary pairing as well
as areas of Wymore’s research that require further understanding prior to defining its
applicability within the current digital paradigm. We then conclude that this research
provides a foundational contribution toward defining a science to modeling the engineering
of systems (i.e., science of MBSE) through a yet to be developed theory. This lays the
foundation for future implementation of the complementary pairing that will involve
empirical results.

2. Methods

Wymore’s mathematical theory of “Model-Based Systems Engineering” book provides
the most extensive treatment of T3SD [20]. Wymore was a proponent of Unicode [30],
which was intended to serve as a universal language for machines. As such, his work is
often challenging to interpret. Therefore, in this article, we attempt to balance between
Wymore’s use of Unicode and readability. From his book [20], equations consisting of
vectors were extracted. Some vector equations were deemed to be applications of the
theory rather than core to the theory. These are not included in this research article. The
included vector equations were deemed to be “core equations” to Wymore’s theory. For
simplification and communication purposes, we have created two of our own equations.
No information has been lost in the creation of the two equations. The equations increase
the digestibility of T3SD and, as such, their representations are used in the metamodel.
This is captured in a metamodel of T3SD. For our purposes, a metamodel is defined as a
model of a model. In this case, the full T3SD is a model of the engineering of systems and
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our metamodel is a concise abstraction of T3SD; meaning that we do not claim to capture
every relationship in T3SD. Capturing every relationship in T3SD is outside of the scope of
this research article. Furthermore, we do not define a formal ontological construct in this
article; and, as such, we distinguish the term metamodel from the term ontology, which are
often used interchangeably.

For creating our metamodel, SysML’s implementation in Cameo System Modeler ®

from Dassault Systems (Boston, MA, USA) [31] was used. Blocks were chosen to represent
elements of T3SD. Relationships between elements of T3SD are represented as a directed
relationship. For an explanation of how to read the T3SD model, refer to Figure 2. Flashlight,
Light Source, and Human are considered elements, which are represented as blocks. This
is read as Light Source is a component of a Flashlight and the Human provides input to
the Flashlight.
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To aid in following our research in this article, we provide the SysML activity diagram
in Figure 3. The activity diagram introduces various elements of T3SD as high-level terms.
These terms will be formally defined later in this article. Although not specified in the
diagram, iteration is possible at every stage returning to earlier activities. Other renditions
of the process that Wymore may have had in mind might be imaginable.
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Figure 3. A rendition of the activities involved in Wymore’s T3SD. These activities serve as a basis for the remainder of this
article, where further explanation of the activities is provided.

3. Results

In this section, we show how the metamodel was constructed with description of each
subset of relationships. This is followed by showing how T3SD is related to DEVS; thus,
enabling a convergence between the two.

3.1. A Systematic Description of the T3SD Metamodel

In this section, subsets of the metamodel are deconstructed to show how the overall
metamodel was constructed. This allows for an understanding of different relationships in
the metamodel, starting with the first subset in Figure 4). The full metamodel is shown in
Appendix A in Figure A1; supporting equations are shown in Appendix B; and crosswalk
between the equations and metamodel are shown in Appendix C Table A1. The remainder
of this section deconstructs the metamodel for clarity of interpretation.
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We begin by showing the first subset of the metamodel in Figure 4. The items in this
subset of the metamodel form the basis for the title and contents of the first four subsections
of Section 3.1. We follow this by reviewing the System Design Requirement (SDR). This is
followed by descriptions of the three spaces (cotyledons) that Wymore used to define
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the functional, buildable, and implementable spaces of system designs as well as their
distinctions and relationships. To conclude this section, we provide an illustration of T3SD
using the example of a flashlight to articulate the concepts.

3.1.1. The Problem Space (Wymore’s System Design Requirement)

Within T3SD, Wymore defined the SDR as the set of Input Output Requirement (IOR),
System Test Requirement (STR), Cost Requirement (CR), Performance Requirement (PR), Tradeoff
Requirement (TR), and Technology Requirement (TYR). The STR references the CR, TR, PR, and
IOR for tests conducted for the system design. The SDR are discussed in more detail in the
following sections from the perspectives of functionality, buildability, and implementability.

3.1.2. The Functionality Perspective (Wymore’s Functional Cotyledon)

The IOR describes the required input to output transformations that the system must
execute, yielding in this way a space of functional system designs. A Functional System
Design (FSD), which results from conducting a System Functional Analysis, describes the
functionality provided by a system. The FSD is independent of technology, is defined
prior to decomposition and allocation of system level requirements, and is the most ab-
stract representation of the system in T3SD. It is modeled as the combination of a state
machine that we refer to as the Functional System Model (Z), an Initial State (DSZ), and the
Time Scale (TSZ).

Selection of a specific FSD within the space of functional system designs is driven
by the PR. Whereas the IOR defines a space of functional system designs, PR defines
an order in such space. The PR is used as a mechanism to order the alternative FSDs
according to preferred consistency with satisfaction of the IOR [20]. This does not preclude
from conducting tests on more elaborate system designs; within T3SD, system tests are
conducted on the ISD, which contains the FSD.

These relationships are shown as a subset of the metamodel in Figure 5.
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3.1.3. The Buildability Perspective (Wymore’s Buildability Cotyledon)

The TYR describes the specification of the set of the physical (tangible -hardware,
software, etc.) components that are available to build the system. In this sense, this
type of requirements, which can be interpreted as predefined technologies that must
be used, is inconsistent with common guidelines for writing good requirements, since
they unnecessarily enforce design solutions [32–34]. Nevertheless, we include this type
of requirements here to faithfully represent T3SD. TYR yield a space of buildable system
designs. A Buildable System Design (BSD) represents a system formed by the interconnection
of physical components and, therefore, is technology dependent. The behavior of the
BSD emerges from the way in which its components are inter-connected to each other
and allocate the external inputs and outputs, modeled by the system coupling recipe (SCR).
This is Wymore’s concept of system coupling, defined as “a specification of the system
models to be coupled as components and a specification of which output ports of which
components are to be connected to which input ports of which components” [35]. Wymore
also introduced the concept of closure under coupling [35–37]. Closure under coupling
requires that the set of system models must be closed under the operation of constructing
the system resulting from a system coupling recipe, called the resultant (Z@) of the recipe.
This is a formal representation of the principal by which system models are able to be
hierarchically constructed through coupling of component system models. Wymore distin-
guished between a “component“ of a system and a “subsystem,” where the latter refers to a
subset of its state space that is not necessarily associated with any component in a coupling
recipe. Consistency of Wymore’s basis on the Moore state machine [38] enables measured
elaboration through homomorphic relationship from the resultant of a BSD (Z@) to the
system model (Z) of the functional design. However, a key aspect in Wymore’s framework
is that a BSD may or may not implement the functionality in FSD. This is because, as
presented, the space of BSDs is only shaped by TYR, with no influence of IOR.

Selection of a specific BSD within the space of BSDs is driven by the CR. Whereas the
TYR defines a space of BSDs, CR defines an order in such space. In Wymore’s words, CR is
used as a “means of which any two [alternative BSDs] can be compared consistently” [20].
These are not limited to traditional financial cost, but may also include acquisition timing
restrictions [39]. As with PR, this does not preclude from conducting tests on more elaborate
system designs; within T3SD, system tests are conducted on the ISD, which contains
the BSD.

These relationships are shown as a subset of the metamodel in Figure 6.
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3.1.4. The Implementability Perspective (Wymore’s Implementability Cotyledon)

The union of IOR and TYR yields the space of implementable system designs (ISDs). This
implies that the space of the implementable system designs is the intersection of the space
of FSDs with the space of BSDs. In essence, an ISD is a BSD that can exhibit the behavior of
a given FSD. The space of ISDs captures BSDs that implement the behavior of FSDs, which
then undergo production synthesis to serve as the basis for the real system [35]. Whereas not
every FSD will be buildable and not every BSD will provide the required functionality, the
ISD guarantees both conditions (which are necessary to produce a real system): a buildable
system (BSD) that has at least one system mode (ZS) with a homomorphic relationship to
the functional system model (Z) of the FSD. This is captured in the metamodel through the
implementation artifacts (IA) that, in addition to ZS, include a homomorphic mapping of states
(HS), homomorphic mapping of input (HI), and homomorphic mapping of output (HO).

Selection of a specific ISD within the space of ISDs is driven by the TR. Whereas IOR
and TYR define a space of ISDs, TR defines an order in such space. In Wymore’s words, TR
is used as a “means of which any two [alternative ISDs] can be compared consistently with
respect to a trade-off between the performance [PR] and cost [CR] requirements” [20]. As
indicated in [39], the required tradeoff may provide a preference toward performance over
cost, a preference toward cost over performance, or equal preference between performance
and cost.

These relationships are shown as a subset of the metamodel in Figure 7.
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3.1.5. Illustration of T3SD Concepts

For the practical illustration of the flashlight, let us consider a set of system require-
ments such that the system must provide at least certain level of light when receiving
a dedicated command, Pon, to do so and must provide no light when receiving another
dedicated command, Poff. We denote the no light condition and the minimum level of light
by L0 and L>=2, respectively. Furthermore, we define L0 and L>=2 to be mutually exclusive,
as are the pair Poff and Pon. The IOR define that, when Pon, the system provides L>1, and
when Poff, the system provides L0. Furthermore, L0 and L>1 are defined as different values
of a single output port and Poff and Pon as different values of a single input port.

The IOR defines the space of FSDs shown in Figure 8, where each state machine
represents one possible solution in the functionality space. Wymore selected the Moore
state machine [38] as the basis for the FSDs. For simplicity, we have considered six different
FSD’s, denoted by FSDi, with i = 1, . . . ,6. L3 denotes a level of light intensity higher than
L2, L0 denotes a level of light intensity lower than L1 but higher than no light, LS denotes
an intermittent light, and P denotes a single type of command. FSD1, FSD2, and FSD3 meet
the IOR and hence belong to the space of FSD, whereas FSD4, FSD5, and FSD6 do not meet
the IOR and hence do not belong to the space of FSD defined by IOR.
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Consider now two PR, such that more light intensity is preferred to less, and uniform
lighting is preferred to non-uniform lighting, and the latter is preferred over the former.
These requirements set an order on the space of FSDs such that FSD3 � FSD2 � FSD1.

The corresponding illustration of the functional perspective of an engineered flashlight
is shown in Figure 8.

Continuing with the flashlight example, let us consider a set of TYR such that the
available technologies include three different light sources (denoted by Z1, Z2, and Z3,
providing intensity levels L1, L2, and L3, respectively), one sounding alarm (denoted by Z4),
and two control systems (denoted by Z5, Z6, and Z7, providing one, two, and three input
values, respectively). These TYR give form to a space of BSDs formed by any meaningful
combination of Z1, . . . ,Z7. For simplicity, we only show five of such BSDs, which we denote
by BSDi, with i = 1, . . . ,5, and depict in Figure 8, where each pair of box with internal
blocks and state machine represent one solution in the buildability space. While those
solutions present behaviors, note that these are irrelevant in the buildability space and
only TYR are considered. This is why BSD3, representing a sound alarm, is considered an
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acceptable solution. Furthermore, in a real-world application, the state space of a coupled
model is the cross-product of the state sets of the components. Rather than show the
state space, we show the minimization of the result (Z@) of each BSD for simplification
of this illustration. The minimization of a system is its homomorphic image with the
least number of states [37].

Consider now two CR such that lower development cost is preferred over higher
development cost. These requirements set an order on the space of BSDs such that BSD1 >
BSD2 > BSD4 > BSD3 > BSD5, where > denotes preferred to.

The corresponding illustration of the buildability perspective of an engineered flash-
light is shown in Figure 9.
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Continuing with the flashlight example, we find the intersection of the space of
FSD and the space of BSD by evaluating the functionality of the systems in the space of
BSDs and buildability of the systems in the space of FSDs. These are shown in Figure 10,
where each pair block diagram/state machine represent one possible solution inside or
outside of the implementability space. For real-world application, a homomorphism is
a mapping from a subset of the cross-product of the components states of BSD to the
target system (FSD) where the subset can be shown to be a subsystem (i.e., closed under
state transitions). For simplification of this illustration, we show only a representation
of the homomorphic mapping of the resultant (Z@) of the BSD to the FSD. It can be seen
that BSD1, BSD2, and BSD3 do not present any mode of behavior that is homomorphic to
solutions in the space of FSD, since the inputs of BSD1 and BSD3 and the outputs of the
three of them are different from those required by the IOR. Therefore, BSD1 and BSD2 do
not belong to the space of ISDs. Similarly, it can also be seen that FSD2 does not have a
corresponding BSD. Therefore, FSD2 does not belong to the space of ISDs.
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possible solution inside the implementability space. This figure is used only to support our narrative to explain Wymore’s
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The functionality of BSD4 is, however, directly mappable to FSD1, and hence BSD4
belongs to the space of ISDs; and we denote it by ISD1. BSD5 has a mode of behavior that is
mappable to FSD1 (when Pon2 is unused) and a mode of behavior that is mappable to FSD3
(when Pon1 is unused). Both solutions belong to the space of ISDs and we denote them by
ISD2 and ISD3, respectively. Furthermore, because no solution in the BSD implements a
mode of operation that is homomorphic to the behavior of FSD2, FSD2 stays outside of the
space of ISDs.

Consider now TR that (simplistically stated) lower cost takes precedence over higher
light. (A detailed description of different types of TR can be found in [40].) This requirement
sets an order on the space of ISDs such that ISD1 > ISD2 = ISD3, where > denotes preferred
to and = denotes indifference.

The corresponding illustration of the implementability perspective of an engineered
flashlight is shown in Figure 10.

3.2. A Brief Review of DEVS and Associated Formalism

At this point, we provide a short overview of the DEVS formalism and its relation
to general systems theory. The DEVS formalism, introduced in 1976 [41], serves as the
basis for the Theory of Modeling and Simulation. A brief summary of the set theoretic
formulation appears in Appendix D. Please refer to [10] for a recent, complete presentation
of these concepts.

3.2.1. Overview of the DEVS

The DEVS formalism formalizes what a model is, what it must contain, and what
it does not contain (for instance, experimentation and simulation control parameters are
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not contained in the model). Moreover, DEVS is universal and unique for discrete-event
system models. Any system that accepts events as inputs over time and generates events
as outputs over time is equivalent to a DEVS model. With DEVS, a model of a large system
can be decomposed into smaller component models with couplings between them. The
DEVS formalism defines two kinds of models: (i) atomic models that represent the basic
models providing specifications for the dynamics of a system components, and (ii) coupled
models that describe how to couple several component models (which can be atomic or
coupled models) together to form a new model. This hierarchical construction stems from
the proof that a coupled model behaves like an atomic model due to DEVS formalism’s
closure under coupling which is strongly linked to systems being well-defined [36].

An atomic DEVS model can be considered as an automaton with a set of states and
transition functions allowing the state to change when an event occurs or due to the
passage of time. When no events occur, the state of the atomic model is updated by the
internal transition function upon expiration of its lifetime. When an external event occurs,
the atomic model intercepts it and changes its state by applying its external transition
function. The lifetime of a state is determined by a time advance function. Each state
change can produce output messages via the output function. Examples of such DEVS
models, including atomic and coupled models in operation, can be found in [10].

An abstract simulator algorithm is associated with the DEVS formalism in order to
execute the structure of a model to generate its behavior. This technology-free abstract
simulator standard enables DEVS models to be simulated on multiple different execution
platforms, including those on desktops (for development) and those on high-performance
platforms (such as Clusters or High Performance Computers).

The DEVS formalism includes continuous, parallel, coupled, networked, and Markov
modeling (probabilistic) [10]. The DEVS formalism has been demonstrated for SoS
application [42,43]. Furthermore, the basis of DEVS on Wymore’s system definition sug-
gests that the foundation for the pairing of DEVS with T3SD is already present [10].

The Iterative System Specification and its relation to the DEVS formalism enables defin-
ing various continuous, discrete, and hybrid models for which simulations are possible [10].
The concept of system coupling has been proven within DEVS to allow for coupling of
both discrete and continuous systems through closure under coupling [36]. The Iterative
Specification of DEVS also allows for use of morphisms to maintain measured consistency
and deviation throughout the specification of the various system models [10].

3.2.2. Hierarchy of System Specifications and Associated Morphisms

The essence of modeling lies in establishing relations between pairs of system descrip-
tions. Such relations pertain to a variety of situations exemplified by:

• the validity of representation of a real system by a model,
• the validity of a simplified model relative to a more complex model from which it is

derived,
• the validity of a system description at one level of specification relative to a system

description at a higher or lower level, and
• the correctness of a simulator with respect to a model that it is simulating.

Table 1 identifies seven basic levels of system specification forming a Systems Specifi-
cation Hierarchy. The fourth column gives an example of a system specification at each
level applied to a flashlight. At each level we know some important things about a system
that we did not know at lower levels.
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Table 1. Informal Description of the Levels of System Specification.

Level Specification Name What We Know at This Level Example: An Engineered Flashlight System

0 I/O Frame How to stimulate the system with
inputs; what variables to measure
and how to observe them over a
time base;

The flashlight has inputs and outputs at external
black-box level, input set of symbols representing
pressing on (Pon) and pressing off (Poff); and the
output set of symbols for light intensity (L2 and L0).

1 I/O Relation Time-indexed data collected from a
source system; consists of
input/output pairs

For each input that the flashlight recognizes, the set
of possible outputs that the flashlight can produce

2 I/O Function Knowledge of initial state; given an
initial state, every input stimulus
produces a unique output.

Assuming knowledge of the flashlight’s initial state
at the onset of its operational lifecycle, the unique
output time segment response to each input
time segment.

3 I/O System How states are affected by inputs;
given a state and an input what is
the state after the input stimulus is
over; what output event is
generated by a state.

How the flashlight transits from state to state under
input signals and generates output signals from the
current state

4 Structured System The I/O System state is described in
terms of a cross-product of state sets,
such as a point in a vector space.

The description of the flashlight transits from state
to state under input signals in terms of a point in a
real valued vector space as in a linear
state-based system.

5 Multi-component
System

The system is specified as
composition of components whose
outputs are directly linked to inputs
of other components

A description of a flashlight’s I/O behavior in terms
of components and their direct interaction in the
manner of a cellular automaton (Game of Life).

6 Network of Systems Components and how they are
coupled together. The components
can be specified at lower levels or
can even be structure systems
themselves—leading to hierarchical
structure.

A description of a flashlight’s I/O behavior in terms
of components, such as batteries and lightbulbs, and
their interaction by spikes in voltage is at this level.

At the lowest level, the source level identifies a portion of the real world that we wish
to model and the means by which we are going to observe it.

At the next level, the data level is a data base of measurements and observations
made for the source system. When we get to Level 2, we have the ability to recreate this
data using a more compact representation, such as a formula. Since typically, there are
many formulas or other means to generate the same data, the generative level, or particular
means or formula we have settled on, constitutes knowledge we did not have at the data
system level. When people talk about models in the context of simulation studies, they are
usually referring to the concepts identified at this level. That is, to them a model means a
program to generate data.

At the last level, that of Networked Systems, we have a very specific kind of generative
system. In other words, we know how to generate the data observed at Level 1 in a more
specific manner in terms of component systems that are interconnected together and whose
interaction accounts for the observations made. When people talk about systems, they
are often referring to this level of knowledge. They think of reality as being made up of
interacting parts so that the whole is a function of its parts. Although some people use
the term ‘subsystems’ for these parts, we call them component systems within the DEVS
formalism (and reserve the term subsystem for another meaning in this paper).

The System Specification Hierarchy is a useful starting point for system modeling since
it provides a unified perspective on what are usually considered to be distinct concepts.
From this perspective, there are only three basic kinds of problems dealing with systems
and they involve moving between the levels of system knowledge. Figure 11 identifies
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basic levels of system specification forming a Systems Specification Hierarchy with arrows
directing their associated morphisms. At each level we can know, or can specify, important
things about a system that are not knowable, or specifiable, at lower levels.
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Based on the arrangement of system levels shown in Figure 11, we distinguish between
vertical and horizontal relations. A horizontal relation is called an association mapping. It
takes a system at one level of specification and elaborates it or abstracts it at another level of
specification. The motion in the direction from Level 6 (Network of Systems) to Level 0 (I/O
Frame) formally represents the process by which a simulator generates the behavior of a
model. While the vertical association of specifications is straightforward, the association in
the horizontal direction from Level 0 (I/O Frame) to Level 6 (Network of Systems) is much
less so because travel in this direction requires acquisition or specification of additional
system knowledge. In other words, it is possible that many structures exhibit the same
behavior. Thus, recovering a unique structure from a given behavior is not possible except
in special circumstances, called justifying conditions. For a complete description of the
justifying conditions enabling structural inference, see [41].

The general concepts of homomorphism and isomorphism relate to the vertical relations
which relate system models at the same level of specification. Corresponding to each of
the various levels at which a system may be known, described, or specified, is a relation
appropriate to a pair of systems specified at that level. We call such a relation a preservation
relation or system morphism because it establishes a correspondence between a pair of
systems whereby features of the one system are preserved in the other.

For system morphisms, we take the point of view illustrated in Figure 12, where S
represents a “big“ system and S‘ a “little“ system. For example, S could be a base model
and S‘ a lumped model. Accordingly, the basic orientation is that a part of the behavior
of the big system S is mapped on the little system S‘ and the morphism is taken to be
surjective. System S‘ therefore represents part of the system S with a certain degree of
accuracy (Figure 12a). On the other hand, we also may employ mappings which go in the
other direction, i.e., from the small system to the big one and we have an injective mapping.
This ensures that all the behavior of small S‘ is covered by big S (Figure 12b).
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Morphisms appropriate to each level of system specification are defined such that
higher level morphisms imply lower level morphisms. This means that a morphism which
preserves the structural features of one system in another system at one level, also preserves
its features at all lower levels. For example, consider a morphism between systems at
the I/O System Level in Figure 10. This morphism must be defined so that it induces
a morphism at the I/O Function Level between the associated systems at that level and
indeed, between the associated systems at the I/O Relation and I/O Frame levels. For a
complete description of the morphisms defined for each adjacent pair of levels, see [10].

3.3. Pairing T3SD with DEVS

In this section, we provide the case for merging the T3SD framework with the DEVS
formalism. To do this, we must first acknowledge some limitations of the current formalism
of the T3SD framework within the context of modern SE.

The first is that T3SD is discrete and deterministic modeling. While all systems can be
modeled as discrete systems, the margin of error may increase to the point of becoming a
useless representation of the real system [10]. Additionally, modeling SE aspects such as
the “ilities” (e.g., reliability and availability) and risk, in need of theoretical foundations for
SE [17], requires the adoption of stochastic, probabilistic models. While Wymore’s original
Mathematical Theory of SE was based on differential equations [11]; he had been working
to add continuous systems to his MBSE framework [21] and recognized the need for
event-based system specification [personal communication between Wymore and Zeigler,
co-author in this paper]. Unfortunately, such research was left unfinished. Therefore, to
modernize T3SD in this area, formalism must be added such as to enable continuous,
probabilistic, and discrete event modeling.

The second is a potential limitation in T3SD admitted by Wymore. The explicit use
of Wymore’s system coupling recipe (SCR) may have some limits; “in the SCR where the
components in [the vector of systems to be coupled] are not discrete, the coupling function
may not exist” [20]. Therefore, we suggest that for T3SD to be modernized, the concept of
coupling must be further explored.

The third is that of simulation. It is not unfounded that Wymore’s T3SD be paired with
simulation. Wymore’s use of system coupling has been credited for providing the system
theoretic foundations for modeling and simulation [44]. Although this was in reference to
Wymore’s first book on the Mathematical Theory of SE [11], simulation of the Moore-based
state machines of T3SD is straight forward. Furthermore, Wymore acknowledged the
necessity of a minimal system model in his article on reuse of commercial-off-the-shelf
(COTS) parts, which “will make is easier to prove equivalence and therefore facilitate
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reuse” [37]. The concept of a minimal system model is foundational to the Theory of
Modeling and Simulation [41]. Additionally, some initial capability of modeling and
simulation support for T3SD was provided in Chapter 12 of [45]. Furthermore, simulation
based on Wymore’s Mathematical Theory of SE [11] was formalized as the General Systems
Theory (GEST) Simulator in [46] and later implemented in [47]. The modelling world view
of GEST is based on the axiomatic system theory of Wymore [11,48]. GEST is a model and
simulation specification language, therefore a GEST program is highly descriptive and acts
as a documentation (for communication among humans) as well as a specification (for
man-machine communication) [47]. This provides further evidence toward justification of
convergence of Wymore’s T3SD with simulation.

As stated previously, the modernization needs of T3SD include formalisms beyond
discrete and deterministic, further exploration of system coupling, and addition of simula-
tion capability. DEVS provides all of these. The following sections show the relationships
between T3SD and DEVS.

3.3.1. DEVS-Based Experimental Frame for Simulation of T3SD

Within DEVS, the concept of an experimental frame is used to define the context from
which a simulation program is produced. The concept of an experimental frame has been
used to indicate the simulatable nature of T3SD, as provided in Chapter 12 of [45]. A
rendition of this is shown in Figure 13 below.
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Figure 13. A description of the relationship between T3SD and simulation. The problem is an input to T3SD from
stakeholders. The output from T3SD is the specification of required input/output (I/O), the required performance of the
systems design (Performance Index), plan for testing the system design (Test Plan), and discrete event representations of the
system design (System Design).

For an interpretation of Figure 13, the inputs to T3SD, such as the problem, are
provided from the client and design team (i.e., stakeholder); and outputs from T3SD
provide the basis for the simulation program. The I/O Spec is the input/output requirement
(IOR). The Performance Indexes are the performance requirements (PRs). The test plan
is the system test requirement (STR). The system designs are the FSD, BSD, and ISD.
This representation was used in [45] and suggests that a pairing of T3SD with DEVS is a
natural convergence. This pairing will enable a holistic simulation to the modeling of the
engineering of systems.

3.3.2. T3SD Association with DEVS

The objective of this section is to provide mapping of some of the concepts between
T3SD and DEVS such that we can derive a framework that contains the advantages of each.
In doing so, it is necessary to completely map all concepts from both frameworks, but those



Appl. Sci. 2021, 11, 4936 17 of 25

that conceptually overlap. As such, we have found some alignment between the hierarchy
of system specification of DEVS and some concepts of T3SD. Concepts from DEVS that do
not inherently map to T3SD include the system modeling formalism formalisms for a multi-
component system and structured systems. Concepts from T3SD that do not inherently
map to DEVS include the requirements for performance (PR), cost (CR), and tradeoff (TR).
These distinctions stem from DEVS having a defined purpose of system model specification,
which includes a need for additional formalism beyond what is included in T3SD, and
T3SD having a defined purpose of modeling the engineering of system, which includes
a need for formal modeling of the problem space that allows for distinguishing between
system models that acceptable from those that are not. As stated previously, system testing
is something we will explore in future research.

From the DEVS and Hierarchy of System Specification review and Wymore’s system
theoretic foundations for modeling and simulation [44], we claim that a partial mapping
between T3SD and DEVS is possible. A conceptual overlay of some of the concepts used in
T3SD and DEVS to define the hierarchy of system specification is shown in Figure 14.
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The input/output requirement (IOR) of T3SD can be mapped to the I/O frame, I/O
relation, and I/O function of DEVS; the functional system model (Z), functional system
design (FSD), buildable resultant system model (Z@), and implementable system mode
(ZS) can be mapped to the I/O system of DEVS; and the buildable system design (BSD) and
implementable system design (ISD) can be mapped to the Network of systems of DEVS.
As stated previously in this section, there does not appear to be a mapping from T3SD to
the structured system or multi-component system models of DEVS. With this conceptual
mapping between the T3SD framework and the DEVS formalism, we are able to set the
foundation for the convergence.

4. Discussion

In this article, we have defined and described a metamodel and to associated practice
of using T3SD. We have also described an overview of DEVS. This led to a description of
DEVS-based simulation framework for T3SD and mapping between T3SD and DEVS. Here
we provide a recommendation for a path to convergence.

The T3SD framework is focused on the modeling of the engineering of systems. A
major aspect of SE is problem formulation. The T3SD framework defines the problem
space through the set of system design requirements (SDR). We recommend using this as
the starting point for problem formulation. With the exception of the IOR, we recommend
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using the performance (PR), cost (CR), technology (TYR), and tradeoff (TR) requirements
for problem formulation. The structure of these requirements allows for defining the
problem space and separating the systems (models) that are acceptable from those that
are not.

The I/O frame, relation, and function of DEVS provide an incremental process that
leads to establishing simulatable system models. The IOR of T3SD is not expressly focused
on simulation. Therefore, where simulation is desired, the DEVS formulation should serve
as the basis over the IOR of T3SD.

As we showed in Figure 14, the I/O system is mapped to multiple aspects of T3SD. In
this case, all of the identified aspects of T3SD are system models represented as single state
machines. The I/O system of DEVS accounts for simulation capability that does not appear
to be inherent in T3SD. The I/O systems inherently account for a transition state from
the receipt of an input to a state of production of output. This capability is not expressly
defined as being a part of the simple Moore-based state machines of T3SD. Therefore, the
recommendation is to use the I/O system of DEVS in place of the functional system model
(Z), functional system design (FSD), resultant system model (Z@), and system mode (ZS)
of T3SD.

The BSD, with its system coupling aspect (SCR) of T3SD, is approximately equal
to the network of systems within DEVS. Because the ISD contains the BSD, we mapped
both to the network of systems. However, as a recommended convergence between T3SD
and DEVS, the ISD should be a vector containing a network of systems representing the
buildable system (BSD), I/O system representing the system mode(s) (ZS), I/O system
representing the functional system (FSD and Z), and the morphic mapping between all the
system models.

Future research should be focused on defining and providing holistic demonstration of
the merged methodology between T3SD and DEVS. This is expected to require T3SD to be
implemented as a software program. From this, comparison to the many DEVS implemen-
tations and updates toward a merged software implementation is possible. Furthermore,
this future research could entail and enable empirical assessment and comparison to other
research efforts toward a scientific foundation for MBSE.

5. Conclusions

Among the contributions of this research, this article provides the first ever simplified
representation (i.e., metamodel) of Wymore’s mathematical theory for MBSE (i.e., T3SD).
This representation was provided as a metamodel in SysML and will serve as the basis for
much future research. This research article provides the case for merging T3SD framework
with DEVS formalism. With this natural convergence of the two, modeling of the engineer-
ing of systems will include discrete formalism, continuous formalism, coupling of discrete
and continuous formalisms, probabilistic formalism, modeling SoS, and simulatable system
models among other benefits. This path to modernization of T3SD will enable consistency
through the modeling of the SE process; understanding of emergent behavior; holistic
simulation of systems; and define the basis for a scientific foundation to MBSE.
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Appendix A. Complete Metamodel of Wymore’s T3SD

The image shown in Figure A1 is the complete metamodel of T3SD. The SysML
capability of <<stereotype>> identifiers, located at the top of each element, define the
respective category.
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Appendix B. Core Equations for T3SD

The basic mathematical definition of a discrete system model in T3SD is defined as a
quintuple [20]:

Z = (SZ, IZ, OZ, NZ, RZ), (A1)

where Z is the name of the system, SZ is the set of its states, IZ is the set of its inputs, OZ
is the set of its outputs, NZ is its next state function, and RZ is its readout function that
specifies the outputs for each state.

Another layer to this system model must be added for comparisons to system elabora-
tions. This is the functional system design (FSD). Further clarity will arise from discussion
of the metamodel in the next section. For this, the FSD is provide and defined as a
3-tuple [20]:

FSD = (Z, DSZ, TSZ), (A2)

where Z is the minimum model of the system, DSZ is the initial state, and TSZ is the discrete
timescale of the system.
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A design that implements FSD is said to be buildable [35]. The buildable system
design (BSD) is used to define an elaboration from Z and FSD. FSD is formally defined
as [20]:

BSD = (Z@, SCR), (A3)

where SCR is the system coupling recipe used to define connectivity of components,
subsystems, and systems; and Z@ is the resultant system from the coupling. The Z@ of BSD
is homomorphically compared to the Z of FSD to establish measured elaboration. Further
clarity will arise from discussion of the metamodel in the next section. The SCR is formally
defined as [20]:

SCR = (VSCR, CSCR), (A4)

where VSCR is the vector systems to be coupled and CSCR is the system connectivity
between outputs and inputs. Wymore described the SCR as “the mathematical theory of
system coupling: how systems can be put together by input/output relationships to create
hierarchical models of more complex systems” [20]. What is not shown in this equation
is that VSCR consists of minimal models consistent with Equation (A1). This is critical for
understanding emergent behavior, which was discussed earlier in this article.

A design that defines BSD is said to be implementable [35]. The implementable system
design (ISD) is used to define the real system and provides a homomorphic mapping
between the increasingly technology dependent elaborations of the system design. ISD is
formally defined as [20]:

ISD = (Z, DSZ, TSZ, Z@, SCR, ZS, HS, HI , HO), (A5)

where Z is the system model; DSZ is the initial state; TSZ is the discrete timescale of the
system; SCR is the system coupling recipe used to defined connectivity of components, sub-
systems, and systems; Z@ is the resultant system from the coupling; ZS are the components,
subcomponents, and modes of the real system; HS is a homomorphic mapping between
states for the levels of abstraction; HI is a homomorphic mapping between inputs for the
levels of abstraction; and HO is a homomorphic mapping between outputs for the levels of
abstraction. In regard to the use of homomorphism, Wymore stated that “system models
must also support . . . functionality preserving simplification and elaboration. One system
model is a homomorphic image of another system model if and only if they have the
same functionality (but the homomorphic image system model might be simpler and/or
“smaller” and the other may be “larger” or more elaborated)” [35].

Wymore referred to the last four items in Equation (A5) as the “implementation
artifacts” [20]. Therefore, we have created a new equation to capture this part of the ISD
which is defined as:

IA = (ZS, HS, HI , HO), (A6)

where ZS are the components, subcomponents, and modes of the real system; HS is a
homomorphic mapping between states for the levels of abstraction; HI is a homomorphic
mapping between inputs for the levels of abstraction; and HO is a homomorphic mapping
between outputs for the levels of abstraction. Note, this creation of our own aids in
explaining the metamodel and therefore digestibility of Wymore’s T3SD.

Additionally, we note that the first five items in Equation (A5) are the same as that
of Equations (A2) and (A3). Therefore, we chose to create another equation that is a
simplification of Equation (A5). Note, this creation of our own aids in explaining the
metamodel and therefore digestibility of Wymore’s T3SD. This new equation is defined as:

ISD = (FSD, BSD, IA), (A7)

where FSD is the functional system design, FSD is the buildable system design, and IA
are the implementation artifacts. The ISD is considered to be a representation of the real
system and includes a mapping between levels of abstractions through the IA.
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Wymore also defined a mathematical equation of the problem space for system design
as the system design requirement (SDR). This equation is defined as [20]:

SDR = (IOR, TYR, PR, CR, TR, STR), (A8)

where IOR is the input/output requirement, TYR is the technology requirement, PR is the
performance requirement, CR is the cost requirement, TR is the trade-off requirement, and
STR is the system test requirement. The requirements in SDR are used in the metamodel to
show relationships between the various designs The IOR is further defined in the following
equation [20]:

IOR = (OLR, IR, ITR, OR, OTR, ER), (A9)

where OLR is the operational life requirement, IR is the set of inputs, ITR defines the input
trajectories, OR is the set of outputs, OTR defines the output trajectories, and ER is the
eligibility function which maps eligible sets of output trajectories to be produced from sets
of input trajectories. The IOR is critical to showing a relationship between T3SD and DEVS.
This will be discussed further in later sections. The IOR concludes the list of core equations
from [20].

Appendix C. Cross-Walk between Metamodel and Equations of T3SD

The image shown in Figure A1 is the metamodel of T3SD. Most acronyms have
been spelled out previously in this article. However, for clarity of the metamodel and
completeness of this section, all acronyms are spelled out in Table A1 along with pairing of
corresponding equations:

Table A1. The acronyms and their associated equations.

Acronym Meaning Associated Equation(s)

FSD Buildable system design Equations (A3) and (A4)
CR Cost requirement Equation (A8)

DSZ Initial state Equation (A2)
FSD Functional system design Equations (A1) and (A2)
HI Homomorphic mapping of inputs Equations (A5)–(A7)
HO Homomorphic mapping of outputs Equations (A5)–(A7)
HS Homomorphic mapping of states Equations (A5)–(A7)

IA Implementation artifacts
Enables measured elaboration through homomorphic mapping Equations (A5)–(A7)

IOR Input/output requirement Equations (A8) and (A9)
ISD Implementable system design Equations (A5)–(A7)
IZ Set of inputs Equation (A1)
NZ Next state function, maps inputs to states Equation (A1)
OZ Set of outputs Equation (A1)
PR Performance requirement Equation (A8)
RZ Readout function, maps outputs to states

SCR System coupling recipe
Coupling of system components Equations (A3) and (A4)

STR System test requirement Equation (A8)
SZ Set of states Equation (A1)

TSZ Discrete timescale Equation (A2)
TYR Technology requirement Equation (A8)

Z Minimum system model Equations (A1) and (A2)

ZS System mode, component, or subsystem (Used to represent
system modes throughout the article) Equations (A5)–(A7)

Z@ Resultant system model from coupling of components Equations (A3) and (A4)
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Appendix D. Introduction to Discrete Event System Specification (DEVS)

Adapted with permission from special issue on Advances in Modeling and Simulation
Theory (TMS) follows the first conference (DEVS Francophone Days) organized by the
DEVS (RED) network [49].

The DEVS formalism provides a rigorous formal framework to integrate different
formalisms or modeling methods and to define the algorithms of their simulators. The
DEVS formalism and its variations allow the system to be described from unambiguous
modeling (model) and simulation (simulator) semantics. Here we provide a brief review of
the DEVS formalism as it was first defined (known as Classic DEVS) and then as extended
to full parallel simulation capability (Parallel DEVS).

DEVS is based on the definition of two types of modeling components: the atomic
models M (Equation (A10)) and the coupled models N (Equation (A11)).

Atomic models describe the behavior of the system to be studied using behavioral
functions. M evolves according to occurrences of events that generate transitions of internal
or external states. It’s a kind of state machine.

The atomic model M is defined by the tuple:

M = <X, Y, S, ta, δint, δext, λ>, (A10)

with:

• X: all the ports of entry;
• Y: the set of output ports;
• S: all the states of the system;
• ta: the function of advancing the time (or lifetime of a state);
• δint: the internal transition function. It makes it possible to go from a state s1 at time

t1 to a state s2 at time t2 as long as no external event occurs during the life time of
state ta(s1);

• δext: the external transition function. It specifies the change of state (transition from
state s1 to state s2) when an external event occurs (x) before ta (s1) has elapsed; Q is
the set of states such that {(e, s) | s in S, 0 ≤ e ≤ ta (s)}; e is the time spent in the state.

• λ: the output function;

Coupled models (N) describe the structure and set a priority between components
of the model thanks to an adapted function named “select”. They define how component
models are interconnected (atomic or coupled) to form a new model (coupled). A hierarchy
of composition is possible. A coupled model includes the following information:

• the set of models that compose it, D,
• all the input ports that will receive the external events X,
• all the output ports that will emit the Y events,
• Couplings to input ports and output ports of the models that make up the coupled

model.
• N has the following structure:

N = <X, Y, D, {Md/d in D}, EIC, EOC, IC, Select> (A11)

The definitions of X and Y are identical to those of the atomic model. D is the set
of component names (models) of the coupled model. Md is an atomic or coupled DEVS
model. The variables representing the inputs and outputs of the model will be indexed by
the model identifier. The inputs and outputs of the coupled model are connected to the
inputs and outputs of the models that make up the coupled model. EIC represents the set
of ipN input ports of the coupled model connected to the ipD input ports of the component
models. We have the same situation for EOC output ports. Within the coupled model, the
outputs of one model can be coupled to the inputs of the other IC models. An output of a
model cannot be coupled to one of its inputs.
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Several modeling components can be interconnected with each other in a coupled
model and simultaneous events can occur. However, in its original formulation, the DEVS
formalism requires to break the causal link between components in the case of simultaneous
events. If several interconnected components influence each other, the influencer output
events will not be received by the influencers at the same time. This results from the
definition of the “select” function preventing any possibility of simultaneity in the original
DEVS model. In addition, an external event may occur on the input ports of a model
component at the same time as triggering the internal transition. There is thus conflict and
the taking into account of this conflict must be described in an algorithm under the control
of the modeler. The conceptual limits implied by this competition are detailed in [50]. The
PDEVS formalism [51] has been proposed to overcome them.

The PDEVS (Parallel Discrete EVent System Specification) formalism is an extension
of the DEVS formalism. It is completed with a function (δcon) whose objective is to allow
the modeler to manage conflicts occurring between internal and external events (δint, and
δext functions). PDEVS also includes a mechanism (bag-type data structure, Xb) to handle
simultaneous input events. This new set allows collecting events emitted at the same time.
Thus, PDEVS formalism, allows expressing several external events on the same date. These
events are collected and stored in sets of events occurring at the same time. The outputs
made by the “imminent models”, that is to say the conflicting models at a given instant for
which an internal transition is provided at the same time are stored in a subset of entries
noted Xb. Each of the events of the set Xb is identified by its time of occurrence. No order
relationship is recommended for events belonging to the same set. It is thus possible to
authorize and count the simultaneous events on each input port X. Taking account of the
events of the set is only allowed after the internal transitions of all the imminent models.
As a result, external transitions are realized by sets representing the aggregated response
of simultaneous events.

The atomic model PDEVS M is described by a tuple:

PDEVS M = <X, Y, S, ta, δcon, δint, δext, λ> (A12)

where:

• X is the set of input ports and input values,
• Y is the set of output ports and output values,
• S is the set of partial states of the system,
• ta: is the function of advancing time,
• δint: is the internal transition function,
• δext: is the external transition function where Xb is the set of input bags belonging to

X, Q is the set of total states, Q = {(s, e) | s in S, 0 ≤ e ≤ ta (s)}, where e is the elapsed
time since the last transition to state, s

• δcon: the confluent function,
• λ: the output function

In the same way as for the classic version of DEVS, in the absence of events on the
input ports, the model retains a passive state until the next event triggering the internal
transition (δint). An output is then generated by the output function (λ), followed by the
execution of the internal transition function (δint).

If an external event occurs on one of the input ports before the scheduled time for
the internal transition, the system state changes to δext (s, e, xb). Unlike a classical DEVS
approach, the external transition recalculates the s state from the event sets Xb) from one
or more PDEVS models. If an input event occurs at e = ta (s), the simulator calls the
function δcon(s, e, xb). The behavioral algorithm of the confluence function δcon must be
implemented by the modeler. By default δcon = δext(δint (s, e), 0, xb)), thus giving priority
to the internal transition during a conflict in a PDEVS model.

At the simulation level, one of the important properties of the DEVS formalism is that
it automatically provides a simulator for each of the models. The DEVS formalism makes
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an explicit distinction between modeling and the simulation algorithms that enable any
DEVS model to be simulated without the need to implement a specific simulator. This is
the notion of abstract simulator.

Each atomic model is associated with a simulator responsible for managing the behav-
ior of the model, and each coupled model is associated with a coordinator responsible for
the temporal synchronization of the underlying models. The set of modeling components
is managed by a specific coordinator named root which centralizes and organizes the
schedule of the simulation. The schedule is a data structure composed of events classified
in a chronological order, the head of the schedule representing the immediate future, and
the tail the more distant future. Simulation consists of changing the states of the models
over time according to the events.

Finally, another advantage of the formalism is that it is highly compatible with the
properties of object-oriented languages.
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