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Abstract: The over-the-top (OTT) market for media consumption over wired and wireless Internet is
growing. It is, therefore, crucial that service providers and carriers participating in the OTT market
analyze consumer traffic for pricing, service delivery, infrastructure investments, etc. The OTT market
has many consumer groups, but the proportion of users is not consistent in each. Furthermore, as
multimedia consumption has increased owing to the COVID-19 epidemic, the OTT market has
changed rapidly. If this is not reflected, the analysis will not be accurate. Therefore, we propose a
framework that can classify consumers well based on actual OTT market environment conditions.
First, by applying our proposed conditional probability-based method to basic machine learning
techniques, such as support vector machine, k-nearest neighbor, and decision tree, we can improve the
classification performance, even for an imbalanced OTT consumer distribution. Then, it is possible to
analyze the changing consumer trends by dynamically retraining the incoming OTT consumer data.
Conventional methods result in low classification accuracy in low-number classes, but our method
shows an improvement of 5.3–19.2% based on recall. Moreover, conventional methods have shown
large fluctuations in performance as the OTT market environment has changed, but our framework
consistently maintains high performance.

Keywords: consumer analysis; cost-sensitive learning; imbalanced dataset; machine learning; over-
the-top; training data update

1. Introduction

Digital media consumption worldwide is exploding alongside wired and wireless
Internet access speeds and bandwidth since the COVID-19 pandemic started. Consumers
now have access to media content they want, anytime and anywhere, at cheap prices.
YouTube, Netflix, Hulu, Amazon Prime, and Roku are now threatening the existence of
traditional media markets [1]. These new over-the-top (OTT) services are defined as “video
contents provided through paths based on the internet or internet protocol (IP)” [2]. OTT
services are spreading rapidly because consumers can select personalized content and
platforms based on their own schedules. The global OTT market is expected to reach USD
1039.03B by 2027 with an average annual growth rate of 29.4% from 2020 to 2027 [3]. In the
US (the largest OTT market), there were 182-million OTT subscribers as of 2019 [4], and
YouTube (the most popular digital broadcasting platform), was watched by 84.2% of the
US digital video viewers; Netflix was watched by 67.6% [5]. As the OTT market has grown,
various global service providers and telecommunication carriers have competed intensely.

As some indoor and outdoor activities were restricted owing to COVID-19, demand for
video streaming skyrocketed as movie theaters shut down. Subscription video on demand,
the most typical OTT method, is a monthly subscription model that allows users to view
all platform content for a gateway fee. Subscriptions have increased by approximately
10% since COVID-19 started [6]. Similar phenomena have led to a significant increase in
consumer traffic consumption. As the OTT market grows rapidly, an analysis methodology
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specialized for the OTT market is required. Focusing on the OTT market, we intend to
propose a market analysis methodology that will be required by players participating in
the OTT market.

1.1. Motivation and Objective

Due to the growth of the OTT market, the revenue generated by the consumer growth
is positive from the standpoint of OTT service providers, but content delivery network
(CDN) service costs also have grown [7]. To generate profits, OTT companies must analyze
and capitalize network usage. Network operators are also struggling because of the
growth in OTT traffic. A problem occurs in terms of profitability if the service fees are
not commensurate to the provided services [8]. In particular, because it is important for
an OTT company to ensure quality of service (QoS), it is essential to manage the network
effectively [9]. In the case of live streaming, which now accounts for a considerable
portion of OTT, QoS expectations have placed a large burden on telecommunication
carriers [10]. To address these challenges, carriers offer a variety of service contracts.
Normally, if allocated bandwidth is exceeded, a service degradation is often applied [11].
This allows telecommunication carriers to better manage large and complex network
resources. However, throttling often causes complaints from customers with changing
needs. Therefore, both providers and consumers have a learning curve. As such, companies
participating in the OTT market need to be able to more accurately classify the OTT service
patterns of consumers to maintain contracts and create profits.

Many studies have been conducted to analyze the traffic of traditional networks. In
particular, there have been many studies recently that have applied artificial intelligence
and machine learning (ML) based methods for analyzing common Internet traffic. However,
these methods generally target general-purpose traffic, and very few studies have analyzed
OTT service traffic [12,13]. While these studies are significant in that they dealt with ML
methods specialized for OTT traffic classification, they neglected real-world problems that
were common to the OTT market. OTT consumers range from heavy users who watch
tremendous amounts of OTT content, to light users who rarely watch, and the proportions
are not the same [12,14]. If ML is applied without considering these imbalances, the
classification accuracy drops for the smaller user group [15]. OTT usage patterns change
rapidly over time, such as during the COVID-19 pandemic. Because new OTT services
are continually offered, and telecommunication carriers offer various subscription-fee
schemes, consumer usage patterns also change. Conventional studies on OTT traffic have
not considered the dataset changes caused by these phenomena. They generally perform
ML and classification for the data once, which does not reflect continuous changes. Hence,
classification accuracy declines over time. Our research objective is to propose a method to
analyze OTT consumers well, based on actual market environment conditions.

1.2. Contribution

In this study, we propose an OTT user classification method that responds to real-
world problems. OTT users can be divided into several groups according to their data
usage, and the number of members for each group is not consistent. While existing
studies show good performance in classifying groups composed of similar numbers, their
classification accuracy for classes with small numbers reduces with the imbalanced data
environments encountered in real-world situations. We thus propose a framework to solve
this problem as this is an issue that is readily discoverable in the OTT market but has not
yet been considered as a research topic. First, when classifying a class with small numbers
using ML, we tried to increase the classification accuracy by setting the weight for the
error occurring in the class higher than the error occurring in a class with a large number
of members. As the weights were set high, and the ML classifier was set to avoid errors
with high weights, we were able to improve the classification accuracy of classes with a
small number. To set the weight of the error, the probability of indicating the class to which
a sample belongs was calculated based on the costs of misclassification errors, and, by
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setting the cost high, the weight for a specific error could be set high. In addition, in order
to respond to changes in consumer trends, we constructed a module that can periodically
update the training data. Unlike existing studies that do not take changes in trends into
account, our framework periodically updates training data, which allows us to respond
to frequent trend changes with regard to OTT users. According to experimental results, it
can be seen that, even though consumer trends change, our framework shows a constant
performance; however, the performance of existing methods degrades severely. As such,
our study suggests ways to solve the practical problems encountered in the OTT market.
In other words, it has great significance as the OTT user analysis framework reported here
can be utilized to realistically analyze OTT users.

The remainder of this paper is organized as follows. Section 2 discusses the impor-
tance of analyzing OTT-related trends and usage patterns. Furthermore, we examine the
limitations of conventional studies. Section 3 introduces the OTT user analysis framework
proposed in this study, and Section 4 examines the experimental results. Finally, Section 5
presents conclusions and a brief description of future studies.

2. Literature Review
2.1. OTT Services

Recent statistics show that OTT consumers are moving away from traditional tele-
vision (TV)-based content viewing. In the US market, the proportion of those who have
subscribed to a streaming video service at least once (68%) has already surpassed the ratio
of paid TV subscribers (65%). Furthermore, the average number of streaming subscriptions
has increased by 33% since the beginning of the COVID-19 outbreak [16]. As of December
2020, US consumers spent an average of USD 47 per month, a significant increase from the
USD 38 reported in April of the same year [17].

An increasing number of companies are entering the OTT market, intensifying compe-
tition. In the second quarter of 2020, Netflix had the highest streaming proportion in the
US market, accounting for 34%. This was followed by the traditional OTT powerhouses
of YouTube, Hulu, and Amazon Prime, with 20, 11, and 8%, respectively. Disney Plus
then launched, quickly garnering 4% [18] after acquiring the 21st Century Fox library [19].
Because existing OTT companies already dominate the market to some extent, TV broad-
casting companies, telecommunication carriers, and cable operators are now releasing their
own apps or investing in other platforms. After acquiring Warner Media, AT&T launched
an OTT service leveraging their new HBO content [20].

The rapidly changing market is looming as both a threat and an opportunity for
OTT operators. Notably, it is expected that many subscriptions will not be renewed after
COVID-19 restrictions are lifted. Thus, OTT operators must find ways to retain customers.
For this, the Boston Consulting Group has advised OTT operators to analyze user patterns
and to classify them into groups for customized strategies [6]. Pricing plans comprise an
important customer lure. The biggest reason that customers cancel subscriptions is the
expense, and this accounts for 36% of all cancellations [16].

Telecommunication carriers, cable operators, and Internet-protocol TV (IPTV) opera-
tors are struggling under the competitive OTT environment [21,22]. For example, the IPTV
market overlaps and encroaches many OTT services. Bundled service strategies are some-
times required to prevent IPTV subscriptions from being canceled for OTT viewing [23].
In South Korea, KT, the operator with the highest IPTV market share, is partnering with
Netflix to create synergies. Netflix is using this opportunity to enter the South Korean
market. Additionally, KT will receive network fees by providing Internet bandwidth to
Netflix. Furthermore, an increase in the number of KT customers is expected when Netflix
is provided as a bundled service [24]. Mobile network providers are also required to make
infrastructure investments to maintain the quality of live streaming. With the spread of
5G, an increasing number of users are enjoying OTT services wirelessly. However, failure
to provide a stable QoS will result in customer churn. In fact, about 30% of consumers
are willing to for pay premium prices if the mobile networks, especially 5G, can deliver
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better video quality and reduce buffering [25]. As more consumers use real-time services,
network operators face difficulties because of infrastructure investments [10,26]. Network
operators must build a sound service-quality degradation strategy that minimizes network
resource consumption, while also satisfying consumer demand and QoS. As such, it is
crucial for all providers to establish appropriate pricing schemes for the OTT environment.

Various studies have been conducted on pricing systems related to content providers,
network operators, and service users based on net neutrality. These include a study based
on QoS [9], a study based on the quality of experience [27], a study using shadow prices [28],
and a study based on CDNs [29] or software defined networks [30] (see Section 2.1 of our
previous study [13] for a brief description of these constructs). Although there are differences
in these detailed methods, most studies have proposed pricing schemes based on network use
per user per month. Hence, it is a top priority for OTT and network providers to identify the
traffic usage patterns of OTT users to determine the most efficient pricing scheme. It is thus
important to effectively classify and group OTT users. Then, they can implement suitable
pricing strategies. Clearly classifying OTT users is the first step. In this study, we propose a
ML-based framework specialized for OTT user traffic analyses in a real-world environment.

2.2. Review of Classification Using ML

Machine and deep learning methods are widely used for user traffic analyses, owing
to advancements in artificial intelligence technology. Many relevant techniques have been
studied, including decision tree, a traditional ML method [31,32], support vector machine
(SVM) [33–35], k-nearest neighbor (KNN) [36,37], hidden Markov model [38,39], and k-
means [40,41]. There have been recent studies on traffic analyses using deep learning,
which has strengths in terms of accuracy [42–44]. Although there are some differences in
the techniques and forms of the applications, they all tend to capture and analyze traffic
based on features. Analysis targets range from captured packets to open datasets, but little
consideration has been given to OTT data.

Rojas et al. proposed a method of classifying users based on OTT usage data [11,12,45].
They used various ML methods to analyze OTT traffic and classified consumers into three
consumption categories: high, medium, and low. Their study is highly significant in that it
was the first to attempt to classify OTT users. Their dataset contained real-world data that
were equally weighted based on the three consumption classes. However, their validation
was performed in an environment different from a real one, and equal weighting was
problematic, as we discuss herein. Our previous study was significant in that a deep
learning method was applied alongside traditional ML methods [13]. In particular, we
proposed a framework to overcome the temporal disadvantages of applying a deep learning
method alone. Nevertheless, our study had a limitation in that a dataset detached from
the real-world environment was used. In this study, we propose a method that overcomes
these limitations.

2.3. Problem Statement
2.3.1. Class-Imbalance Problem

There are diverse demographics of consumers that consume OTT services. Gen-
Z’s (born between 1997 and 2006) and Millennials’ (born between 1983 and 1996) lives
have included breakthrough technologies and cultural changes that now include OTT
services. Statistics show that the Millennials and Gen-Zs use 17 and 14 subscription
services each, respectively, whereas Baby-Boomers subscribe to eight on average [16]. A
similar phenomenon was observed in network usage statistics. Seventy percent of Gen-Zs
subscribe to Netflix; however, as age increases, the subscription rate decreases, with only
39% of Baby-Boomers subscribing to it [46]. When consumers are grouped by country, the
characteristics differ among groups again. Consumers in populous India spend more than
45B h using video streaming services, more than double that of US consumers. The country
having the highest video content per capita is South Korea, where almost 2000 h are spent
per person [47].
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As such, OTT market consumers can be divided into various groups, and the number
of group members varies widely. According to Walelgne et al. [14], who analyzed the data
traffic of mobile users (including OTT), heavy users who comprise only 2–4% of the total
consume the most data. They collected mobile traffic from Finland, Germany, the UK,
Japan, and Brazil and classified users using a clustering method. In Finland, which had
the largest number of research samples, the proportions of heavy, regular, and light users
were 3.5, 41.9, and 54.6%, respectively, and the data used for uploads and downloads by
each group comprised 328.7, 64.3, and 9.4 MB, respectively. Heavy users, comprising only
about 3% of the total, used more data than approximately 97% of the other users. A similar
phenomenon was found in other countries, although the proportions were different [14].
Furthermore, similar trends were found in a study that grouped users by analyzing actual
OTT traffic. According to Rojas et al., the high, medium, and low consumption groups
consisted of 84, 50, and 582 persons, respectively [12].

Similar to the case of OTT user groups, very small or very large numbers of samples
for particular classes are often observed in real-world environments [48]. Hence, analysis
results will likely be biased toward the most populous classes [49]. With ML, this problem
is called the “class-imbalance problem” and is viewed as one of ten major problems to
overcome [50]. As reviewed above, very few studies have analyzed OTT traffic, and
some did not consider the class-imbalance problem at all, which is easily seen in the OTT
demographics. If this problem is not considered, performance deterioration problems
will occur with real-world grouping and pricing strategy computations. Therefore, we
propose a method to overcome such problems for ML methods, as applied to an actual
OTT environment.

In areas other than OTT, the class-imbalance problem is often encountered when
classification is performed. For example, many studies on the detection of Twitter spam
have overlooked this problem. However, other studies applied methods of artificially re-
sampling the data to solve this problem [51,52]. Nevertheless, if re-sampling is performed
based on a small amount of data, there will be the problem that the minor classes have
the characteristics of only a small amount of collected data. To overcome this, cost-based
methods have been applied in the binary classification field [15,53]. These adjust the cost
of misclassifications to reduce them for the smaller classes. While employing a cost-based
approach in this study, we leverage a method that can be applied to a dataset comprising
many classes in accordance with the characteristics of OTT users.

2.3.2. Rapid Changes in the OTT Market

The OTT market has been active for less than a decade, and many companies are
competing to lead the market. As mentioned, the landscape of the OTT market is expected
to change continuously in the future as media providers, telecommunication operators,
and OTT companies compete for market share. According to a survey, many consumers
intend to cancel one out of five newly acquired subscription services, and one out of ten
previously acquired services after post-pandemic normalization [6]. This is because the
time spent on entertainment will likely be reduced when consumers return to their normal
routines [16].

Most ML-based classification methods perform learning based on previously collected
data. Therefore, it is known that the classification accuracy increases with more learned
data. When analyzing OTT consumers, this can be problematic if the training is performed
using only previously collected data. Because the OTT market is rapidly changing, it will
not be possible to respond to new changes, and the accuracy of the analysis will decrease.
Most existing studies performed training based on initially collected data with no plans to
continuously update the training datasets. This study, however, proposes a framework for
ML and analysis that reflects the evolving patterns of consumers.
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3. Research Design
3.1. Model Design: An Overview

We propose a ML-based framework that facilitates the effective classification of OTT
users in a real market environment. First, OTT consumer classification is performed to
increase the classification accuracy related to the class-imbalance situation. Then, we
propose a module that updates the training data at predetermined intervals to reflect the
continuously changing trends. Figure 1 illustrates the modules of the proposed framework.
The details of each are discussed in the following sections.
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3.2. OTT Consumer Classification with Imbalanced Data

The first step in our proposed framework is to analyze the traffic of OTT users by
using ML to classify them into groups. For consumer classification, data annotation with
the help of experts is first needed after collecting the data usage patterns of existing OTT
users. In this method, OTT consumer traffic is classified into three types. Consumers
with high OTT usage are classified as “high consumption”, those with a low usage are
classified as “low consumption”, and those with average usage are classified as “medium
consumption”. As discussed, data consumption differs significantly among the three types.
According to Rojas et al., low consumption users account for 81.3% of the total, while high
and medium consumption users account for only a small portion of the total [12].

After collecting OTT user traffic and performing annotation, feature extraction is
performed. Features refer to individual and measurable properties of data for ML. The
more significant features that are extracted, the higher is the accuracy of the classification.
In this study, the public dataset released by Rojas et al. was used; thus, our feature sets
are also based on their study [12]. As our study’s objective is to classify consumers by
analyzing patterns of OTT users, it is important to know how much data users have
consumed for each OTT application. Therefore, by utilizing the amount of time and data
used by consumers for each OTT application as the main features, consumers can be
classified based on their usage patterns. A detailed description of the datasets and features
used in this study is provided in Section 4.1.

After extracting features based on collected consumer data, they are used as training
data. Afterward, when incoming consumers’ information that needs to be analyzed comes
in, features are first extracted. Subsequently, through ML that uses the training data built
earlier, the group to which the incoming consumer belongs to is determined. In this process
we face the problem of deteriorating classification accuracy due to the class imbalance, as
discussed above. In order to improve performance, even in such a situation, we propose a
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method to calculate the probability of which class each data sample belongs to based on
the cost. To better classify the classes, we use different costs for misclassification errors so
that mistakes are eventually minimized [15,54]. In particular, the OTT consumer dataset
consists of three classes and we propose the appropriate formulation and cost matrix. Table
1 shows the asymmetric cost matrix for OTT consumer classes.

Table 1. Asymmetric misclassification cost matrix.

Actual High Actual Medium Actual Low

Predicted High C(h, h) C(m, h) C(l, h)
Predicted Medium C(h, m) C(m, m) C(l, m)

Predicted Low C(h, l) C(m, l) C(l, l)

Misclassification refers to the incorrect classification of users. If a user who belongs
to the actual high class is classified as medium or low, the costs that occur in this case are
C(h, m) and C(h, l), respectively. In the case of OTT consumers, because the number of
users belonging to the actual high or medium classes is extremely small compared with
those in the actual low class, the classification accuracy for the two classes is inevitably
low. Because our goal is to improve classification accuracy for classes having small sample
sizes, we need to reduce the number of misclassifications of users who actually belong
to the high or medium class. We do this with C(h, m) and C(h, l), which are applied to
misclassifications of high consumption users, and C(m, h) and C(m, l), which are applied
to misclassifications of medium consumption users. They should be set higher than C(l, h)
and C(l, m), the costs occurring due to misclassifying low consumption users. If the costs
are set high, misclassifications will be reduced. On the other hand, if the classification
is properly performed, the costs are C(h, h), C(m, m), and C(l, l) for each respective class.
Because there is no risk to the classification system in the case of proper classification, the
three above costs should all be set to zero.

Upon completion of cost-setting, classification is performed to determine the class
to which samples belong. When a sample is given, the probability of indicating the class
to which it belongs is calculated. Supposing that E is the entire dataset. Then, Ei is a
resample of E with n examples. The probability that an example, x, belongs to a class, j, is
as follows [54]:

P(j|x) = 1
∑i 1 ∑

i
P(j|x, Mi), (1)

where i ranges from 1 to m, and m is the number of newly produced resamples. Then,
Mi is a model created by applying a classification learning algorithm to Ei. Here, the risk
occurring when x is classified as a class s can be defined as follows [15]:

R(s|x) = ∑
j

P(j|x)C(s, j). (2)

We must minimize the risk of sample assignment. Therefore, class s, which satisfies
Equation (3), becomes the class to which x is assigned:

argminsR(s
∣∣x). (3)

For OTT user classification, because there are three classes, the variables, s and j,
indicate the degrees of freedom for high, medium, and low classes.

Various ML algorithms can be used to generate a model, Mi, which is used for
probability calculation when performing consumer classifications. In this study, we use
common ML methods, including decision tree, SVM, and KNN, because we need to
determine whether the performance can increase in an imbalanced data environment when
our framework is applied. This allows us to check whether data encountered in real-world
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situations can be accurately classified, regardless of which ML algorithm is used. The ML
algorithms used in this study are presented in Section 4.2.

3.3. Dynamic Retraining Module

Another problem encountered when analyzing OTT users in real-world situations
is the that where the data characteristics change continuously. Studies on conventional
ML-based classifications tend to continuously utilize data that were initially collected after
annotation. The critical disadvantage of this method is that newly changed characteristics
are not reflected. To overcome this, Chen et al. proposed a method for updating training
data at fixed intervals [55]. Based on their studies, we propose a method suitable for OTT
user analysis.

To classify OTT users, data are collected first, then they are labeled by an expert. If the
collected dataset is Tinit, the classification algorithm, L, is used to perform training using
Tinit. The classifier, Cinit, is composed as follows:

Cinit = L(Tinit). (4)

Our proposed framework also uses Cinit, which is based on labeled data that have
already been collected. However, although most studies continue to use only Cinit, we
update the training data continuously. If the pre-set time interval, τ, elapses, the classifica-
tion result of the data that were already collected is obtained. If an additionally collected
dataset of high consumption users is Ht, that of medium consumption users is Mt, and
that of low consumption users is Lt. Here, t is a time unit that increases by one whenever
the pre-set time interval, τ, elapses. The newly added dataset, Tnew, can be summarized as
Equation (5), and the classifier Cnew that reflects it is Equation (6):

Tnew = ∑
t
(Ht ∪ Mt ∪ Lt), (5)

Cnew = L(Tinit ∪ Tnew). (6)

Periodically, at a given time interval, the training dataset will incorporate the newly
changed characteristics of each user group. Cnew, is updated based on retraining to facilitate
accurate classification while accounting for changes. This enables flexible responses and
updated learning.

4. Results and Discussion

Section 4.1 describes the dataset and evaluation metrics used in this study. Section 4.2
verifies the performance improvement in an environment with a given imbalanced dataset
when our framework is applied. Section 4.3 verifies how well it can respond to the trend
changes if the training dataset is updated periodically.

4.1. Dataset Description and Evaluation Metrics

To validate the method proposed in this study, we used a dataset released by Rojas
et al., who captured data directly for 10 days from the Universidaa del Caucau Unicauca
network in 2019. The dataset comprises a total of 113 features and samples from 1249 users
classified into three classes: high, medium, and low consumption.

OTT data are well-represented, and analyses were performed for a total of 56 appli-
cations, including typical OTT services (e.g., Netflix, YouTube, Twitch, and Spotify). The
traffic flow was analyzed for each, and features were extracted, as shown in Table 2 [12].
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Table 2. Feature description.

Feature Name Feature Description

src_ip_numeric Decimal representation of the IP address of the user
ApplicationName_time_occupation Time spent by the user for each OTT service

Application-Name.Flow.Bytes.Per.Sec Byte size used per second by the user for each
OTT service

The number of samples in each dataset class differed from those in real situations.
There were 406 high-consumption samples, 333 medium-consumption samples, and
510 low-consumption samples, which were readjusted to balance the classes. We used an
analytical approach that shows good performance, even if training is performed to reflect
real-world data. We used the SMOTE method to adjust the above-described open dataset
according to the proportions of an actual situation [56]. We set the number of samples for
each class to 5610 for low, 566 for medium, and 812 for high.

Recall, precision, and F-measure were considered as evaluation metrics and were
calculated based on true positive (TP), false positive (FP), and false negative (FN) results.
In this study, data composed of three classes were classified, and we will first look at the
concepts of TP, FP, and FN using examples of a high-consumption group. TP refers to the
rate at which the sample belonging to the actual high class is predicted to be high. FP and
FN are values indicating an error, FP indicates that a sample that actually belongs to low or
medium class is incorrectly classified as high class, and FN indicates that a sample that
belongs to high is incorrectly classified as low or medium class. TP, FP, and FN of medium
and low classes can also be obtained in the same manner. Recall is equivalent to TP, a
numerical value that indicates correct classifications. Precision is the probability of the data
belonging to that class. F-measure shows the accuracy by finding the harmonic mean of
the precision and recall; see Equation (7):

Recall =
TP

TP + FN
, Precision =

TP
TP + FP

, F−Measure =
2·Recall · Precision
Recall + Precision

. (7)

4.2. Performance Comparison with Imbalanced Dataset

To compare the performance between the proposed framework and existing studies,
J48-decision tree, KNN, rule-based PART, and SVM algorithms were used for comparison.
As previously discussed, there are few existing studies classifying OTT consumers, and
these studies derive insights by applying popular ML or deep learning algorithms targeting
OTT consumers [11–13,45]. Therefore, in this study, we compared the performance of our
proposed framework with the widely used ML techniques for performance comparison
with the existing research methodologies. See Section 3.1.1 of our previous study [13] for a
brief description of comparison algorithms. These were implemented using scikit-learn [57]
and Weka [58]. In the case of J48, the seed was fixed to 1, and the confidence factor was set
to 0.25. In the case of KNN, k was set to five; and a polynomial kernel was used for the
SVM. In the case of PART, the number of folds used for pruning was set to five.

To check how much the performance declines when using an imbalanced dataset, we
first compared the performance using the original and the refined dataset with a similar
number of samples. Table 3 shows the performance differences. Apart from these, the
accuracy increases significantly for the low consumption user group, because its proportion
is large, which results in biased training toward that group. In contrast, the medium
and high consumption groups showed performance drops in the unbalanced dataset
compared with the refined one. In particular, the recall, which indicates whether the data
belong to the pertinent group, decreases significantly in the unbalanced dataset. A drop of
approximately 3–4% was observed even when the J48 algorithm was used, which resulted
in the lowest drop, and a 6–10% drop was observed when the KNN and PART algorithms
were used. In the case of SVM, a drop of almost 30% was observed in the high consumption
group. As such, if the imbalanced dataset that reflects a real-world situation is classified
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using a conventional method, the classification accuracy declines for classes having small
proportions. This can be a big problem for companies that need to analyze consumers and
develop customized strategies.

Table 3. Performance comparison between refined data and imbalanced data by ML algorithms.

ML
Algorithms Class

Refined Dataset Imbalanced Dataset
Recall Precision F-Measure Recall Precision F-Measure

J48
Low 0.941 0.950 0.946 0.992 0.984 0.988

Medium 0.955 0.933 0.944 0.917 0.917 0.917
High 0.948 0.955 0.952 0.915 0.966 0.940

KNN
Low 0.951 0.933 0.942 0.999 0.967 0.983

Medium 0.958 0.967 0.962 0.852 0.992 0.916
High 0.946 0.962 0.954 0.863 0.997 0.925

PART
Low 0.925 0.872 0.898 0.991 0.961 0.976

Medium 0.886 0.905 0.895 0.825 0.945 0.881
High 0.901 0.958 0.929 0.839 0.958 0.894

SVM
Low 0.961 0.965 0.963 0.999 0.940 0.968

Medium 0.973 0.961 0.967 0.843 0.988 0.909
High 0.975 0.980 0.978 0.664 0.994 0.796

We proposed a framework to improve the classification accuracy for imbalanced
datasets encountered in real-world environments. In this section, we verify the accuracy
improvement when our framework is applied. In the next section, we validate the per-
formance improvement when retraining is implemented. We used J48, KNN, PART, and
SVM algorithms, which were selected for comparison, to generate the Mi of Equation (1).
Their environment settings are the same as those used previously. Our framework requires
an additional cost-setting, and the cost was set as follows. The cost of misclassifying the
low-consumption group was set to one in all algorithms. The cost of misclassifying the
medium consumption group was set to 10 for J48 and SVM algorithms, 20 for the KNN, and
15 for the PART. The cost of misclassifying the high consumption group was set to 10 for J48
and PART, and 20 for the KNN and SVM. Table 4 shows the performance of the proposed
framework. All four algorithms showed a slight performance drop in the low consumption
group but maintain a 96–99% level in terms of recall, because there were many samples. On
the other hand, in the case of the medium and high consumption groups, the performance
was low when the imbalanced dataset was used as is. However, it increased significantly
when our framework was used. Most algorithms showed a recall of the mid-to-high 90%
range, and in particular, the high consumption group of the SVM algorithm showed that
the recall, which dropped to 66.4%, increased up to 85.6%. In Figure 2, which compares
the recall between the cases of using the refined and imbalanced datasets and the case of
using our framework, it is confirmed that our framework shows good performance, even
in real-world situations. This means that, although the existing algorithms alone cannot
properly classify the propensity of OTT consumers encountered in the real world, our
proposed algorithm facilitates proper classification of data reflecting real-world situations.
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Table 4. Performance comparison between conventional methods and our framework in an imbalanced data environment.

ML
Algorithms Class

Imbalanced Dataset Our Framework
Recall Precision F-Measure Recall Precision F-Measure

J48
Low 0.992 0.984 0.988 0.967 0.995 0.981

Medium 0.917 0.917 0.917 0.972 0.820 0.889
High 0.915 0.966 0.940 0.968 0.910 0.938

KNN
Low 0.999 0.967 0.983 0.997 0.989 0.993

Medium 0.852 0.992 0.916 0.959 0.977 0.968
High 0.863 0.997 0.925 0.954 0.997 0.975

PART
Low 0.991 0.961 0.976 0.975 0.977 0.976

Medium 0.825 0.945 0.881 0.889 0.857 0.873
High 0.839 0.958 0.894 0.903 0.911 0.907

SVM
Low 0.999 0.940 0.968 0.996 0.981 0.988

Medium 0.843 0.988 0.909 0.898 0.906 0.902
High 0.664 0.994 0.796 0.856 0.946 0.899
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4.3. Performance Comparison with the Dynamic Retraining Module

In the previous section, learning and classification were conducted under the assump-
tion that all data were collected in advance. This assumption is easily observed in most
ML-based classification studies. However, this is far from reality. Therefore, we provide a
module that accommodates new retention by including the results of the previous cycle
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in the training data at every fixed cycle. In this section, we verify the performance of the
proposed module. We divided the imbalanced dataset used in the previous section into
10 sub-datasets to reflect the changes in the OTT market environment. If each sub-dataset
is assumed to contain data collected for a single day, the dataset is divided into 10 sub-
datasets from days 1 to 10. Because the dataset is based on data collected over 10 days, this
is a reasonable assumption. First, to check whether the conventional methods properly
respond to the changes in the OTT market environment, we used the data collected on
day 1 as the training data and those collected on days 2–10 as the test data to measure
performance. To evaluate the performance, we measured after retraining using the data
classification results of up to the previous day daily. Figure 3 shows the change in recall
on each day for each group, and Figure 4 shows the change in F-measure for each day for
each group.
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First, recall was compared for each group, as shown in Figure 3. In the case of our
proposed method, stable recall values were maintained without significant changes, even
when time elapsed. However, in the case of conventional methods, the deviation was very
large between different days. Even in the low consumption group with many samples,
the performance was significantly different between our proposed method and that of
conventional methods, and in the case of medium and high consumption groups, the recall
dropped below 50% on severe days when only the conventional methods were used. This
means that more than half of the consumers belonging to those groups were not correctly
classified, which may have a critically adverse effect on the reliability of the analysis
results. Similar trends were observed from the comparison of the F-measure for each
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group, as shown in Figure 4. Although our method shows a stable overall performance,
the conventional methods show large deviations between different days. This means that
if the conventional methods are used alone, changes in OTT trends cannot be reflected,
resulting in a decreased classification accuracy. In contrast, our framework facilitates a
proper response to trend changes over time.
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5. Conclusions

In this study, we proposed an ML-based framework for OTT user analysis, which
is an important factor for various companies in the OTT market. Specifically, we used a
probability based on cost while utilizing an ML-based consumer classification method to
obtain good performance even with an imbalance between user groups, which is seen in
the actual OTT market environment as well. Our method showed a higher performance
compared with conventional ones, even for an imbalanced dataset. Furthermore, our
framework continually updated the training dataset in response to the ever-changing OTT
market environment. For conventional methods, it is difficult to respond to trend changes,
because the classification is performed based on pre-learned data. However, ours performs
better despite the trend changes.

This study is significant in that it provides a direction to solve the problem that is
easily encountered by various companies participating in the OTT market. Conventional
ML-based classification studies are often conducted based on refined datasets, not datasets
that can be encountered in the real world. In such cases, the accuracy may be high, but
when they are used in real-world environments, the accuracy may drop, making them
difficult to use for practical applications. Furthermore, extant studies often performed
ML and analysis based on previously collected data without considering the constantly
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changing propensity of consumer behavior. However, our study can help companies
analyze consumers in this environment, because our method provides stable performance
in actual changing situations.

In the future, a specific methodology will be required for cost-setting when cost-based
classification is performed. In this study, we conducted experiments by setting the costs
higher when a larger number of errors occurred. In the future, we must consider how to
systemize this and automatically select the appropriate costs. Furthermore, additional
analyses are required based on a variety of OTT user data. To the best of our knowledge,
the dataset used in this study is the latest open dataset specific to OTT service users. In the
future, if additional open datasets are available, validation and improvements should be
studied based on those sets.
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