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Abstract

:

Merger and acquisition (M&A) cases and the speed of horizontal integration have increased rapidly in the integrated circuit (IC) packaging and testing industry. Therefore, cooperation with suitable strategic alliance partner is a vital success factor for enterprises. This study proposes a “comparative evaluation” model that searches out appropriate strategic alliances on the basis of the resampling model acquired via data envelopment analysis (DEA). The realistic public data of 20 companies was collected from 2015 to 2019 in the IC packaging and testing industry. The super slacks-based measure model was used to evaluate the performance before alliance in the period from 2015 to 2019. The resampling past–present–future model was used to forecast the performance in 2020–2024. Afterward, a future strategic alliance for comparative evaluation of efficiency was established. The results of the alliance were divided into the groups “ineffective” and “effective”. The results show that 11 companies in the “effective” group achieved both improvements and 8 companies in the “ineffective” group achieved only unilateral improvements. The comparison model describes the efficiency of both sides simultaneously, not only from the perspective of the target but also from the perspective of the partner company. The evaluation model proposed in the study enables enterprises to find suitable alliance partners.
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1. Introduction


The integrated circuit (IC) industry in Taiwan has stood a crucial position in the world. The IC packaging and testing industry accounts for 52% of global profits. The IC industry supply chain starts with IC design, then IC manufacturing, and finally IC packaging and testing. The IC supply chain is mainly composed of these three parts. IC packaging and testing are an important part of the semiconductor manufacturing process. Specifically, packaging is the process of protecting chips from external physical, chemical, and other environmental damage. The IC packaging and testing industry is downstream of the supply chain. According to a report released by Yole Développement [1], Taiwanese outsourced semiconductor assembly and test (OSATs) contributed to nearly 52% of revenue in 2018, and included some prosperous packaging and testing factories such as Advanced Semiconductor Engineering (ASE); Siliconware Precision Industries Co., Ltd. (SPIL); and Chipmos. IC packaging and testing processes are complex systems. Many complicated activities are involved in manufacturing—IC packaging and testing, material selection, and even responsibility for parts of a whole. Some efficient companies perform IC fabrication, packaging, and testing within a complete production line.



The IC packaging and testing industry is extremely competitive. The instances of mergers are growing rapidly. Two well-known merger cases are described below. Amkor (Amkor Technology, Tempe, AZ, USA) acquired a 100% stake in J-Devices and merged finances with J-Devices from 2016. J-Devices ranks first in the market for packaging and testing (OAST) in Japan and it has reached sixth place in the world. Amkor acquired J-Devices, in addition to expanding their business’ reach, because of concerns about its market for automotive chip sealing and ranging. After the merger with J-Devices (Usuki, Oita, Japan) was completed, Amkor not only consolidated its position in the market, but also occupied first place in the automotive chip packaging and testing market [2]. In 2018, ASE (Advanced Semiconductor Engineering, Inc., Kaohsiung City, Taiwan) and SPIL (Siliconware Precision Industries Co., Ltd., Taichung City, Taiwan) merged and became ASE Group (ASE Technology Holding Co., Ltd., Kaohsiung City, Taiwan), which was the largest packaging as well as the largest testing company in the world. This is most sensational merger case in the IC packaging and testing industry. For the financial results of the first quarter of 2020, revenue for the quarter was NTD 97.357 billion, an annual increase of 10% [3]. The IC packaging and testing industry may be observed to having developing in a fast vertical and horizontal integration across the last decade. As the competition in the IC industry is becoming more intense, finding a suitable strategic alliance has become one of the biggest concerns within large companies that can integrate partnerships in terms of mergers or acquisitions. Appropriate partners can promote the performance of both companies. Park [4] proposed that the failure of strategic alliances is due to opportunistic hazards, as each partner tries to maximize its individual benefit instead of collaborative benefit. Therefore, the performance enhancement of both parties can provide the willingness of enterprises to cooperate, which is a win–win situation. This “win–win situation” is necessary for the scientific and systematic methods evaluating business performance in order to form an appropriate partnership.



For the empirical study, 20 companies in the IC packaging and testing industry were selected as decision making units (DMUs). Having determined the input and output variables, we collected the historical data of these DMUs from 2015 to 2019. Then, the resampling method in data envelopment analysis (DEA) was employed to predict the future performance (data) from 2020 to 2024. Following this, the slacks-based measure model (Super-SBM) was applied to evaluate the past performance for these DMUs. The goal of the study was to pursue a new comparative evaluation for the future alliance by combining the resampling method in order to search for suitable partners and improve the operational efficiency of enterprises. At the same time, it provides a reference to enterprises in this competitive environment.



The study is organized as follows: Section 2 is the introduction, Section 2 is the literature review, Section 3 discusses materials and methodologies, and Section 4 is where empirical analysis and results are discussed. The last section is the conclusion, where findings are discussed.




2. Literature Review


2.1. Data Envelopment Analysis


In previous studies, Farrell [5] offered a model with multiple inputs and a single output for performance assessment. Charnes et al. [6] then proposed DEA (Data Envelopment Analysis), which is a non-parametric, data-oriented approach for measuring the performances of decision-making units (DMUs). The method analyzes and calculates the relative efficiency of the DMUs from multiple inputs and output factors. Tone [7] proposes an efficiency calculation on the basis of the slacks-based measure (SBM) of efficiency from data envelope analysis (DEA). The SBM model is based on the non-radial estimation method, taking into account the slacks with the introduced items at the same time, with the estimated efficiency value being between 0–1. In another paper, Tone [8] put forward the non-radial slacks-based measure of super-efficiency (Super-SBM), which is able to solve the problem when the SBM efficiency value of multiple decision-making units is the same as 1. Tone [9] has also proposed the resampling model. This model is based on the variations for gauging the confidence intervals of DEA scores. The research applied the past–present and past–present–future models to a dataset consisting of Japanese municipal hospitals. The past–present model uses past–present data to estimate the change in data applied to chronological weights, which is provided by the Lucas series (a type of Fibonacci sequence). The past–present–future model processes the future. The model aims to forecast the efficiency score in the future and the confidence interval of each DMU.



Wang and Le [10] propose an integrating gauge and forecast research procedure for solving the macroeconomic performance problem. The researchers applied two variants of the DEA resampling model, past–present and past–present–future to measure and predict the macroeconomic performance of developed countries and developing countries in Asia. Corrado lo Storto [11] suggests a two-stage process in DEA to solve the problem of evaluating and ranking advanced manufacturing technologies (AMTs). The proposed method is based on the several implemented DEA models computing cross-efficiency measurements for AMT facilities and the generation of a unique ranking of them by constructing a DEA-like indicator. The method offers the company management robust indications about the manufacturing technology to select. Kozmetsky [12] conducted a performance evaluation of the global semiconductor industry by the DEA method in 1998 through a series of comparative analyses based on company-level variables. Semiconductor companies in the United States, Japan, South Korea, and Taiwan have different comparative advantages in adopting multiple evaluation criteria employed. Moreover, these companies have become major competitors in this industry.




2.2. Strategic Alliance


Strategic alliances are layouts that assist the companies to implement more profitable and potential market presence in a restricted atmosphere. These companies born out of strategic alliance operate independently from two or more parent companies to undertake a mutually beneficial project [13]. As described by Chan et al. [14], activities of alliance can be partnerships between suppliers and buyers, outsourcing agreements, technical cooperation, joint research projects, shared new product development, shared manufacturing arrangements, joint distribution agreements, or cross-selling arrangements. The structure or goals of each enterprise will depend on the needs of the enterprise. Cravens et al. [15] divided strategic alliances into horizontal partnerships, excluding any form of equity exchange or creation of a new entity in a joint venture. Vanhaverbeke et al. [16] focused on the choice between mergers and acquisitions, and innovation-related alliances. The results show that in a series of strategic alliances, the possibility that one partner will eventually obtain another between two partners increases. Given that it was previously established directly, rather than indirectly established, once an indirect relationship is established, the possibility of establishing strategic alliance between companies will increase.



However, there are still disadvantages of alliance. Parkhe [17] proposed that trust plays a leading role in successful alliances. After the alliance, managers often lack trust in alliance partners because they seek to maximize the own interests. Park [4] introduced the two main reasons for the failure of alliances are due to inter-firm rivalry and management complexity. It is also one of the reasons why the company opposed the alliance in the beginning, because each partner tries to maximize the benefits individually of collaboration. Ahern [18] proposed a new hypothesis to describe the division of gains between targets and bidders in mergers. The targets have lower bargaining power when they are more defenseless to losses from a price war started by an acquirer in horizontal mergers. This led to opposition from the beginning of the alliance. Dissatisfaction with the alliance relationship is one of the main factors that leads to the breakdown of alliances [19].



Wang et al. [20] applied the Super-SBM model and gray theory to forecast the performances in the future to conduct the selection of alliance. The research used historical data from the 20 largest automobile companies in the world. The target decision-making unit (DMU) was Nissan Motor Co., Ltd. The results show that Renault and Daimler are two partners with potential interests for target in all of 19 alliances. Nguyen and Tran [21] established the alliance by combining gray theory and the Super-SBM model to analyze the efficiency before and after the alliance of the steel industry in Vietnam. The results showed that DMU4 (Pomina Steel corporation) is the most suitable partner for the target company. The study proposed a selection model that allows the target company to find the most feasible beneficial alliance partner. Zhang [22] selected six companies as DMUs, adopted the DEA model to analyze the reasons for the poor efficiency of DMU, understood the direction of improvement, and provided a reference for the stability of the alliance. Wang et al. [23] proposed a strategic alliance model that was a hybrid approach model combining gray forecasting with the Super-SBM model to evaluate and forecast the performance of 16 estate companies in Vietnam. The aim was to improve efficiency or the competitiveness for the target company.



Most of previous studies on strategic alliances focused on the performance of the target company combined with the common gray prediction. This study combined the above-mentioned literature discussion and adopted the resampling model to establish a new comprehensive comparison model of strategic alliances. In this study, strategic alliances are defined as “cooperation between independent companies to achieve higher operational performances.” Previous research has discussed strategic alliances constituting the driving force for successful startup and the revenue generation.





3. Materials and Methodologies


3.1. Research Development


In the study, the researchers applied the resampling model in DEA to establish a systematic forecast and evaluation approach. Figure 1 outlines how to access resampling in DEA through detailed steps to search for alliance partners. The steps involved in data collection and input–output selection constitute the initial work of the study. DEA is a linear programming method. It evaluates the efficiency of DMUs through a structure containing multiple inputs and outputs.



The DEA-Solver software is used for the calculation in the third step. The resampling model is applied to the calculation in Step 4. The correlation coefficient test is applied to check if the values between the input and output are correlated with one another in Step 5. If a negative coefficient appears, the value is deleted, and the process returns to Step 2 to recalculate until the requirement is met. In Step 6, the research uses the Super-SBM model to assess past performance in 2015–2019. Afterward, forecasting using the “Resampling” model is applied to predict data for the years 2020–2024. The results of the prediction are used in the DEA model to measure the efficiency of each DMU during and after the alliance.



The purpose of Step 7 is to calculate the past performance and compare the target company and the other 19 competitors. This is done by applying the resampling model to real data and by ranking the DMUs according to the efficiency acquired. Step 8 was conducted to establish a new alliance by combining the target DMU1 with the other 19 DMUs. After the merger, the new company is compared with the existing company. Suggestions are provided on the basis of the results of the analysis in this step, but they do not necessarily assume feasibility and proceed to further analysis in Step 9. In this step, the researcher carefully studies the candidate companies from different aspects to determine possible alliance methods.




3.2. Data Collection


Twenty IC packaging and testing public companies were exploited. All data were collected from the annual financial statements found in the market observation publishing system, and the collection period was from 2015 to 2019. Table 1 lists the companies that were exemplified. DMU1 ASE (Advanced Semiconductor Engineering, Inc., Kaohsiung city, Taiwan) was used as the target company. ASE is a provider of IC packaging and test services whose headquarters are located in Kaohsiung City, Taiwan. In a stressful and competitive environment, a strategic alliance is the best way to seek resources and to expand businesses.



By referring to the following related literature reviews in Table 2 and the factors of the operation of IC packaging and testing industry, and applying the opposite of DEA (testing correlation between input and output), the researcher decides to exploit four input (I) and two output (O) factors, which are (I) total asset, (I) operating expense, (I) R&D expenses, and (I) employees, and (O) revenue and (O) gross profit, respectively, which are all considered key financial indicators or measures of the performance of the industry directly because they are significant indicators to measure the performance of enterprises both in current and in future situations.




3.3. Nonradial Super Efficiency Model (Super-SBM)


Tone [8] introduced the non-radial slacks-based measure (SBM) of efficiency in 2001. This model is based on a non-radial estimation method, which also considers the difference between input and output items (slacks), and the estimated efficiency value is between 0 and 1. When the efficiency score is equal to 1, it means that this decision-making unit is on the frontier and is without slacks in input or output. The SBM model deals with n DUMs by the input ( m ) and output ( s ) with matrices   X =  (   X  i j    )  ∈  R  m × n     and   Y =  (   Y  i j    )  ∈  R  s × n    . First, let  λ  be a non-negative vector in    R n   . Second, the vectors    s −  ∈  R m    and    s +  ∈  R s    represent the input excess and insufficient input and output factor, respectively. This model provides variable returns on the scale.



The program equation (Equation (1)) and restriction equation (Equation (2)) are presented below:


  min ρ =   1 −  1 m   ∑  i = 1  m   s i −  /  x  i 0     1 +  1 s   ∑  r = 1  s   s i +  /  y  i 0      



(1)




subject to


      x 0  = X λ +  s −  ,        y 0  = Y λ −  s +  ,         ∑   j = 1  n   λ j  = 1       λ ≥ 0 ,        s −  ≥ 0 ,      s +  ≥ 0     



(2)







The variables    s +    and    s −    measure the distance between the input Xλ and output Yλ of the virtual unit and the evaluated unit. The numerator and denominator in the objective function measure the average distance between the input and output and the efficiency threshold.



In order solve the problem of the SBM efficiency value of multiple decision-making units being the same as 1, Tone [8] proposed a super-efficiency model for DMU efficiency ranking that is based on the SBM model. Let the optimal solution of SBM be (   p ∗  ,  λ n  ,  s  − ∗   ,  s  + ∗    ). If    p ∗   , then DMU (   X 0  ,  Y 0   ) is SBM-efficient. The condition is equivalent to    s  − ∗   = 0   and    s  + ∗   = 0   in any optimal solution, and there is no excessive input or output shortage.



The program equation (Equation (3)) and restriction equation (Equation (4)) are presented below:


  min δ =    1 m   ∑  i = 1  m    x ¯  i  /  x  i 0      1 s   ∑  r = 1  s    y ¯  r  /  y  r 0      



(3)




subject to


      x ¯  ≥   ∑   j = 1 , ≠ 0  n   λ j   x j  ,          y ¯  ≤   ∑   j = 1 , ≠ 0  n   λ j   y j  ,         ∑   j = 1  n   λ j  = 1        y ¯  ≥  x 0  ,      y ¯  ≤  y 0  ,      y ¯   y ¯  ≥  y 0  ,     λ ≥ 0     



(4)







The Super-SBM solves the problem when the SBM model maximum efficiency score is the same as 1. The denominator of program Equation (3) is set equal to 1. The objective function value that is equal to or greater than 1 will returned by the Super-SBM model. The higher the value obtained, the higher the efficiency of the DMU. It performs a more detailed ranking and has a better distinguishing effect. In summary, the SBM model is more suitable for grouping, which distinguishes whether DMU is on frontier rather than ranking due to the maximum efficiency score is 1.




3.4. Resampling Model


The data envelopment analysis calculations still produce some errors in measurement if not done meticulously. To eliminate the measurement errors in the results of data envelopment analysis, Simar and Wilson [29] proposed bootstrap methods for DEA efficiency estimators. It is believed that repeated sampling can obtain the most efficient sample allocations. However, they still have doubts about the method. Although bootstrapping is another resampling method, some observations are treated as resampling of the population, yet it is still impossible to discuss the characteristics of the data. Tone [9] proposed the resampling method named resampling past–present and resampling past–present–future that are based on the resample approach. The past–present model measures the confidence interval of the DEA score over the past and present period on the basis of the super slacks-based measure model (Super-SBM). The past–present–future model is extended to the past–present model. The resampling model mainly discusses input and output measurement error, where repeated sampling has eliminated some empirical distribution errors. This method can also predict the future efficiency of DMU. It can improve the accuracy of prediction better than gray prediction. Since the resampling method considers the characteristics of the data—the lower limit, the upper limit, or the reference weight—it largely eliminates outliers. Thus far, no research has proposed to establish strategic alliance with the resampling model.



3.4.1. Historical (Past–Present)


Let the historical setting of the input and output matrix be (   X t   ,   Y t   ) (t = 1,...,t), where t = 1 is the first period and t = t is the last period with    X t    = (   x 1 t   ,…,   x n t   ) and    Y t    = (   y 1 t   ,…,   y n t   ). The number of the DMU is n, and    x j t  ∈  R m    and    y j t  ∈  R s    are the input and output vectors of DMUj, respectively. In terms of the choice of a weighting scheme for historical data, we used the Lucas model to calculate the weight information of the past and the present [9] by setting the weight    w t    to period t and assuming the weight is rising in  t . For this aim, the following Lucas number series (   l 1   , ...,    l T   ) (a variant of fibonacci series) was a candidate where we had


   l  t + 2   =  l t  +  l  t + 1    (  t = 1 , … , T , T − 2 ;  l 1  = 1 ,  l 2  = 2  )   



(5)







Let the sum be   L =  ∑  t = 1  T  l t  , and weight    w t    is defined by


   w t  =  l t  / L  (  t = 1 , … , T  )  .  



(6)







In this research, we let t = 5, we had    w 1    = 0.0526,    w 2    = 0.1053,    w 3    = 0.1579,    w 4    = 0.2632, and    w 5    = 0.4211. Thus, the influence of the past period disappeared gradually.



Super-efficiency scores: applied historical data (   X t   ,   Y t  measure  ) (t = 1,...,t) to gauge the confidence interval (CI) of the last period’s scores. First, the super-efficiency scores of the last period’s DMUs were evaluated [9]. Then, the CI of DMU was measured using the replicas from   (  X t   ,   Y t   ) (t = 1,...,t) as follows.



Choice of the replication process and the number of replicas: The historical data   (  X t   ,   Y t   ) (t = 1, ..., t) were regarded as discrete events with probability    w t    and cumulative probability:


   W t  =  ∑  i = 1  t   w i   (  t = 1 , … , T  )   



(7)







The process of replication based on bootstrapping was first introduced by Efron [30]. Bootstrapping refers to a collection of methods that randomly resample and replace the original sample. In the study, by applying a variant of Bayesian bootstrapping, the weighting scheme is composed of the Lucas number series-based weights    w t    because it is more suitable for resampling over a past–present time frame and considering the latest information will become more valuable. For a non-correlated and homoscedastic dataset, we can summarize the data generation process (DGP) in this study as follows. First, a random number of ϛ is drawn from the uniform distribution over the interval [0,1], no matter which cross-sectional data (   X t   ,   Y t   ) are used in order to resample    W  t − 1     < ϛ <    W t   , where    W 0    = 0. Repeat this process as many times as essential to generate the required number of the valid replicas.




3.4.2. Forecasting (Past–Present–Future Model)


Tone and Ouenniche [9] evaluate the efficiency scores of the future DMUs with their confidence intervals, and the “future” (   X  t + 1    ,   Y  t + 1    ) is forecasted by using “past–present” data (   X t   ,   Y t   )    (  t = 1 , … , T  )   .The forecasting and elaboration of the efficiency score of the forecast DMUs are demonstrated as follows: (1) set up    h t       (  t = 1 , … , T  )    as the observed historical data for a certain input/output of a DMU, and (2) forecast    h  T + 1     from    h t    (t = 1, ..., t).



There are three available forecasting engines for this purpose, which is shown below:




	▪

	
Trend analysis: a simple linear least squares regression.




	▪

	
Weight average: weight by Lucas number.




	▪

	
Average trend and Lucas weight average.









In this part, the “past-present” data (   X t   ,   Y t   ) (t = 1,...,t) is applied to predict the “future” (   X  t + 1    ,   Y  t + 1    ) and forecast the efficiency scores of the future DMUs along with their confidence intervals. To prevent repetition, hereafter it is necessary to discuss how the past–present time-based framework could be extended to the past–present–future context. Then, it is essential to forecast the future initially; to be more precise, given the observation of previous data (   x  i , j  t   ,   x  r , j  t   ), t = 1,...,T for a certain input i (I = 1,...,m) and r (r = 1,...,s) of a DMU j (j = 1,...,n), it is expected to forecast (   x  i , j   T + 1    ,   x  r , j   T + 1    ). It estimates the super-efficiency score of the “future” DMU (   X  t + 1    ,   Y  t + 1    ), utilizing the non-oriented super slacks-based measure model once these forecasts are acquired. Finally, given the past–present–future inter-temporal dataset (   X t   ,   Y t   ) (t = 1, ..., t + 1), we applied the resampling scheme proposed in the previous section and obtained confidence intervals.



The Lucas weight model forecasted the future data by the obtained dataset (   X  t + 1    ,   Y  t + 1    ). After that, the super-efficiency was used for the evaluation of the “future” DMU (   X  t + 1    ,   Y  t + 1    ). On this basis, the application can be found on the past–present–future period dataset (   X t   ,   Y t   ) (t = 1, ..., t + 1).




3.4.3. Fisher’s z Transformation


Calculating the correlation coefficient of two input (outputs and input vs. output) items of the data overall DMUs in the last period is one of the requirements of DEA to confirm that the factors are homogenous and isotonic. Afterward, its ζ% confidence interval, e.g., 95%, is calculated using Fisher’s z transformation [31]. It is a must that the resampled data are deleted if the corresponding correlation of the resampled data is out of range. The same process is performed for all inputs, output pairs, and input and output. Hence, resampling excludes improper sampling in which the input and output are unbalanced relative to the input and output of the previous period. The 95% confidence interval mentioned above is not mandatory. The narrower the interval, the closer the resampling is to the last cycle of data.






4. Empirical Results


4.1. Testing Replicas and Correlation


Table 3 illustrates the process of constructing replicas, and Table 4 and Table 5 evaluate correlation coefficients. Moreover, Table 3 displays the resampling results of 500 and 5000 replicas obtained with a 95% confidence interval. Nevertheless, the number of replicas depends on the number of inputs, outputs, and DMUs [9]. Thence, to check the variations of scores by increasing the number of replicas is necessary. In the study, the results from the data analysis show that the difference was insignificant.



The Pearson correlation coefficients are used to measure the isotonic relationship between input and output. Table 4 shows the average results of Pearson correlation coefficients obtained from the year 2013 to 2017. The correlation between input and output variables are positive and statistically significant at correlation. The Fisher 95% correlation matrix should be asymmetric and based on estimates of undistorted standard errors. Fisher 95% confidence intervals are presented in Table 5. The correlation coefficient is known to slightly underestimate the population correlation due to the asymmetrical being skewed toward zero of the distribution of correlation coefficient. The correlation coefficient implemented in the DEA model represents a linear relationship between input and output factors. The correlation coefficient i is between (−1) and (+1), and the closer the correlation is to (±1), the closer it is to a perfect linear relationship.




4.2. Past–Present–Future Framework


In this study, the period from 2015 to 2019 was used as the past–present data to predict the 2020 future data. The forecast DEA and confidence intervals from 2021 to 2024 are shown in Appendix Table A1. The prediction results of each DMU and the predicted score, confidence interval, and efficiency ranking in the year 2020 are listed in Table 6. DMU11 ranked first, having the highest efficiency score of 2.2826, with a confidence interval of (97.5–2.50%) 3.293 and 1.586 for predictive performance. The DMU14 ranked second, with a confidence interval (97.5–2.50%) of 2.675 and 0.363, and the average efficiency remaining at 1.635. DMU16 ranked third, while DMU17 ranked fourth, with the average efficiencies remaining at 1.459 and 1.441, respectively. The other three DMUs (DMU4, DMU5, DMU6) had low efficiency scores between 0.392–0.441. DMU4 was ranked last.



The results presented in Figure 2 and Table 6 reveal little difference between the forecast efficiency levels and actual efficiency levels. Among the 20 companies, the actual 2019 scores of 20 DMUs in the 95% confidence interval are included. Table 7 points out the results of a basic indicator in 2019 for the input/output of each DMU. Simultaneously, the authors added the actual Super-SBM score for 2019 to compare the real data and forecast data. The average of actual forecast over the 20 companies was 0.063 (6.3%). The difference between the forecast ranking and the actual ranking of most companies remained at a similar level to the actual. However, DMU4 dropped from the original 2nd place to 16th, and DMU8 rose from 9th to 4th.




4.3. Analysis before Alliance


Table 8 shows the changes in the efficiency of 20 IC packaging and testing companies from 2015 to 2019. The results of the efficiency before alliance are calculated by the Super-SBM model. The efficiency scores and rankings change to varying degrees each year. Comparing the results through the five-year average, we found the average score in 2017 to be the highest at 1.2887. The average for 2015 was the lowest at 1.2092.



The results of future efficiency and ranking before strategic alliance are shown in Table 9. The results show that DMU11 ranked first and had the best efficiency score of 2.2826. This was followed by DMU14 and DMU17, ranking second and the third, respectively. However, the target DMU1 ranked 15th. This ranking once again proved the target company needs to conduct strategic alliance to improve performance.




4.4. Analysis after Alliance


By combining DMU1 with the remaining DMUs, it formed 39 strategic alliances. The resampling model was selected to calculate the operating efficiency of 39 new DMUs and establish the strategic alliance efficiency comparative evaluation model. Table 10 shows the predicted strategic alliance rankings and scores for 2020–2024.



The results show that DMU1 + DMU2, DMU1 + DMU3, DMU1 + DMU11, and DMU1 + DMU14 are the most effective alliances (score > 1). The target company will have improvement when establishing an alliance with these companies. The target DMU ranked 34, with an average score of 0.615. DMU1 + DMU2, DMU1 + DMU3, DMU1 + DMU11, and DMU1 + DMU14 are effective alliances (score > 1). Therefore, the target company will be highly appreciated if they consider forming strategic alliances with these four candidates.




4.5. Alliance Selection Decision


The result of the strategic alliance revealed the effective change difference of the strategic alliance compared with the target DMU1. The research puts forward a “Comparative Evaluation” model = “the ranking of partner company (RP)”—“the ranking of the alliance (RA)”. The comparison is divided into two groups. The positive results of the comparison show that the league’s performance is better than the original league. The larger the comparison value, the higher the efficiency of the alliance group. On the contrary, a negative result means that the alliance is invalid. The result of “comparison” is presented in Table 11.



In order to establish the strategic alliance, we set the DMU1 (ASE) as the target company to establish strategic alliance with other companies in the same industry. After the establishment of strategic alliances, a total of 39 alliances were formed, and the specific results were divided into the groups “effective” or “ineffective”. There were 11 companies placed in the “effective” group, which can achieve dual progress (a “win–win situation”). These alliances can improve the performance of the target and partner companies simultaneously. The DMU3 is the best potential candidate for strategic alliances due to it having the greatest progress. There were eight companies placed in the “ineffective” group, including (DMU2, DMU10, DMU11, DMU14, DMU17, DMU12, DMU13, and DMU16). The alliance between DMU1 and DMU16 ranked 17th, which is indeed improved compared to the ranking of the target company. However, the ranking of the alliance partner (DMU16) dropped sharply from 4th to 17th, making it the lowest efficiency after the alliance. Those companies will be reluctant to cooperate with the target company because only the target company unilaterally aims to improve its operational performance while reducing its performance. The established alliances of the target and DMU2, DMU3, DMU11, and DMU14 were found to be the most effective alliances. However, only the alliance between DMU1 and DMU3 was in the “effective” group, which means that both efficiency and willingness to cooperate may be increased. As for the other three alliances marked as “ineffective”, they may only be willing to cooperate unilaterally, because the alliance increases the performance of the target company but the performance of the partner company declines.



The radar comparison chart in Figure 3 more obviously illustrates the change in the ranking of the above DMUs before and after alliance. In the radar chart, those points closer to the center are ranked higher. The green line was nearer to the center point than the yellow line in most DMUs. Combined with Table 10, there were 11 alliances in the “effective” group, i.e., DMU1 + DMU3, DMU1 + DMU18, DMU1 + DMU5, DMU1 + DMU4, DMU1 + DMU8, DMU1 + DMU9, DMU1 + DMU6, DMU1 + DMU7, DMU1 + DMU15, DMU1 + DMU20, and DMU1 + DMU19. The green point of these alliances was closer to the center than the yellow point in the radar chart. The alliances in the “ineffective” group were DMU1 + DMU2, DMU1 + DMU10, DMU1 + DMU11, DMU1 + DMU12, DMU1 + DMU14, DMU1 + DMU17, DMU1 + DMU13, and DMU1 + DMU16. The yellow point was closer to the center than the green point in the radar chart. Obviously, the efficiency of both the target and partners improved at the same time.



The previous studies usually required a combination of different methods—for example, the combination of DEA and gray models. The gray prediction model parameters are estimated by the least squares method, which will produce biased estimates when the system is disturbed. Even though the gray model can achieve a good prediction effect on less data and information, the shortcoming in the gray model is the background value, which is not sufficient. Gray prediction does not take the characteristics of data into account. However, resampling improves the accuracy of forecasting as the resampling method considers the characteristics of the data. Previous research focuses on the performance evaluation of the target company rather than partners. The Super-SBM model is suitable for more detailed efficiency rankings. The resampling past–present–future model extends the past–present (Super-SBM) model. Therefore, this study uses resampling to predict and establish alliances, which is an alternative method. On the basis of the above information, this research extended the basis of previous studies. Thus far, there is no research to establish strategic alliances with resampling prediction models. This study proposed a new comparative evaluation model for strategic alliances, not only from the perspective of the target company but also from the perspective of the partner company. Companies can compare the efficiency of both sides simultaneously. In short, the results and findings of the research also lead to new suggestions for strategic alliance.





5. Conclusions


This study put forward a comparative evaluation for a strategic alliance and combined it with the resampling model in the DEA. The study evaluated past performance before the alliance, and future efficiency after the alliance. For the empirical research, we selected 20 companies from the IC packaging and testing industry as DMUs. In addition, four inputs and two outputs were collected as variables, with the period of data collection being from 2015 to 2020. The Super-SBM model was used to measure the performance before the alliance in the period ranging from 2015 to 2019. The resampling past–present–future model was used to predict the performance in 2020–2024. The reasons that cause the failure of alliances are that each partner tries to maximize its individual benefit instead of their collaborative benefit. Furthermore, the results also show that only some of the alliances are beneficial, implying that prudence is still required when entering into strategic alliances. Suitable partnership of alliance is the key point of strategic alliance. Therefore, it is necessary to conduct a comprehensive comparison using a systematic approach.



Most of the previous studies cited in the second chapter only focused on the analysis of the target company, but this has overlooked the evaluation of the partners. The model proposed in the study and the method of combining resampling have never been discussed in previous studies. The study combined the above-mentioned literature discussion to carry out the extension, establishing a new comprehensive comparison model that combines resampling in order to forecast and evaluate the performance of strategic alliances. The proposed method provides a reference for enterprises in the future development strategies and competition.



The contributions of the study are summarized as follows:




	
The study conducted a new comparative evaluation of the IC packaging and testing industry. In the past, previous studies were scarce regarding the IC packaging and testing industry.



	
The study conducted an evaluation of the IC packaging and testing industry that considered the past, current, and future performance comprehensively, not only to comprehend the past performance of these companies, but also to predict future performance.



	
The study applied the resampling model in DEA to establish the strategic alliance instead of grey prediction, which was more commonly used. The resampling model can evaluate the past and present, as well as predict future performance. Compared with grey prediction, the resampling method reduces the influence of outliers and considers the characteristics of the data between various industries.



	
The previous studies on strategic alliances focus on the alliance performance of the target company, ignoring the cooperative company. This research provides a comparative evaluation model that can compare the performance between target and partners. It not only looks for progressive alliances, but also separates unilateral and dual progressive alliances.








The combination of resampling DEA and strategic alliance is a very rare model. Therefore, there are some restrictions. The choice of input and output variables does not seem to fully reflect the overall situation of the IC packaging and testing industry. Therefore, the limited number of DMUs and input/output variables may leave room for further discussion. More variables of input/output (such as liabilities, number of branches, EPS (Earnings Per Share), and R&D) can be discussed carefully, and a larger number of different factors can be evaluated in future research to ensure that these factors have the right influence on the industry and are useful for evaluating the company’s operational performance. This study mainly focused on the IC packaging and testing industry. When this method is applied to other industries, it is necessary that the input and output factors are reselected because of the different background values of different industries.



The research can be updated with new and more effective DEA models that predict the industry and discover more changes and important issues. Future research could examine new methods on the basis of this study, which can be done to benefit other types of industries.
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Table A1. 2021–2024 forecast DEA and confidence intervals.
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2021

	

	

	

	

	
2022

	

	

	

	

	
2023

	

	

	

	

	
2024

	

	

	

	




	
DMU

	
97.50%

	
DEA

	
Avg

	
2.50%

	
Rank

	
97.50%

	
DEA

	
Avg

	
2.50%

	
Rank

	
97.50%

	
DEA

	
Avg

	
2.50%

	
Rank

	
97.50%

	
DEA

	
Avg

	
2.50%

	
Rank






	
DMU1

	
1.104

	
0.621

	
0.621

	
0.489

	
15

	
1.1

	
0.613

	
0.625

	
0.512

	
15

	
0.838

	
0.61

	
0.622

	
0.544

	
15

	
0.817

	
0.614

	
0.621

	
0.552

	
15




	
DMU2

	
1.1

	
1.054

	
1.018

	
0.598

	
7

	
1.086

	
1.057

	
1.054

	
1.034

	
7

	
1.076

	
1.058

	
1.058

	
1.042

	
7

	
1.064

	
1.056

	
1.056

	
1.049

	
7




	
DMU3

	
1.176

	
0.723

	
0.765

	
0.587

	
10

	
1.157

	
0.722

	
0.74

	
0.627

	
11

	
1.162

	
0.725

	
0.744

	
0.669

	
11

	
0.759

	
0.727

	
0.734

	
0.692

	
11




	
DMU4

	
0.425

	
0.361

	
0.362

	
0.29

	
20

	
0.395

	
0.36

	
0.36

	
0.324

	
20

	
0.386

	
0.358

	
0.359

	
0.334

	
20

	
0.376

	
0.359

	
0.358

	
0.341

	
20




	
DMU5

	
0.552

	
0.384

	
0.408

	
0.316

	
19

	
0.483

	
0.38

	
0.387

	
0.34

	
19

	
0.44

	
0.372

	
0.376

	
0.338

	
19

	
0.396

	
0.372

	
0.374

	
0.35

	
19




	
DMU6

	
0.566

	
0.445

	
0.434

	
0.336

	
18

	
0.517

	
0.451

	
0.44

	
0.356

	
18

	
0.494

	
0.455

	
0.446

	
0.379

	
18

	
0.465

	
0.455

	
0.449

	
0.411

	
18




	
DMU7

	
0.83

	
0.654

	
0.639

	
0.498

	
14

	
0.799

	
0.648

	
0.641

	
0.529

	
14

	
0.783

	
0.651

	
0.648

	
0.56

	
14

	
0.777

	
0.656

	
0.656

	
0.603

	
14




	
DMU8

	
1.241

	
0.939

	
0.929

	
0.592

	
8

	
1.181

	
0.943

	
0.929

	
0.602

	
9

	
1.146

	
0.965

	
0.95

	
0.799

	
9

	
1.138

	
0.971

	
0.966

	
0.83

	
9




	
DMU9

	
0.582

	
0.525

	
0.521

	
0.456

	
16

	
0.561

	
0.525

	
0.522

	
0.472

	
16

	
0.559

	
0.528

	
0.526

	
0.495

	
16

	
0.553

	
0.528

	
0.529

	
0.508

	
16




	
DMU10

	
1.207

	
1.122

	
1.106

	
0.685

	
6

	
1.195

	
1.125

	
1.127

	
1.069

	
6

	
1.179

	
1.126

	
1.13

	
1.083

	
6

	
1.165

	
1.126

	
1.127

	
1.099

	
6




	
DMU11

	
2.835

	
2.303

	
2.327

	
1.827

	
1

	
2.674

	
2.289

	
2.3

	
1.946

	
1

	
2.623

	
2.3

	
2.313

	
2.049

	
1

	
2.517

	
2.292

	
2.295

	
2.176

	
1




	
DMU12

	
1.164

	
1.04

	
0.929

	
0.615

	
9

	
1.122

	
1.038

	
0.968

	
0.652

	
8

	
1.098

	
1.038

	
0.998

	
0.699

	
8

	
1.089

	
1.038

	
1.033

	
0.86

	
8




	
DMU13

	
1.349

	
1.197

	
1.162

	
1.024

	
5

	
1.32

	
1.191

	
1.178

	
1.074

	
5

	
1.256

	
1.181

	
1.179

	
1.101

	
5

	
1.242

	
1.181

	
1.179

	
1.104

	
5




	
DMU14

	
2.598

	
1.695

	
1.628

	
0.37

	
2

	
2.517

	
1.69

	
1.684

	
0.4

	
2

	
2.345

	
1.681

	
1.638

	
0.405

	
2

	
1.736

	
1.677

	
1.648

	
0.418

	
2




	
DMU15

	
1.343

	
0.693

	
0.717

	
0.477

	
12

	
0.985

	
0.695

	
0.699

	
0.533

	
13

	
0.826

	
0.699

	
0.695

	
0.62

	
13

	
0.768

	
0.699

	
0.7

	
0.659

	
13




	
DMU16

	
2.152

	
1.385

	
1.42

	
1.157

	
4

	
2.113

	
1.386

	
1.409

	
1.226

	
4

	
1.459

	
1.389

	
1.392

	
1.275

	
4

	
1.43

	
1.384

	
1.382

	
1.291

	
4




	
DMU17

	
1.757

	
1.484

	
1.462

	
0.693

	
3

	
1.659

	
1.484

	
1.479

	
1.326

	
3

	
1.64

	
1.496

	
1.493

	
1.378

	
3

	
1.629

	
1.487

	
1.488

	
1.39

	
3




	
DMU18

	
0.717

	
0.474

	
0.507

	
0.376

	
17

	
0.672

	
0.475

	
0.494

	
0.399

	
17

	
0.538

	
0.473

	
0.475

	
0.41

	
17

	
0.519

	
0.474

	
0.475

	
0.422

	
17




	
DMU19

	
1.079

	
0.774

	
0.744

	
0.488

	
11

	
1.07

	
0.777

	
0.76

	
0.597

	
10

	
1.052

	
0.775

	
0.769

	
0.663

	
10

	
0.809

	
0.772

	
0.769

	
0.686

	
10




	
DMU20

	
1.075

	
0.733

	
0.7

	
0.547

	
13

	
0.781

	
0.73

	
0.704

	
0.564

	
12

	
0.755

	
0.73

	
0.715

	
0.585

	
12

	
0.745

	
0.731

	
0.726

	
0.677

	
12
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Figure 1. Research development. 
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Figure 2. The confidence interval, forecast score, and actual 2019 score forecast by Lucas model. 
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Figure 3. Radar comparison chart. 
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Table 1. List of decision making units (DMUs).






Table 1. List of decision making units (DMUs).





	DMUS
	Name of Companies





	DMU1
	ASE



	DMU2
	Amkor



	DMU3
	Powertech Technology



	DMU4
	Tongfu Microelectronics



	DMU5
	Tianshuihuatian Microelectronics



	DMU6
	UTAC



	DMU7
	King Yuan Electronics



	DMU8
	Chipbond Technology



	DMU9
	Chipmos Technologies



	DMU10
	Orient IC Electronics



	DMU11
	SFA Semicon



	DMU12
	AOI Electronics



	DMU13
	Greatek Elec



	DMU14
	Unisem Berhad



	DMU15
	Sigurd Microelectronics



	DMU16
	Formosa Advanced Technologies



	DMU17
	Hana Micron



	DMU18
	Walton Advanced Engineering



	DMU19
	Ardentec



	DMU20
	Tong Hsing
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Table 2. List of input and output factors from previous studies.






Table 2. List of input and output factors from previous studies.





	Author(s)
	Input
	Output





	Hsu [24]
	total assets; operating expense; administrative

expenses; inventory
	total revenue; net sales



	Chiu et al. [25]
	fixed assets; employees; R&D expense; cost of sales
	net sales; market value



	Wu et al. [26]
	employees; R&D expense; patents; R&D employees;

operating cost
	net sales; intellectual capital stocks; changes in intellectual capital stocks



	Lu and Hung [27]
	assets; employees; equity
	revenue; profit; EPS



	Wang and Ho [28]
	fixed assets; cost of goods sold; R&D expense;

operating expense
	net income; revenue;

retained earnings
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Table 3. Comparisons of 5000 and 500 replicas (Fisher 95%) for the period of 2015 to 2019.
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DMU

	
5000 Replica

	
500 Replica

	
Difference




	
97.50%

	
DEA

	
2.50%

	
97.50%

	
DEA

	
2.50%

	
97.50%

	
2.50%






	
DMU1

	
1.151

	
0.645

	
0.465

	
1.154

	
0.645

	
0.458

	
0.003

	
−0.007




	
DMU2

	
1.106

	
1.051

	
0.569

	
1.107

	
1.051

	
0.554

	
0.001

	
−0.015




	
DMU3

	
1.2

	
0.737

	
0.554

	
1.219

	
0.737

	
0.542

	
0.019

	
−0.012




	
DMU4

	
0.57

	
0.374

	
0.267

	
0.585

	
0.374

	
0.269

	
0.015

	
0.002




	
DMU5

	
1.131

	
0.409

	
0.291

	
1.152

	
0.409

	
0.271

	
0.021

	
−0.020




	
DMU6

	
0.599

	
0.445

	
0.328

	
0.578

	
0.445

	
0.322

	
−0.021

	
−0.006




	
DMU7

	
1.072

	
0.657

	
0.467

	
1.042

	
0.657

	
0.456

	
−0.030

	
−0.012




	
DMU8

	
1.252

	
0.931

	
0.549

	
1.284

	
0.931

	
0.526

	
0.032

	
−0.023




	
DMU9

	
0.591

	
0.539

	
0.443

	
0.595

	
0.539

	
0.434

	
0.005

	
−0.008




	
DMU10

	
1.253

	
1.121

	
0.526

	
1.235

	
1.121

	
0.512

	
−0.018

	
−0.014




	
DMU11

	
3.293

	
2.104

	
1.586

	
3.169

	
2.104

	
1.569

	
−0.124

	
−0.017




	
DMU12

	
1.176

	
1.043

	
0.562

	
1.171

	
1.043

	
0.568

	
−0.005

	
0.006




	
DMU13

	
1.398

	
1.196

	
0.855

	
1.387

	
1.196

	
0.812

	
−0.011

	
−0.044




	
DMU14

	
2.675

	
1.705

	
0.365

	
2.664

	
1.705

	
0.365

	
−0.011

	
0




	
DMU15

	
1.441

	
0.692

	
0.392

	
1.404

	
0.692

	
0.393

	
−0.037

	
0.002




	
DMU16

	
2.31

	
1.4

	
1.144

	
2.25

	
1.4

	
1.127

	
−0.060

	
−0.018




	
DMU17

	
1.875

	
1.381

	
0.541

	
1.901

	
1.381

	
0.539

	
0.026

	
−0.002




	
DMU18

	
1.252

	
0.529

	
0.351

	
1.282

	
0.529

	
0.353

	
0.03

	
0.002




	
DMU19

	
1.14

	
0.777

	
0.47

	
1.151

	
0.777

	
0.455

	
0.011

	
−0.015




	
DMU20

	
1.095

	
0.731

	
0.51

	
1.093

	
0.731

	
0.513

	
−0.002

	
0.004
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Table 4. Average of Pearson correlation coefficients of inputs and outputs from 2015 to 2019.
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	TA
	OE
	RD
	EP
	REV
	GP





	TA
	1
	0.988
	0.989
	0.975
	0.996
	0.991



	OE
	0.988
	1
	0.975
	0.982
	0.993
	0.981



	RD
	0.989
	0.975
	1
	0.957
	0.982
	0.973



	EP
	0.975
	0.982
	0.957
	1
	0.98
	0.968



	Rev
	0.996
	0.993
	0.982
	0.98
	1
	0.993



	GP
	0.991
	0.981
	0.973
	0.968
	0.993
	1










[image: Table] 





Table 5. Lower/upper bounds of Fisher 95% confidence for the correlation matrix.
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Lower Bounds




	
TA

	
OE

	
RD

	
EP

	
REV

	
GP






	
Upper bounds

	
TA

	

	
0.972

	
0.972

	
0.936

	
0.99

	
0.987




	
OE

	
0.9958

	

	
0.937

	
0.961

	
0.984

	
0.971




	
RD

	
0.9958

	
0.99

	

	
0.893

	
0.954

	
0.938




	
EP

	
0.9902

	
0.994

	
0.983

	

	
0.949

	
0.925




	
Rev

	
0.9984

	
0.998

	
0.993

	
0.992

	

	
0.989




	
GP

	
0.998

	
0.996

	
0.99

	
0.988

	
0.998
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Table 6. 2020 forecast data by Lucas, data envelopment analysis (DEA) score, and ranking.






Table 6. 2020 forecast data by Lucas, data envelopment analysis (DEA) score, and ranking.





	
DMU

	
Forecast DEA and Confidence Interval

	
Forecast Data by Lucas Case




	
97.50%

	
DEA

	
Average

	
2.50%

	
Rank

	
(I)TA

	
(I)OE

	
(I)RD

	
(I)Ep

	
(O)Rev

	
(O)GP






	
DMU1

	
1.151

	
0.645

	
0.639

	
0.466

	
15

	
16,090.44

	
974.17

	
504.15

	
85,302

	
11,887.87

	
1962.93




	
DMU2

	
1.115

	
1.052

	
0.96

	
0.569

	
7

	
4514.61

	
414.11

	
112.83

	
32,850

	
4071.86

	
680.56




	
DMU3

	
1.197

	
0.737

	
0.829

	
0.559

	
10

	
3301.57

	
124.07

	
58.21

	
12,938.84

	
2062.03

	
411.7




	
DMU4

	
0.57

	
0.374

	
0.392

	
0.267

	
20

	
2028.84

	
126.24

	
76.94

	
11,015.95

	
1023.05

	
148.62




	
DMU5

	
1.138

	
0.409

	
0.441

	
0.286

	
18

	
1712.48

	
92.28

	
47.97

	
13,182.53

	
1047.08

	
117.46




	
DMU6

	
0.601

	
0.449

	
0.436

	
0.332

	
19

	
1485.05

	
153.39

	
15.28

	
10,519.37

	
752.67

	
138.4




	
DMU7

	
1.072

	
0.657

	
0.645

	
0.467

	
14

	
1604.89

	
88.26

	
30.19

	
5999.16

	
735.18

	
202.36




	
DMU8

	
1.238

	
0.931

	
0.904

	
0.545

	
8

	
1267.06

	
49.63

	
13.58

	
4803.68

	
616.51

	
179.86




	
DMU9

	
0.592

	
0.539

	
0.516

	
0.444

	
17

	
1097.48

	
49.38

	
31

	
5996.63

	
622.33

	
120.35




	
DMU10

	
1.249

	
1.121

	
1.077

	
0.519

	
6

	
543.53

	
29.36

	
8.62

	
6307.26

	
527.58

	
40.24




	
DMU11

	
3.293

	
2.104

	
2.367

	
1.586

	
1

	
574.45

	
21.24

	
1.71

	
677.37

	
449.96

	
40.15




	
DMU12

	
1.176

	
1.043

	
0.9

	
0.565

	
9

	
499.19

	
34.48

	
11.71

	
2429.84

	
395.78

	
78.95




	
DMU13

	
1.412

	
1.196

	
1.14

	
0.843

	
5

	
614.25

	
14.5

	
6.56

	
3039.74

	
388.45

	
99.38




	
DMU14

	
2.675

	
1.705

	
1.635

	
0.363

	
2

	
431.39

	
43.92

	
3.18

	
6791.79

	
318.11

	
135.09




	
DMU15

	
1.426

	
0.692

	
0.743

	
0.392

	
12

	
678.28

	
23.56

	
8.64

	
2933.74

	
286.45

	
82.92




	
DMU16

	
2.306

	
1.4

	
1.459

	
1.14

	
3

	
414.63

	
6.32

	
2.65

	
2402

	
291.98

	
51.54




	
DMU17

	
1.874

	
1.381

	
1.441

	
0.541

	
4

	
530.81

	
36.96

	
5.61

	
834.05

	
383.95

	
65.57




	
DMU18

	
1.24

	
0.529

	
0.557

	
0.348

	
16

	
552.89

	
12.97

	
2.26

	
2825.95

	
259.27

	
18.82




	
DMU19

	
1.14

	
0.777

	
0.76

	
0.47

	
11

	
571.64

	
28.14

	
10.51

	
2225.11

	
257.36

	
81.35




	
DMU20

	
1.097

	
0.731

	
0.684

	
0.512

	
13

	
424.83

	
23.21

	
3.56

	
3030.37

	
247.94

	
58.44
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Table 7. Forecast DEA scores, actual (2019), and confidence interval by Lucas weighted model.






Table 7. Forecast DEA scores, actual (2019), and confidence interval by Lucas weighted model.





	
DMU

	
97.50%

	
Forecast 2019

	
Actual 2019

	
2.50%




	
Average

	
Rank

	
Average

	
Rank






	
DMU1

	
1.1884

	
0.6423

	
14

	
0.76

	
12

	
0.499




	
DMU2

	
1.1811

	
0.9603

	
7

	
1.4762

	
8

	
0.5485




	
DMU3

	
1.192

	
0.8281

	
10

	
1.4438

	
10

	
0.5184




	
DMU4

	
1.2634

	
0.408

	
20

	
0.4299

	
20

	
0.2746




	
DMU5

	
1.1152

	
0.4751

	
18

	
0.5423

	
18

	
0.363




	
DMU6

	
0.577

	
0.4346

	
19

	
0.4607

	
19

	
0.3484




	
DMU7

	
0.7587

	
0.6386

	
15

	
0.6852

	
13

	
0.4789




	
DMU8

	
0.9943

	
0.8928

	
9

	
1.4383

	
11

	
0.5101




	
DMU9

	
0.572

	
0.5168

	
17

	
0.5694

	
16

	
0.4224




	
DMU10

	
1.1579

	
1.0643

	
6

	
1.2201

	
5

	
0.6235




	
DMU11

	
4.0707

	
2.3817

	
1

	
2.8892

	
2

	
1.4945




	
DMU12

	
1.1029

	
0.8957

	
8

	
1.1224

	
6

	
0.6215




	
DMU13

	
1.3712

	
1.1436

	
5

	
1.0747

	
4

	
0.8151




	
DMU14

	
2.5575

	
1.569

	
2

	
1.3927

	
1

	
1.9958




	
DMU15

	
1.3667

	
0.7365

	
12

	
0.75

	
17

	
0.4198




	
DMU16

	
2.2369

	
1.4532

	
4

	
1.3927

	
3

	
1.168




	
DMU17

	
1.7884

	
1.4572

	
3

	
1.839

	
9

	
0.5341




	
DMU18

	
0.8622

	
0.5594

	
16

	
1.4692

	
15

	
0.4537




	
DMU19

	
1.2115

	
0.7629

	
11

	
0.7323

	
14

	
0.4722




	
DMU20

	
0.7499

	
0.6895

	
13

	
1.0695

	
7

	
0.5915
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Table 8. Efficiency and ranking before strategic alliance.






Table 8. Efficiency and ranking before strategic alliance.





	DMU
	2015
	2016
	2017
	2018
	2019





	DMU1
	0.8445
	0.883
	0.9125
	0.783
	0.76



	DMU2
	1.1989
	1.3894
	1.0786
	1.5127
	1.4762



	DMU3
	1.2413
	1.2533
	1.2058
	1.1736
	1.4438



	DMU4
	0.371
	0.4708
	0.5571
	0.5298
	0.4299



	DMU5
	0.5493
	0.6153
	0.7292
	0.6148
	0.5423



	DMU6
	1.6521
	0.4639
	2.9001
	0.6971
	0.4607



	DMU7
	0.723
	1.0554
	1.0761
	0.6302
	0.6852



	DMU8
	0.7983
	0.7973
	1.3219
	0.8574
	1.4383



	DMU9
	0.7217
	0.6264
	0.5524
	0.5924
	0.5694



	DMU10
	1.3158
	1.2006
	1.0945
	1.1961
	1.2201



	DMU11
	2.5322
	2.7663
	2.5189
	2.5861
	2.8892



	DMU12
	1.1827
	1.1246
	1.0876
	1.0459
	1.1224



	DMU13
	1.1437
	1.2334
	1.1999
	1.2349
	1.0747



	DMU14
	3.6229
	2.8724
	3.2927
	2.9655
	1.3927



	DMU15
	0.8352
	0.8748
	1.4045
	0.6875
	0.75



	DMU16
	1.6204
	1.5287
	1.424
	2.3044
	1.3927



	DMU17
	1.3045
	1.4949
	1.1628
	1.7085
	1.839



	DMU18
	0.8022
	0.6598
	0.7085
	0.7123
	1.4692



	DMU19
	1.0595
	0.7251
	0.7781
	0.8735
	0.7323



	DMU20
	0.6654
	0.7164
	0.7699
	1.0242
	1.0695



	AVG
	1.2092
	1.1376
	1.2887
	1.1865
	1.1379










[image: Table] 





Table 9. Future efficiency and ranking before strategic alliance.






Table 9. Future efficiency and ranking before strategic alliance.





	DMU
	Average
	Rank
	DMU
	Average
	Rank





	DMU11
	2.2826
	1
	DMU20
	0.7305
	11



	DMU14
	1.6839
	2
	DMU3
	0.726
	12



	DMU17
	1.4827
	3
	DMU15
	0.6979
	13



	DMU16
	1.387
	4
	DMU7
	0.6537
	14



	DMU13
	1.1847
	5
	DMU1
	0.615
	15



	DMU10
	1.1252
	6
	DMU9
	0.528
	16



	DMU2
	1.0561
	7
	DMU18
	0.4767
	17



	DMU12
	1.0386
	8
	DMU6
	0.4522
	18



	DMU8
	0.9602
	9
	DMU5
	0.3769
	19



	DMU19
	0.774
	10
	DMU4
	0.3602
	20
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Table 10. Efficiency and ranking after strategic alliance.






Table 10. Efficiency and ranking after strategic alliance.













	Rank
	DMU
	Average
	Rank
	DMU
	Average





	1
	DMU11
	2.2826
	21
	DMU1 + DMU19
	0.9765



	2
	DMU14
	1.6839
	22
	DMU1 + DMU15
	0.9746



	3
	DMU17
	1.4827
	23
	DMU1 + DMU7
	0.9729



	4
	DMU16
	1.387
	24
	DMU1 + DMU9
	0.9698



	5
	DMU13
	1.1847
	25
	DMU8
	0.9602



	6
	DMU10
	1.1252
	26
	DMU1 + DMU5
	0.9564



	7
	DMU2
	1.0561
	27
	DMU1 + DMU6
	0.9484



	8
	DMU12
	1.0386
	28
	DMU1 + DMU4
	0.9348



	9
	DMU1 + DMU2
	1.0345
	29
	DMU19
	0.774



	10
	DMU1 + DMU3
	1.0253
	30
	DMU20
	0.7305



	11
	DMU1 + DMU11
	1.0047
	31
	DMU3
	0.726



	12
	DMU1 + DMU14
	1.0043
	32
	DMU15
	0.6979



	13
	DMU1 + DMU17
	0.9977
	33
	DMU7
	0.6537



	14
	DMU1 + DMU8
	0.9956
	34
	DMU1
	0.615



	15
	DMU1 + DMU10
	0.9941
	35
	DMU9
	0.528



	16
	DMU1 + DMU13
	0.9932
	36
	DMU18
	0.4767



	17
	DMU1 + DMU16
	0.9902
	37
	DMU6
	0.4522



	18
	DMU1 + DMU12
	0.9872
	38
	DMU5
	0.3769



	19
	DMU1 + DMU18
	0.9784
	39
	DMU4
	0.3602



	20
	DMU1+DMU20
	0.9784
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Table 11. The effective and ineffective alliance partnerships.






Table 11. The effective and ineffective alliance partnerships.





	
DMU

	
RP

	
RA

	
Comparison






	
Effective




	
DMU1 + DMU3

	
31

	
10

	
21




	
DMU1 + DMU18

	
36

	
19

	
17




	
DMU1 + DMU5

	
38

	
26

	
12




	
DMU1 + DMU4

	
39

	
28

	
11




	
DMU1 + DMU8

	
25

	
14

	
11




	
DMU1 + DMU9

	
35

	
24

	
11




	
DMU1 + DMU6

	
37

	
27

	
10




	
DMU1 + DMU7

	
33

	
23

	
10




	
DMU1 + DMU15

	
32

	
22

	
10




	
DMU1 + DMU20

	
30

	
20

	
10




	
DMU1 + DMU19

	
29

	
21

	
8




	
Ineffective




	
DMU1 + DMU2

	
7

	
9

	
−2




	
DMU1 + DMU10

	
6

	
15

	
−9




	
DMU1 + DMU11

	
1

	
11

	
−10




	
DMU1 + DMU12

	
8

	
18

	
−10




	
DMU1 + DMU14

	
2

	
12

	
−10




	
DMU1 + DMU17

	
3

	
13

	
−10




	
DMU1 + DMU13

	
5

	
16

	
−11




	
DMU1 + DMU16

	
4

	
17

	
−13
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