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Abstract: This work presents an event-driven Extract, Transform, and Load (ETL) pipeline serverless
architecture and provides an evaluation of its performance over a range of dataflow tasks of varying
frequency, velocity, and payload size. We design an experiment while using generated tabular data
throughout varying data volumes, event frequencies, and processing power in order to measure:
(i) the consistency of pipeline executions; (ii) reliability on data delivery; (iii) maximum payload
size per pipeline; and, (iv) economic scalability (cost of chargeable tasks). We run 92 parameterised
experiments on a simple AWS architecture, thus avoiding any AWS-enhanced platform features,
in order to allow for unbiased assessment of our model’s performance. Our results indicate that
our reference architecture can achieve time-consistent data processing of event payloads of more
than 100 MB, with a throughput of 750 KB/s across four event frequencies. It is also observed that,
although the utilisation of an SQS queue for data transfer enables easy concurrency control and data
slicing, it becomes a bottleneck on large sized event payloads. Finally, we develop and discuss a
candidate pricing model for our reference architecture usage.
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1. Introduction

Efficient, scalable, and cost-effective data processing and pipelining have become
critically important in real-time analytics for decision making. Naturally, the paradigm
favours real time event-driven solutions over periodic batch processing. Systematic tech-
niques for these tasks have been thoroughly investigated and many open source tools and
frameworks emerged and adopted by industry [1–4]. Even so, these are predominantly dis-
tributed solutions that require costly infrastructure and significant effort for development
and maintenance.

Data processing requirements in such environments most frequently consist of at
least one typical Extract, Transform, and Load (ETL) pipeline in order to accommodate
for heterogeneous sources. Generally, an ETL pipeline entails a data source that receives
incoming data, a computation stage that is scheduled to run at fixed intervals and a data
sink to store the post-processed data. Event-driven ETLs offer an alternative approach,
removing the need for fixed interval runs by operating in a more reactive manner, by al-
lowing changes in the data source to trigger data processing. This approach features real
time feedback, the efficient utilization of resources and elasticity [5], and it is often more
desirable with respect to business requirements. Yet, it is intrinsically harder to implement
due to its architectural complexities.

Recent advancements in serverless computing afford new opportunities in designing
architectures that realise high scalability, elasticity, and performance, while minimising
the cost and development effort. Such advancements have lowered entry barriers in the
implementation of event-driven ETL pipelines. In this paper, we adopt an event-driven
ETL pipeline architecture that was built on the AWS platform while using exclusively
serverless technologies and offer experimental evidence for its performance. To do so,
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we develop a reference implementation of an event driven serverless architecture that is
based on various serverless design patterns [6–10].

An empirical evaluation is performed through a series of experiments across different
dimensions in order to test for consistency, reliability, pricing, performance, and payload
limits of the architecture. In this context, this research

• Presents a reference architecture of a serverless ETL pipeline on AWS and indicates
advantages and limitations.

• Provides a data-driven analysis of the architecture through 92 distinct experiments.

• Conducts a critical analysis on the results, evaluates the critical aspects of the system,
discusses bottlenecks, and suggests alternative solutions.

Because one of the key motivations of this empirical research is to explore how the
reference serverless architecture behaves under a variety of parameters, we believe this
work offers a solid contribution to that end. It is imperative to clarify that the scope of this
research does not entail a comparative evaluation with other ETL solutions. Conversely,
it proposes a serverless architecture in order to accommodate ETL pipelines and empirically
demonstrates its capabilities and limitations.

2. Background

Serverless computing is a relatively recent and increasingly popular evolution of cloud
computing technology. It aims to provide a new programming model that fully abstracts
away the infrastructure layer for developers [11]. Throughout the literature, the term
“serverless” most often refers directly to Function-as-a-Service (FaaS) providers; however,
the term FaaS does not cover all serverless technologies. Figure 1 provides a view of
the spectrum of services that are typically classified as serverless. In this paper, the term
“serverless” refers to the wider definition that wraps these technologies.

Recent major industry shifts towards containers and microservices [12] led, in turn,
to increasing interest towards serverless computing. A main factor of attraction is that
the serverless paradigm supports a pay-as-you go model, allowing for (i) cost-effective
agile development and rapid prototyping [13] and (ii) acclaimed elasticity from zero to
“infinity”, given that scaling, parallelisation, and concurrency are delegated to the cloud
provider [14]. Therefore, it becomes significantly easier for developers to roll-out cloud-
based deployments that fulfil demanding non-functional requirements in a cost effective
manner, avoiding the labour of managing the infrastructure. As already mentioned,
although the scope of this work is not to formally compare this system with the traditional
ETL solutions, there are also intrinsic serverless advantages against serverful approaches
that are inherited by the proposed architecture. Table 1 summarises a high level comparison
of traditional and serverless ETL solutions across the aforementioned aspects.

Despite these new opportunities, serverless computing also poses significant risks
from the user perspective. Adopting serverless architectures without proper planning
can potentially hinder the smooth and successful development process. It requires rigor-
ous design and planning to ensure: (i) architecture parity with Quality of Service (QoS)
requirements and (ii) controllable costs as deployment scales [14]. A recent study identi-
fied use cases, where FaaS services fail to meet expectations mostly due to design-driven
constraints [15]. It is important to understand that shifting to serverless technologies comes
with a convenience-over-control trade off. Thus, it is imperative for the developer side to
ensure that delegating control will not impede changing business requirements.

Major cloud providers support a wide variety of out-of-the-box serverless services that
come with distinct advantages and limitations. One of the earliest FaaS was AWS Lambda,
which was launched by Amazon in 2014, and then followed by Google Cloud Functions,
Microsoft Azure Functions, and IBM OpenWhisk launched in 2016 [14]. Apart from pro-
prietary products there are several open source projects, such as OpenLambda, OpenFaas,
OpenWhisk, Knative, and Kubeless [16–19]. Even though open source alternatives afford
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higher independence from the proprietary solutions, they are primarily self-hosted, which,
in effect, carries the burden of managing the infrastructure.

Figure 1. Developer control and serverless computing (adapted from [11]).

Table 1. Comparison of Traditional vs Serverless ETL solutions.

Traditional ETL Serverless ETL

Maintenance

Traditional ETL pipelines require regular infras-
tructure maintenance to ensure the Quality of
Service. This is usually managed by another ded-
icated team.

Infrastructure maintenance and updates is taken
care by the serverless components’ vendor.

On-Demand Require provisioning and the pricing is the same
whether the resources are utilized or not.

Serverless ETL pipelines can be used/created On-
Demand which lead to a flexible and dynamic
pay per data processed model pricing model.

Cost Effectiveness
Infrastructural components provisioned for tra-
ditional ETL solutions are usually priced at a
very high level of utilisation.

On the contrary, Serverless cloud services usu-
ally have a very granular pricing which results
into high cost effectiveness in the long term.
i.e., AWS Lambda functions are now billed per
1 ms of execution.

Data Sources Data sources are usually constrained to a limited
set of integrations of structured data.

Can be adapted to almost any data source/format
as long as there is a clearly defined approach of
transforming it.

Processing Mainly batch processing of records which leads
to only near real-time applications.

Allow for stream processing which can accom-
modate real-time applications

Pipeline Configuration

Have a very limited set of options to configure
the ETL pipeline and it heavily depended on
and defined by the implementation. Usually
only defined in a single programming language.

Serverless ETL pipelines configuration is still
heavily depended on the implementation but
there is significantly less technical effort on en-
abling polyglot implementations.

Elasticity
Scaling horizontally requires provisioning be-
forehand and careful planning to ensure the
smooth integration of new resources.

Serverless components are very elastic allowing
for almost instant horizontal and vertical scaling

3. Related Work

Already, multiple studies have focused on harnessing the power of serverless tech-
nologies in order to modernise traditionally tedious tasks. Many evaluated performance
across different dimensions, others addressed scalability issues, and others introduced
novel paradigms. Hence, the related literature can be categorised into evaluations and
applications of serverless technologies, yet there is often an overlap between the two.

A seminal example on the application side is PyWren [20], which introduced a MapRe-
duce primitive that was built on top of AWS lambda functions. PyWren provided a simple,
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highly parallel, serverless data processing system, which showcased a performance compa-
rable to Spark. However, PyWren is not event-driven, still requires external orchestration,
and only addresses the data processing stage. Similarly, ExCamera [21] applies the same
principle in order to leverage extreme parallelism for digital video encoding, but, yet again,
also requires a centralized orchestrator for functions. Stanford researchers also worked on a
serverless orchestration framework, called gg [22]. It is a more generalisable approach that
still requires an external coordinator, yet it only targets to improve highly-parallelised tasks
rather than event-driven data processing. Flint [23], on the other hand, directly focuses
on distributed data processing by implementing a PySpark scheduler on AWS Lambda
functions and SQS queues for maintaining state. Although the design is convenient due to
Spark interoperability, it does not provide a comprehensive evaluation and, thus, comes
with challenges in its practicality. Mijanrur et al. supported the idea of using serverless
computing for ETL pipelines and presented a very high level overview of an exemplar
Serverless ETL architecture on AWS; however, their work did not include any evaluation
metrics [24]. Motivated by low maintenance and cost efficiency, Zang et al. proposed
a serverless AWS architecture targeting particularly power grid emergency generation
dispatch [25]. Unlike previous studies, Perez et al. [26] proposed an event-driven serverless
data processing architecture that was built on top of Kubernetes and OpenFaaS. While this
is a novel approach, the effort that is required to be deployed and maintained is substan-
tial; minimising that effort is one of the aspects that our reference architecture aims to
directly address. Finally, several authors focus on evaluating serverless computing over
major cloud providers by exploring performance, consistency, elasticity, security, latency,
and task variation, but they are constrained to a single serverless technology, rather than
an architecture, as this work [27–29].

As presented by the existing literature, many scholars actively explore how far serverless
technologies can be stretched. Some target insurmountable parallelization and others focus
on specific use cases. In this context, we extend the state-of-the-art in this field of research
by adding our proposed to architecture to the set of practical serverless systems for general
ETL data pipelines.

4. Architecture

We chose the AWS platform for our experimental evaluation for several reasons. Firstly,
according to a Canalys report, AWS holds the largest market share amongst the major
cloud providers [30]. Furthermore, AWS lambdas cold-start times have been proven to be
more consistent across multiple invocations [28] and they provide better CPU performance,
network bandwidth, and I/O throughput as implementations scale [29]. Other empirical
results suggest that the Amazon S3 offers low latency and comparable throughput over
other providers [31]. We selected Python3.7 to run our experiments, given that Python is
one of the most popular AWS Lambda runtime choices amongst academic studies [32].

Our event-driven ETL pipeline follows a rather basic architecture. The primary
aim of this research is to study the behaviour, overheads, and costs in the context of
serverless event-driven pipelines, in a manner that is as platform-agnostic as possible:
therefore, adopting a straightforward architecture excludes any optimising features AWS
may support. Similar to a typical ETL pipeline, the subject architecture consists of a data
source, a processing stage, and a data sink. Two additional intermediate stages were
implemented for connecting the processing with the source and the sink, primarily for
observability and fault tolerance. For reference, we labelled these stages as ’triggering’
and ’writing’. Figure 2 gives a high-level overview of the whole architecture, which is
outlined here:

Data Source: We use an AWS S3 bucket as a data source. Using S3 is both a cost-
effective and scalable choice as it provides low latency and out-of-the-box lambda integra-
tion capabilities. While, technically, data could be sent directly to lambda functions while
using an API Gateway, S3 acts both as a data source and datalake. Hence, the data persist
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and they can be processed again in the event of system failure, or act as input for other
data analysis pipelines.

Triggering: S3 supports notifications that directly trigger a lambda function. Notably,
this is less desirable in live production environments, as it delegates the burden of im-
plementing a fail-over strategy down to the function. Yet, our implementation uses SNS
topics and SQS queues in order to invoke the processing stage. Although this increases
architectural and network overhead, it is an essential element of the architecture in order to
achieve observability and fault tolerance. More precisely, SQS triggers a lambda function
synchronously and, hence, any inputs that resulted in a failed invocation will be forwarded
to a dead letter queue. What is more, this architectural design allows for a fanout message
forwarding, as opposed to normal S3 notifications.

Data Processing: we employ stateless lambda functions for data processing. Ensuring
that the processing is stateless poses some limitations on the type of operations that can be
applied on the data, due to the lack of global context. There are ways to achieve statefulness
amongst many lambda functions [33,34], but these are not within the scope of this work,
as they introduce architectural complexities.

Data Writing: the same as in the triggering stage, data writing provides an extra layer
of fault tolerance and failover resolution by using an SQS and a lambda function, which is
responsible for persisting the data into DynamoDB. It must be noted that SQS limits
message sizes to a maximum of 256 KBs by design; therefore, each lambda transformation
worker must chunk the transformation output prior to sending it to the queue. This design
permits extremely high parallelisation, as each chunk is written by a separate writer.
Furthermore, it opens up the opportunity for applying some common processing logic to
all of the data after they have been processed (i.e., validation).

Data Sink: we use DynamoDB to store the processed data. DynamoDB is a serverless
NoSQL database and it fulfils all our experimental requirements. It is serverless, offers
a pay-on-demand plan, it has low latency, provides de-duplication and fast querying
capabilities, and it can be very easily extended with further data processing pipelines
through Dynamo Streams.

Figure 2. Overview of system architecture.

Pricing

In principle, serverless architectures should feature negligible costs when the system
is idle. An ideal alternative would fully eliminate costs, but this is not possible with the
current AWS platform capabilities. To have a more granular reference to the costs, we define
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chargeable elements as anything that is charged as part of AWS services. That being said,
we categorise the chargeable elements of the architecture as active or passive, based on
how it is charged. Active costing refers to elements that are charged according to data flow
usage, while passive costing refers to charges that are applied, even when the system is
idle. An example of a passive chargeable element is S3 storage. Another, not very obvious,
passive chargeable element is SQS polling requests: when lambda functions are being
triggered by SQS, they keep polling the SQS queue, even when there are not any available
messages. The standard rate of polling is 15 requests per minute by design. Table 2 lists
active and passive chargeable elements across the proposed architecture.

Table 2. Active and passive chargeable elements of architecture.

Data Source Triggering Transformation Data Writing Sink

S3 SNS SQS Lambda SQS Lambda DynamoDB

Active

Requests (S3Req)

Messages (SNSmsg) Requests (SQSReq) GB/Seconds (GBSecCost) Requests (SQSReq) GB/Seconds (GBSecCost) Write Units (DBWrites)Data In (S3In)

Data Out (S3Out)

Passive Storage - Requests - Requests - Storage

5. Experimental Design

We design our experiments to investigate several aspects of the system across dif-
ferent data volumes, event frequencies, and processing power. These are critical factors
that should be considered when migrating to serverless configurations. Our empirical
evaluation pinpoints the I/O and processing overheads at high granularity. In particular,
by investigating how the architecture performs with respect to the following elements,
we attempt to answer the corresponding questions:

Consistency: Are pipeline executions consistent?

Reliability: What is the probability that the system delivers the data in its entirety?
How often are events lost (if any)?

Pricing: How chargeable elements scale across pipeline runs?

Performance: What is the end to end time of data flow? How do lambda function
execution times change across different data volumes and velocities?

Payload size: What is the maximum payload that a pipeline can handle?

For the initial phase of the experiments, we control the total data size to be sent,
the payload size for each event, the available memory for the AWS lambda worker, and the
frequency of the events. The event payload size is calculated, such that the sum the
payloads equals the total size of data to be sent within an hour of running, based on
the given frequency. More formally: let f , T, p, and D be, respectively: the frequency,
the time that the experiment is running for, payload size per event, and total data size to be
sent, then:

p =
D

f × T
where T = 60 min

We record the relevant metrics for each experiment question across 60 distinct pipeline
runs that arise from all possible combinations of the following dependent variables:

D: Total data size to be sent (MB): 1, 10, 100.

f : Event frequency (events per minute): 1, 2, 6, 30, 60.

M: Lambda worker available memory (MB): 128, 256, 512, 1024.

A secondary series of experiments was performed, where a single event was sent to
the system in order to address event payload size and performance. During this process
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the end-to-end time from source to sink was recorded. Specifically, a total of 32 runs were
performed in order to cover the following dependent variables:

p: Event Payload Size (MB) : 1, 5, 10, 20, 40, 60, 80, 100.

M: Lambda worker available memory (MB): 128, 256, 512, 1024.

Because the payload and processing task of the writer function does not vary, the avail-
able memory for the writer lambda function is set to 128 MB across all of the experiments.
Similarly, the data processing task that the lambda worker carries out remains the same for
all experiments. To keep it consistent and quantifiable, we employed a simple pass-through
of the data without any extra I/O overhead, which translates to O(N) complexity. Therefore,
we can argue that any similar O(N) task can be subjected to our results. All of the Python
implementations for the tasks that were carried out by Lambda functions were developed
while using Pandas python package v1.1.0 [35] and Python standard libraries.

6. Discussion
6.1. Reliability

The official AWS documentation states that S3 events will most likely deliver an
event once, but it is possible that an event will be delivered multiple times, or not at all.
The documentation does not clearly quantify how often this may occur and, in order to cater
for this, we recorded any such occurrences through the experiments. Judging by our results,
S3 delivered the event notification successfully 100% across all experiments (71,280 events).
Nonetheless, we noticed two unexplained failed invocations when transferring a total of
100 MB at 1 event per minute using 128 MB of lambda memory (See Figure 3). The functions
logs indicated that those functions timed-out when attempting to send the output data
chunks to writer SQS queue. Although it is not clear why this time-out occurred, it is likely
that this could have been a minor outage of that particular SQS queue, which leads to
the conclusion that it is always necessary to establish failover strategies for production
environments. With our proposed architecture, this was picked up by the triggering dead
letter queue.

6.2. Consistency

It is imperative that each workflow in an ETL pipeline executes in a consistent manner.
Provided that the execution environment is not within our control, the consistency of the
system in terms of execution duration per function task and latencies was measured.

The high-level overview of invocation duration times in Figure 3 supports the lambda
workers’ pipeline execution environment is consistent. As a matter of fact, the average
standard deviation through all successful invocations did not exceed 160 ms.

6.3. Performance

We monitored the execution time on each subtask that was implemented in the
worker lambda function, bearing in mind that AWS does not provide clear specifications,
apart from memory, in their execution environments. Generally, as expected, higher mem-
ory functions perform orders of magnitude faster in terms of raw processing. More precisely,
the results suggest that the processing power is linearly proportional to the memory since
the execution time halves with each memory upgrade.

Figure 4 illustrates the end-to-end times from the source to sink of a single event
increasing in size. Specifically, for an event with a payload size of 100 MB, it takes slightly
more than 2 min. to process and persist in data sink, which results in around 750 KB/s pro-
cessing speed that is acceptable, but could be problematic at high data volumes. The cause
of this overhead is discussed further below.
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Figure 3. Mean execution times, failed invocations, cold starts, and success rate for distinct Lambda worker operation
categorised by lambda function’s available memory.

Figure 4. End to end data flow times for event payload size and lambda worker memory. Table rows show time in seconds
per payload size. Cells without a value indicate that the lambda worker failed to process the payload.
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Similarly, Figure 5 demonstrates the time that is spent performing on each worker
subtask. In larger data volumes, sending the data to SQS takes up most of the invocation
time, as it consists of blocking network operations. This is due to the need for chunking
the data in order to overcome the SQS payload size limits. Alternatives are discussed in
future work, as that intensive network operation can undermine successful processing of
larger data volumes. Notably, while the worker function forwards the transformed data to
the queue, the writer function is invoked in parallel upon notification of the first chunk.
Consequently, the total end-to-end data delivery time is reduced.

Figure 5. Mean execution times for distinct lambda worker operation separated by Lambda function’s available memory.

6.4. Payload Size

Another important element of the architecture are the limitations that are imposed on
the payload size of a single event. Worker functions with 128 MB and 256 MB of memory
failed to process payload sizes larger than 10 MB and 40 MB, respectively, due to lack of
processing power, as illustrated in Figure 4. On the contrary, 512 MB and 1024 MB memory
workers are shown to be able to handle payloads of sizes up to 100 MB and potentially
even larger.

6.5. Pricing

In any serverless system, cost-awareness is critical. Although calculating the pricing
for a single resource is straightforward, calculating the costs for the whole system can be a
daunting task. For that purpose we present a simple expression that models the costs of the
aforementioned architecture. Let D = ∑n

i=0 pi where pi is the ith payload size of n events
received over time t, (S3Req, SNSmsg, SQSreq, S3In, S3Out, GBs, DBWrites) be the pricing
of each chargeable element accordingly, and Wcost, WRcost, Wout, and WRrecords be,
respectively, the worker’s/writer’s duration in GB/Seconds, size of transformed output,
and number of records to be written in the DB, as also provided in Table 2. Subsequently,
the active costs can be summarised as:

Cost=n×(S3Req+SNSmsg+SQSreq)+D×(S3In+S3Out)+

(Wcost+WRcost)×GBSecCost+( Wout
256 KB+1)×SQSreq+WRrecords×DBWrites

More specifically, the division over 256 KB chunks models the fragmentation of SQS
messages to match the maximum message payload size of AWS (256 KB). Note that this is
not a complete model, as it neglects passive costs and redrive policies in the case of errors.
However, it affords us the observation that many of the costs have linear relationships
with the pipeline inputs. Still, the lambda function charges (Wcost, WRcost) are somewhat
harder to estimate, since they are affected by several factors. With this in mind, in Figure 6,



Appl. Sci. 2021, 11, 191 10 of 13

we empirically present the pricing attributed to the worker lambda function throughout
the experiments. Interestingly, it is observed that, in higher data volumes, tuning of the
lambda functions specifications is essential, since there are cases where a more powerful
lambda function costs less than an underspecified function (e.g., 128 MB/256 MB Memory
at one event per minute).

Figure 6. Lambda worker costs in GB/Seconds.

7. Limitations and Future Work

The discussion of this work’s results highlights the capabilities of the proposed system
across many aspects. In particular, we demonstrated that the proposed architecture can
cope reliably with large event payloads for frequencies up to one event per second. What is
more, we highlight the cost effectiveness of this serverless implementation by modeling
the chargeable components of the architecture and underlining their dynamic pay-as-
you- go nature, as opposed to fixed pay rates of serverful architectures. Nevertheless,
we summarise the limitations of our architecture and expand on future work to address
these. The main deficiency of our architecture is the SQS data throughput bottleneck. This is
naturally inherited by the AWS SQS 256 KB message size restriction. Furthermore, in our
methodology, we intentionally omit the pricing of components that are used for pipeline
failover, such as dead letter queues. Finally, the lack of lambda worker orchestration
requires that each ETL pipeline must be guaranteed in order to terminate before the
execution time of the AWS lambda functions runs out.

This research can be extended in a variety of ways. Regarding the evaluation and
architecture design, there is already a list of parameters in our backlog that we pursue to
tune and experiment. One of the top future work prioritiez is to overcome the limitations
of the proposed architecture by implementing alternatives to SQS data transfer. A possible
workaround would be to keep using SQS for triggering, but routing the data through
S3 or adopting an asynchronous approach for delivering SQS messages. Both of these
approaches would have their pros and cons and, hence, they are at the top of the future
tasks, for a more systematic investigation. In addition, in order to overcome the intrinsic
limitation of execution time that is imposed by the AWS Lambda function service, we are
planning to extend the proposed architecture, such that it can automatically orchestrate
long running ETLs to multiple interconnected Lambda function invocations. Adding to
this, improvements may be sought in the writing stage, and in terms of how the data are
chunked. Adding compression or further function orchestration may potentially eliminate
some of the limitations discussed in Section 6.4. Although this research provides evidence
of resilience against uniform event payloads, further investigation on the limits of the
architecture as frequency grows unpredictably would provide useful insights. Finally,
we plan to expand our evaluation with similar architectures that are built on other major
cloud platforms, such as Azure, GCP, and IBM, as comparison may allow for further
conclusions to be drawn.
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8. Conclusions

In this study, we developed and presented a reference architecture for building an
event-driven ETL pipeline on top of AWS while using entirely serverless technologies,
hence enabling a pay-per-usage model. This was accommodated by an empirical eval-
uation, which concluded that the subject architecture provides consistency, reliability,
and acceptable performance for practical use in applications up to one event per second.
The study finally recommended a fundamental pricing model in order to approximate the
cost of chargeable active tasks in the pipeline.

The applicability of this work extends to fields, such as healthcare, fintech, traffic
control, IoT sensor analysis, and many more. Generally, the presented architecture is a
good fit for event-based reactive systems that seek to employ flexible ETL pipelines, with-
out the accompanying infrastructural overhead. Our model would provide an extremely
cost effective and practical solution for sparse event processing , such as patient journey
mapping [36], credit card fraud detection [37], or smart city sensor data analysis [38].
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