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Featured Application: Accuracy of additively manufactured implants for clinical surgery.

Abstract: In craniomaxillofacial surgical procedures, an emerging practice adopts the preoperative
virtual planning that uses medical imaging (computed tomography), 3D thresholding (segmentation),
3D modeling (digital design), and additive manufacturing (3D printing) for the procurement of an
end-use implant. The objective of this case study was to evaluate the cumulative spatial inaccuracies
arising from each step of the process chain when various computed tomography protocols and
thresholding values were independently changed. A custom-made quality assurance instrument
(Phantom) was used to evaluate the medical imaging error. A sus domesticus (domestic pig)
head was analyzed to determine the 3D thresholding error. The 3D modeling error was estimated
from the computer-aided design software. Finally, the end-use implant was used to evaluate the
additive manufacturing error. The results were verified using accurate measurement instruments
and techniques. A worst-case cumulative error of 1.7 mm (3.0%) was estimated for one boundary
condition and 2.3 mm (4.1%) for two boundary conditions considering the maximum length (56.9 mm)
of the end-use implant. Uncertainty from the clinical imaging to the end-use implant was 0.8 mm
(1.4%). This study helps practitioners establish and corroborate surgical practices that are within the
bounds of an appropriate accuracy for clinical treatment and restoration.

Keywords: 3D printing; craniomaxillofacial surgery; medical imaging; computed tomography
(CT); segmentation; digital design; CAD; implants; cumulative error; error propagation; standard
uncertainty; spatial accuracy; quality control; quality assurance

1. Introduction

Additive manufacturing (AM), non-technically known as three-dimensional (3D) printing, is a
process in which material is added and joined typically on a layer-by-layer principle to make products
using digital data of a 3D model [1]. AM is a rapidly evolving technology [2], which originated in early
1980s [3]. To this end, it differs from the conventional manufacturing methodologies, i.e., subtractive
and formative manufacturing. AM has been widely implemented in the medical industry [4], and it has
gained clearance for more than 80 AM medical devices such as maxillofacial implants and a knee joint
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replacement system from the United States Food and Drug Administration (FDA) [2]. Substantial AM
growth is enabled by its economical lot-size-one that allows for unprecedented geometrical freedom [5]
in one build cycle using minimal set-up because it is a general-purpose digital technology which is not
constrained by patient-specific tooling [6–8]. Further, it enables a unique supply chain with increased
communication and responsiveness [9] that complements the state of urgency in the medical field.

The powder bed fusion (PBF) technique is one of the seven AM processes in which thermal
energy is used to selectively fuse regions of the powder bed [1]. When this method is applied
to fabricate metallic parts, it is typically known as direct metal laser sintering (DMLS), selective
laser melting (SLM), and electron beam melting (EBM) depending on the power source and the
machine manufacturer. This method has been widely implemented to manufacture custom-made and
patient-specific implants from metal alloys, particularly titanium [10–17]. Implants seem to be one of
the most utilized applications of additive manufacturing in the head and neck area in hospitals [18].
Further, it is increasingly fulfilling the demand for porous titanium that can facilitate osseointegration
through the independent adjustment of the mechanical properties and porosity in terms of size and
distribution [19–23].

A classification for medical applications of AM was established by Tuomi et al. [24,25], which
comprises medical models for planning, medical aids, tools for medical devices, inert implants,
and bio-manufacturing. Akmal et al. [26] have extended the classification of custom-made inert
implants to intelligent implants containing patient-specific digital data and drug delivery systems.
The advent of preoperative virtual planning, based on medical imaging, segmentation, implant
modeling, and manufacturing [27] in particular with AM techniques, has enabled excellent functional
and aesthetic reconstruction of different craniomaxillofacial surgical procedures including the reduction
of intraoperative time [28–33].

The craniomaxillofacial, in particular the mandibular, deformities can be caused by tumor, injuries,
and/or infections [34]. The reconstruction of mandibles followed by an ablative tumor surgery poses a
challenge for practitioners [31]. This is due to the nature of complex 3D patient-specific geometry that
is difficult to replicate. Any signs of an aberration in its structural alignment may lead to functional
disturbance due to the malocclusion or temporomandibular disorders [33]. Further, difficulties may
arise due to extensive bone resection, temporomandibular joint involvement, or severely distorted
bony contour [33].

Evidently, the development of medical imaging, in particular computed tomography (CT)
techniques, has changed the dynamics of the medical industry because it has enabled data capture
from the interior and exterior of the patient-specific anatomy. This captured data is volumetric in
nature comprising 3D block of smaller cuboid structures called voxels (volume element). Each voxel
represents a relative X-ray attenuation [35] that is characterized by grey scale values in Hounsfield unit
(HU). More specifically, the Hounsfield units represent material X-ray attenuation value relative to
water. In principle, this relationship enables a calibration of CT images by means of the grey scale
range. The slice-by-slice captured voxels are interpreted by stacking the slices to obtain multiple 2D
representations [35]. The CT images are generally stored in 16 bits according to the international
standard of digital imaging and communications in medicine (DICOM) format.

CT imaging can essentially be performed using either a fan-beam multi-slice CT (MSCT) or a
cone-beam CT (CBCT) system depending on the geometry of the X-ray acquisition [35]. Further,
a dual-energy CT (DECT) system provides more possibilities for the clinical applications by acquiring
CT images using two different X-ray spectra [36]. Though a MSCT system may provide a higher
low-contrast resolution, a reduced image noise [37], and a rapid scan time [35], a CBCT system is
increasingly used in the maxillofacial surgeries owing to an acceptable image quality [38], a similar
scanning time [35,37], a lower cost, and a reduced radiation dose [35,37–39].

Regarding the quality assurance (QA) of the CT systems, QA programs for the MSCT system
are well-established. However, the QA programs for the CBCT system are still evolving and
present only a few established sources, i.e., programs for high-end and large-volume CBCT
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systems [40], the QA program proposed by the SEDENTEXCT Project [41], and the EFOMP CBCT
QA Protocol [42]. The standardized QA Phantoms including the European project-based [41],
commercial [43], and low-cost alternatives [44] enable the assessment of accuracy and quality of the CT
systems [40]. The composition of a Phantom varies according to the application and involves several
properties, i.e., radiation type, energy range, linear attenuation coefficient, and density, which mimic
water or body tissues by means of attenuating photons [45].

Though conventional 2D representations of medical images benefit from the localized analysis
of different anatomical structures, a reconstruction of medical images to a 3D model enables
enhanced visualization of craniomaxillofacial structures, deformities, and implant sites [37,46,47].
Further, it assists in 3D modeling of patient-specific implants, saw guides, and drill guides [34,48].
A conversion of 2D medical images (DICOM) to 3D data (standard tessellation language: STL)
requires 3D thresholding techniques for segmenting different forms of tissues. There are several 3D
thresholding techniques for the 3D reconstruction of medical images, namely a volume-based approach,
contour-based approach, and point-cloud-based approach [49]. However, the most commonly used
method is the volume-based [39] that uses a marching cubes algorithm [50]. The volume-based
approach involves an elimination of all voxels consisting of the grey scale values in HU that are
lower than the selected threshold value t. It includes all the voxels that are equal to or greater than t.
The following binary mask M(x,y) (Equation (1)) denotes these relationships where I(x,y) depicts the
grey scale values of medical images in HU [51]:

Mx,y =

{
0 Ix,y < t
1 Ix,y ≥ t

(1)

Though the collective processes of CT imaging, 3D thresholding, 3D modeling, and AM yield
beneficial outcomes of surgical procedures [15,16,28–33], both academics and practitioners have
noticeably understudied the potential sources of their cumulative error [52]. Each step of the process
can contribute geometric error to the resulting implant [53]. Previous efforts have been made to evaluate
inaccuracies through different CT systems and their protocols [37]; different CT system voltage and
current [54]; various CT systems and thresholding values [39,55]; different thresholding values [54,56];
various thresholding values and software [57]; different AM processes [53,58]; and various metal AM
machines [59], all of which have prompted additional verification studies that account for the whole
process chain.

The aim of this study is to evaluate cumulative spatial inaccuracies [52] in the process chain of
implementing AM from medical imaging involving different CT imaging protocols, 3D thresholding
involving various Hounsfield units, and 3D modeling involving patient-specific geometry. The case
study follows the process chain of a pre-operative virtual planning for the procurement of an end-use
implant to aid practitioners in establishing appropriate clinical practices that can allow treatment and
restoration. The study designs and evaluates a QA Phantom in line with sound metrological expertise
to validate a MSCT system. In addition, accurate measurement techniques traceable to the SI unit [60]
are adopted for the reference measurements. These include a tactile-probing coordinate measuring
machine (CMM) [61] and an optical 3D coordinates measuring system which comprises a combination
of the structured light [62] and stereo vision [63] techniques. The procedure offers an innovative
approach for determining the inaccuracy of an end-use implant involving the whole process chain as
opposed to the partial analyses in the literature involving one or few process steps.

2. Materials and Methods

This study was conducted in compliance with relevant laws and institutional guidelines of the EU
Directive 2010/63/EU. No human subjects or living animals were used in this study. Figure 1 shows the
process of this case study.
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Figure 1. The process of evaluating cumulative inaccuracies for an end-use implant.

2.1. The Sus Domesticus

This study involves a sus domesticus (SD) with an age of approximately nine months. The SD
head was acquired from a conventional supplier in the food industry. The subsequent weight of the
head was 9.553 kg. The head, intact with its soft tissue, was CT-scanned. After medical imaging,
dermestid maculatus beetles were used to remove the soft tissue from the head to preserve a dry skull.
The dry skull was covered with a plastic bag, and it was stored in a container at the room temperature
to prevent dimensional changes, i.e., shrinkage, from external environmental factors such as exposure
to humidity and UV. Subsequently, the dry skull was scanned and referenced using an optical 3D
coordinates measuring system and a CMM, as shown in Figure 1.

2.2. The Quality Assurance Phantom

A QA Phantom was designed to verify the accuracy of the CT system in line with metrological
expertise. The specific features of the Phantom allowed for measuring volumetric references of linear
and angular dimensions as opposed to freeform anatomical features of the SD head. The Phantom
was manufactured using conventional and precise techniques. The material of the Phantom was
Polyoxymethylene (POM) due to its close representation of the bone density [64] and the bone linear
attenuation coefficient [40,44]. Several studies have used POM as an appropriate Phantom material for
the QA of the CT systems in the literature [40,41,65,66]. Subsequently, the Phantom was CT-scanned
and referenced using the CMM, as presented in Figure 1.
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2.3. Medical Imaging

A Siemens Somatom Definition Edge MSCT system was used to acquire medical images.
Four different protocols of the CT system generated DICOM images of both the SD head and
the Phantom, as shown in Figure 1 and Table 1. The CT imaging reconstruction kernel and image
thickness were critical variables for evaluating the accuracy of the CT system. Consequently, these
independent variables led to a variation in the pixels, current, and number of cuts. The CT images of
the SD head are made available through an open access repository [67].

Table 1. Parameters of multi-slice computed tomography (MSCT) imaging for the sus domesticus (SD)
head and the Phantom.

MSCT-Siemens Somatom Definition Edge System Parameters

Input Protocol
[No.]

Reconstruction
Kernel

Image
Thickness

[mm]

Cuts
[No.]

Voxel
[mm] Pixels Field of View

[cm × cm]
Voltage

[kV]
Current

[mA]

SD
head

1 J30S
0.5 870

0.625

512 × 512 × 870

32 × 43.5

120

180.00
2 J70H

3 J30S
1.0 435 512 × 512 × × 435

57.00

4 J70H 41.00

Phantom

1 J30S
0.5 364

0.488
512 × 512 × 364

25 × 18.2

180.00
2 J70H 0.488

3 J30S
1.0 182

0.488
512 × 512 × 182

43.00

4 J70S 0.488 54.00

2.4. 3D Thresholding

The volume-based approach of OsiriX MD (8.0.2, Pixmeo SARL, Geneva, Switzerland) software,
which has been approved by the United States FDA, reconstructed the CT DICOM images to the STL
format. Three individual HU values were used to segment the medical images of both the SD head and
the Phantom, as shown in Figure 1. Table 2 presents the resolution, decimate resolution, and smooth
iterations in addition to the HU values.

Table 2. Three-dimensional (3D) thresholding parameters for the SD head and the Phantom.

Description
Thresholding Values [HU]

Resolution Decimate
Resolution

Smooth
Iteration1 2 3

SD head 250 300 500 Normal 0.50 20

Phantom 0 −300 −500 Normal 0.50 20

2.5. 3D Modeling of the Implant

Assuming a case where a patient had to undergo a resection of a zygomatic bone tumor, an implant
was digitally modeled to replace the deformity using 3Data Expert (11.0.0.32, Deskartes Oy, Espoo,
Finland) software. The implant was designed using the right zygomatic bone projections of the SD
head that were obtained from the optimal CT imaging and thresholding parameters. The resultant
implant was stored in the STL format, and it was also used as a reference model, as shown in Figure 1.

2.6. Additive Manufacturing of the Implant

The computer-aided design (CAD) implant in the STL format was used to configure pre-processing
parameters of AM using Materialise Magics (22.0, Materialise, Leuven, Belgium) software. During the
pre-processing phase, four replicas of the implant were placed on the platform in the build chamber. The
implants were oriented to create support structures for an adequate heat sink. Further, they were sliced
to create contours including a laser hatch pattern and vector scanning for selectively melting the layers.
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The pre-processed data was used to initiate additive manufacturing, in particular for the titanium PBF
using SLM Solutions 125HL (SLM Solutions Group AG, Lübeck, Germany) machine. Table 3 lists the
printing parameters, and Figure 2 illustrates the printing orientation, printing location, and support
structures of the implants. Subsequently, the additively manufactured implants underwent heat
treatment in an argon atmosphere for stress relief. During the heat treatment process, the temperature
of the chamber was increased from 20 to 800 ◦C at a rate of 5 ◦C/min, it was held at 800 ◦C for four
hours, and eventually, it was cooled to the room temperature at the same rate. The support structures
of the implants were removed by an expert using manual instruments, i.e., pliers, a saw, and an angle
grinder, to yield the end-use implants. Finally, one of the implants was scanned using the optical 3D
coordinates measuring system to capture the resultant geometry, as presented in Figure 1.

Table 3. Additive manufacturing (AM) parameters for the end-use implant.

ISO/ASTM
AM

Method
Machine Software Material Layer

Thickness Other Parameters Post
Processing

Powder
bed fusion

SLM
Solutions

125HL

Materialise
Magics

22.0

Ti-6Al-4V
(Grade 5) 0.03 mm

Standard process parameters
Platform heating: 200 ◦C

Particle size: Dv(10) = 32.5 µm,
Dv(50) = 44.3 µm, Dv(90) =59.9 µm

Number of layers: 1460

Heat
Treatment and

manual
support
removal

Appl. Sci. 2020, 10, x FOR PEER REVIEW 6 of 27 

selectively melting the layers. The pre-processed data was used to initiate additive manufacturing, in 

particular for the titanium PBF using SLM Solutions 125HL (SLM Solutions Group AG, Lübeck, 

Germany) machine. Table 3 lists the printing parameters, and Figure 2 illustrates the printing 

orientation, printing location, and support structures of the implants. Subsequently, the additively 

manufactured implants underwent heat treatment in an argon atmosphere for stress relief. During 

the heat treatment process, the temperature of the chamber was increased from 20 to 800 °C at a rate 

of 5 °C/min, it was held at 800 °C for four hours, and eventually, it was cooled to the room 

temperature at the same rate. The support structures of the implants were removed by an expert 

using manual instruments, i.e., pliers, a saw, and an angle grinder, to yield the end-use implants. 

Finally, one of the implants was scanned using the optical 3D coordinates measuring system to 

capture the resultant geometry, as presented in Figure 1. 

Table 3. Additive manufacturing (AM) parameters for the end-use implant. 

ISO/ASTM  

AM Method 
Machine Software Material 

Layer 

Thickness 
Other Parameters Post Processing 

Powder bed 

fusion 

SLM 

Solutions 

125HL 

Materialise 

Magics 22.0 

Ti-6Al-4V 

(Grade 5) 
0.03 mm 

Standard process 

parameters 

Platform heating: 200 °C 

Particle size: Dv(10) = 

32.5 µm, Dv(50) = 44.3 

µm, Dv(90) =59.9 µm 

Number of layers: 1460 

Heat Treatment 

and  

manual support 

removal 

 

 

Figure 2. The print orientation and location of four identical implants on the build platform 

illustrating supports in blue. 

2.7.  The Reference Measurements and Cumulative Error 

A GOM ATOS II Triple Scan (GOM GmbH, Braunschweig, Germany) 3D coordinates measuring 

system and a Mitutoyo Legex 9106 (Mitutoyo Corporation, Kawasaki, Japan) CMM with tactile-

probing systems were used to conduct reference measurements, as shown in Figure 1. 

The optical 3D coordinates measuring system follows the structured light and stereo vision 

techniques built on the principle of camera-camera and camera-projector triangulation. Two 

calibrated reference gauge blocks were used to establish a traceability to the SI unit during the optical 

measurements. The measurements were performed in a room with a temperature range of 22.0–23.3 

°C. The results of the measurements were compensated with the subsequent thermal expansion. 

The CMM consists of a fixed bridge structure and uses the scanning and touch-trigger probing 

principles. The CMM is periodically verified with the interferometrically calibrated gauge blocks 

Figure 2. The print orientation and location of four identical implants on the build platform illustrating
supports in blue.

2.7. The Reference Measurements and Cumulative Error

A GOM ATOS II Triple Scan (GOM GmbH, Braunschweig, Germany) 3D coordinates measuring
system and a Mitutoyo Legex 9106 (Mitutoyo Corporation, Kawasaki, Japan) CMM with tactile-probing
systems were used to conduct reference measurements, as shown in Figure 1.

The optical 3D coordinates measuring system follows the structured light and stereo vision
techniques built on the principle of camera-camera and camera-projector triangulation. Two calibrated
reference gauge blocks were used to establish a traceability to the SI unit during the optical
measurements. The measurements were performed in a room with a temperature range of 22.0–23.3 ◦C.
The results of the measurements were compensated with the subsequent thermal expansion.

The CMM consists of a fixed bridge structure and uses the scanning and touch-trigger probing
principles. The CMM is periodically verified with the interferometrically calibrated gauge blocks
ensuring a maximum permissible error, E0, MPE value of 0.35 µm + L/1000 µm where L is length in
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mm. The CMM measurements were performed in an automated climate-controlled laboratory with a
temperature stability of 20 ± 0.2 ◦C [68].

In this study, uncertainty was calculated according to the principles of Guide to the expression
of uncertainty in measurement (GUM) [52]. Independent measurements were compared with the
reference measurement of the specimens to calculate geometric variation using GOM Inspect 2018
(v2.0.1, GOM GmbH, Braunschweig, Germany) software, which is tested and certified by the National
Institute of Standards and Technology (NIST) and the National Metrology Institute of Germany (PTB).

Inaccuracy of the CT system was calculated in terms of linear error in the x-, y-, and z-axis and
orthogonal error in the x-y, x-z, and y-z planes. The linearity and orthogonality are estimated by
establishing a coherent local coordinate system for the CT-scanned Phantom and the tactile-probed
Phantom. The coherent local coordinate system enabled measurements of their deviations. The linear
error in the x- and y- axis is estimated by linear regression analyses. These are conducted by measuring
distance deviations from hole-to-hole center points with respect to positions in the local co-ordinate
system. The linear error in z-axis is calculated by evaluating the distance deviation of the hole-to-hole
center points situated in the x-z and y-z planes. It is presumed that the effects of thresholding the
CT-scanned Phantom are negligible due to the custom-designed geometrical features and the selected
measuring principles.

The 3D thresholding error is analyzed by relying on a mean distance deviation which is estimated
by comparing surfaces of the segmented SD head and the optically scanned dry skull.

The 3D modeling error is investigated by evaluating the absolute accuracy of the modeling software.
Potential sources of error in AM are analyzed in terms of a mean distance deviation and a

magnification error. The mean distance deviation is estimated by comparing the surfaces of the
optically scanned implant and the nominal CAD implant. The magnification error is obtained by
rescaling the optically scanned implant in the x-, y-, and z- axis scales to fit the nominal CAD implant.

In order to verify the results of the surface comparisons, mesh sensitivity analyses were performed
to confirm an optimal mesh size for reference models of both the SD skull and the implant.

Finally, the combined standard uncertainty of medical imaging, 3D thresholding, 3D modeling,
and AM is evaluated in terms of length-dependent (LD) and non-length-dependent (NLD) components.
The worst-case error of the respective process is calculated by multiplying the LD error with the
maximum length of the implant and summing the NLD error. Subsequently, the error of each process
is summed to evaluate a cumulative error for the end-use implant.

3. Results

3.1. The CT Imaging Error

The custom-designed QA Phantom is shown in Figure 3. Table 4 shows the linear and orthogonal
inaccuracies of the MSCT system measured with the QA Phantom. The magnification error represents
the slope of the regression line, which is a dimensionless scale factor. The standard deviation of
regression (Standard error) denotes the average distance between the measured deviations and the
predicted deviations (regression line) in millimeters. The magnification error of the z-axis depicts
the distance deviation of the hole centers with respect to the position in the local co-ordinate system.
The standard deviation of the z-axis signifies the spread of the distance deviations from their average.
The orthogonal error is described by the mean and standard deviations in degrees.
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Table 4. Linear and orthogonal inaccuracies of the MSCT system.

Linear and Orthogonal Inaccuracies of the MSCT System (Siemens Somatom Definition Edge) with Reference to the Tactile CMM

CT
Protocol

[No.]

Thresholding
Value
[HU]

Linearity Orthogonality

X Y Z X-Y X-Z Y-Z

Magnification
Error

Standard
Deviation

[mm]

Magnification
Error

Standard
Deviation

[mm]

Magnification
Error

Standard
Deviation

[mm]

Mean
Deviation

[deg.]

Standard
Deviation

[deg.]

Mean
Deviation

[deg.]

Standard
Deviation

[deg.]

Mean
Deviation

[deg.]

Standard
Deviation

[deg.]

1

0 −0.000017 0.024945 0.000075 0.054782 0.000359 0.077900 −0.036500 0.073871 −0.114250 0.211747 0.110250 0.223148

−300 −0.000025 0.020638 −0.000005 0.015842 0.000163 0.017081 −0.057750 0.066198 −0.081750 0.165480 0.047750 0.155483

−500 −0.000008 0.016195 −0.000053 0.020381 0.000209 0.024013 −0.054000 0.072139 −0.076750 0.152666 0.047750 0.122698

2

0 −0.000032 0.149389 −0.000282 0.115312 0.000158 0.028564 −0.119000 0.190236 −0.121750 0.282271 0.017750 0.586016

−300 −0.000100 0.144068 −0.000045 0.090145 0.000070 0.059579 −0.114000 0.144295 −0.081750 0.175262 0.082750 0.453010

−500 −0.000089 0.130743 −0.000026 0.077123 −0.000155 0.066167 −0.105250 0.143773 −0.071750 0.138047 0.080250 0.335720

3

0 −0.000022 0.026015 0.000081 0.057677 0.000275 0.044926 −0.030250 0.071310 −0.139250 0.231013 0.042750 0.219556

−300 −0.000030 0.022180 −0.000012 0.016529 0.000170 0.014841 −0.054000 0.062482 −0.101750 0.161752 0.037750 0.141827

−500 −0.000012 0.018685 0.000034 0.015205 0.000161 0.017748 −0.050250 0.070565 −0.104250 0.151295 0.052750 0.105253

4

0 −0.000145 0.115172 −0.000110 0.086849 0.000303 0.150967 −0.126500 0.146657 −0.109250 0.267943 0.040250 0.520764

−300 −0.000214 0.129425 0.000051 0.094715 0.000220 0.031582 −0.105250 0.121500 −0.084250 0.110711 0.085250 0.331187

−500 −0.000205 0.133742 −0.000138 0.095017 0.000156 0.021733 −0.096500 0.133458 −0.091750 0.086931 0.067750 0.271922

Min. −500 −0.000100 0.016195 −0.000282 0.015842 −0.000155 0.017081 −0.119000 0.066198 −0.121750 0.138047 0.017750 0.122698

Max. 0 −0.000008 0.149389 0.000075 0.115312 0.000359 0.077900 −0.036500 0.190236 −0.071750 0.282271 0.110250 0.586016



Appl. Sci. 2020, 10, 2968 9 of 28
Appl. Sci. 2020, 10, x FOR PEER REVIEW 8 of 27 

 

Figure 3. The quality assurance Phantom for examining the MSCT imaging error.
Figure 3. The quality assurance Phantom for examining the MSCT imaging error.

3.2. The 3D Thresholding Error

Verification results of the optically scanned dry skull are presented in Table 5. The results
verified that the standard STL surface, generated by GOM ATOS (Professional 2016, GOM GmbH,
Braunschweig, Germany) software, contained an appropriate mesh size. The results reached steady
state values from 3rd to 6th iterations. The results of the standard STL mesh size are within 0.166 % of
the mean distance and 1.094 % of the standard deviation for the final iteration.

Table 5. The mesh sensitivity analysis of the SD skull surface with respect to the segmented SD
head surface.

Sensitivity Analysis of the SD Skull

Iteration

Optically Scanned Dry Skull Mesh (STL) Properties Mean Distance
Deviation

[mm]

Standard
Deviation

[mm]

Difference [%]

Max. Edge
Length [mm]

Number of
Triangles [-]

Number of
Points [-] Mean Standard

Deviation

Standard - 988577 502772 0.602 0.914 - -

1 1 1147107 582037 0.620 0.891 2.990 % 2.516 %

2 0.5 1915921 966444 0.621 0.863 3.156 % 5.580 %

3 0.1 2940303 1478635 0.602 0.907 0.000 % 0.766 %

4 0.05 8809479 4413223 0.602 0.905 0.000 % 0.985 %

5 0.01 26428255 13222611 0.601 0.906 −0.166 % 0.875 %

6 0.005 79284523 39650745 0.603 0.904 0.166 % 1.094 %

The thresholding error, including relatively negligible CT imaging error, of the verified standard
mesh size is shown in Figure 4. The legend contains a range of the distance deviations. The red
color code depicts the segmented surface above the optically scanned surface, the green color code
denotes the segmented surface with no deviations, and the blue color code represents the segmented
surface below the optically scanned surface. In addition, the legend contains a histogram to graphically
represent the frequency of the deviations. In this case, the histogram shows asymmetric deviations
that skew to the left (negatively skewed).
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Figure 4. The thresholding error of the segmented SD head on the dry skull with the verified mesh size.

The thresholding error of the SD head for all protocols and thresholding values is shown in
Figure 5. The vertical axis shows the mean distance between the segmented SD head as a function of
the CT protocols and Hounsfield units compared to the optically scanned dry skull. The horizontal
axis depicts four CT protocols. The legend contains a shade plot of the thresholding values. The error
bars represent a standard deviation. A maximum allowable distance of 4 mm ensured that all the data
points were within the computational range of the surface comparison. The mean distance represents
a central arithmetic average of all points of the surface comparison. The standard deviation evaluates
the spread of the mean distance.
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Figure 5. The thresholding error of the segmented SD head as a function of the CT Protocols and
Hounsfield units with respect to the optically scanned dry skull (blue).

According to the results shown in Figure 5, as the thresholding value increases, the mean distance
decreases and the standard deviation increases. Estimating the optimal CT protocol and thresholding
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value based on these relationships alone was deemed trivial. To this end, Table 6 lists the additional
parameters of the surface comparison results. The area of valid distance is the reference surface
area that is used for the comparison. The integrated distance is the inscribed volume of the surface
comparison. Finally, the integrated ABS distance describes an absolute value of the integrated distance.

Table 6. Three-dimensional (3D) thresholding inaccuracies of the SD head intact with its soft tissue.

3D Thresholding Inaccuracies of the Segmented SD Head with Reference to the Dry Skull

CT
Protocol

[No.]

Thresholding
Value
[HU]

Mean
Distance

[mm]

Distance
STD

Deviation
[mm]

Area of
Valid

Distance
[mm2]

Area of
Valid

Distance
Per

Protocol
[mm2]

Integrated
Distance

[mm3]

Integrated
Distance

Per
Protocol
[mm3]

Integrated
ABS

Distance
[mm3]

Integrated
ABS

Distance
Per

Protocol
[mm3]

1

250 0.725 0.901 222723.74

651185.71

175538.97

372419.02

210469.72

541060.77300 0.602 0.914 221392.80 148337.84 190894.02

500 0.144 1.045 207069.17 48542.21 139697.03

2

250 0.315 0.834 224349.47

658176.30

79264.94

134508.51

150408.45

437871.85300 0.200 0.884 222958.92 52302.18 149661.33

500 −0.060 1.026 210867.91 2941.39 137802.07

3

250 0.753 0.915 221545.81

644297.56

180320.20

377687.74

214133.79

546576.67300 0.621 0.938 219990.68 151162.87 193556.80

500 0.137 1.082 202761.07 46204.67 138886.08

4

250 0.379 0.882 222152.28

644780.59

94670.03

169215.69

156413.25

433835.75300 0.281 0.901 220258.90 73681.31 147459.80

500 −0.084 1.071 202369.41 864.35 129962.70

Min. 250 −0.084 0.834 202369.410 644297.560 864.350 134508.510 129962.700 433835.750

Max. 500 0.753 1.082 224349.470 658176.300 180320.200 377687.740 214133.790 546576.670

The results of the qualitative and quantitative analyses deduced that CT Protocol 1 and 300 HU
were the optimal independent parameters for imaging the SD head because they created surfaces that
were closest to the optically scanned dry skull. Subsequent thresholding error is recorded as 0.602 mm.

3.3. The 3D Modeling Error

Figure 6 shows a render of the digitally designed implant attached to the segmental resection of
the right zygomatic bone. In this case, the 3D modeling error is represented by the numerical resolution
of the modeling software, which is recorded as 0.0001 mm.
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3.4. The Additive Manufacturing Error

Figure 7 shows the additively manufactured implant with and without the support structures.
Verification results of the reference (nominal CAD) implant are shown in Table 7.
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Figure 7. The additively manufactured titanium implant with the supports (right) and without the
supports (left).

Table 7. The mesh sensitivity analysis of the nominal CAD implant surface with respect to the optically
scanned implant surface.

Sensitivity Analysis of the End-Use Implant

Iteration

CAD Implant Mesh (STL) Properties Mean
Distance

[mm]

Standard
Deviation

[mm]
Max. Edge

Length [mm]
Number of
Triangles [-]

Number of
Points [-]

Original - 13368 6584 0.031 0.100

1 0.5 13672 6736 0.034 0.101

2 0.4 371204 185490 0.043 0.063

3 0.3 526942 263351 0.043 0.065

4 0.2 1015062 507408 0.042 0.062

5 0.1 3660090 1829738 0.042 0.062

The mesh sensitivity analysis verified that the fourth iteration of the analysis reached a steady
state value of 0.042 mm and 0.062 mm for the mean distance and standard deviation of the AM error,
respectively. Figure 8 shows the AM error color plot of the end-use implant on the nominal CAD
implant including a histogram, which shows asymmetric and positively skewed deviations.

A maximum allowable distance of 0.5 mm ensured that all the data points of the surfaces were
within the computational range. The grey regions of the color plot depict the surface data of the
end-use implant that were not captured by the optical 3D coordinates measuring system. These regions
represent locations where the reference points were placed for triangulating the surface geometry.
The removal of the reference point surfaces ensured that only the implant surfaces were considered for
the surface comparison.
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Figure 8. The additive manufacturing error of the end-use implant on the nominal CAD implant with
the verified mesh size.

The magnification error of the additively manufactured implant was evaluated through a series
of steps. Firstly, the lattices of the optically scanned implant were removed which eliminated small
dimensional features. Then, the base implant was re-oriented to axially align its longest dimension
with the global co-ordinate system. Finally, the absolute integrated distance of the base implant
was minimized. The removal of lattices decreased the computational time and outlier contribution.
The resultant magnification error is presented in Table 8. The compensation of the magnification error
decreased the absolute integrated distance by a factor of 3.5 while the mean distance and standard
deviations were also decreased.

Table 8. The magnification error of the additively manufactured end-use implant with reference to the
nominal CAD implant.

Magnification Error of the Additively Manufactured End-Use Implant

Base Implant Orientation Axis Magnification Error [-]
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3.5. Uncertainty and Cumulative Error of the Implant

Uncertainty and error budget of the end-use implant is presented in Table 9.
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Table 9. The cumulative inaccuracies of the additively manufactured end-use implant.

Uncertainty and Error Budget of the End-Use Implant

Entity Process Error Source
Implant Error
(L: 56.852 mm)

[mm]

Non-Length
Dependent
Dtandard

Uncertainty [mm]

Length
Dependent
Standard

Uncertainty

QA Phantom

CT Imaging:
Multi-slice
computed

tomography

Volumetric 0.191 0.0779 0.00117

SD head
3D Thresholding:

Volume-based
segmentation

DICOM to STL
conversion

(CT Protocol 1:
300 HU)

0.602 0.602 -

Implant

3D Modeling:
Digital design

(Surface modeling)
CAD 0.00005 0.0000029 -

3D
Printing/Additive

manufacturing:
Metal PBF

End-use
implant 0.914 0.0612 0.00866

Cumulative 1.71 - -
Cumulative involving two boundary surfaces 2.31

Combined standard uncertainty 0.610 0.0087

Combined standard uncertainty (L: 56.852 mm) 0.787 mm

Figure 9 shows the way in which cumulative error increases at each process step. Uncertainty of
the reference measurements was significantly smaller than the uncertainty of the process chain.
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Figure 9. The worst-case cumulative and source error of the end-use implant with a length of 56.852
mm as a function of the whole process chain.

The maximum magnification error of CT imaging is 0.000359 which resulted from CT Protocol 1
and the z-axis of the MSCT system, as shown in Table 4. CT Protocol 1 was also used to image the SD
head which was used for the implant modeling process. To calculate uncertainty of this error, it is
estimated to have a rectangular probability distribution. Therefore, it contributes to the LD uncertainty
of CT imaging by a value of 0.000359/

√
3 = 0.000207. Likewise, the maximum mean orthogonal error of
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CT imaging is 0.114◦ (0.00199 rad.) which resulted from CT Protocol 1 and the x-z planes, as shown
in Table 4. Uncertainty for the orthogonal error is 0.114◦/

√
3 = 0.066◦ (0.00115 rad.). Considering

that the angle is small, the effect of the orthogonal error for a length is the length multiplied by the
angle in radians. Thus, it contributes to the LD uncertainty with a value of 0.00115. The combined
LD uncertainty for CT imaging is calculated to be 0.00117 by combining the LD uncertainty of the
magnification and orthogonal error.

Similarly, the maximum standard deviation is 0.0779 mm for the magnification error in Table 4.
It also occurs in the z-axis of the MSCT system. The standard deviation of the orthogonal error was
neglected due to its insignificant contribution to the combined standard uncertainty. Thus, the NLD
standard uncertainty of CT imaging is 0.0779 mm.

Finally, the worst-case CT imaging error is 0.191 mm for the 56.852 mm long end-use implant.
The average thresholding error of the volume-based segmentation is 0.602 mm, which resulted

from CT Protocol 1 and 300 HU, as shown in Table 6. In addition to CT Protocol 1, this thresholding
value was used to segment the SD head which was used for the implant modeling process. If the
length measurement of the implant involves two boundary surfaces, then the thresholding error is
2 × 0.602 mm = 1.2 mm. Uncertainty of the thresholding error is 0.602 mm assuming that it is not
larger with a probability of 67%. Thus, it contributes to the NLD uncertainty with a value of 0.602 mm.

Consequently, the thresholding error is 0.602 mm for one boundary surface and 1.2 mm for two
boundary surfaces of the implant.

The worst-case error of 3D modeling is 0.0001 mm/2 = 0.00005 mm that has a NLD uncertainty of
0.00005 mm/

√
3 = 0.0000289 mm.

The maximum magnification error of additive manufacturing is 0.015 that occurred in the z-axis of
the implant, as shown in Table 8. It contributes to the LD uncertainty with a value of 0.015/

√
3 = 0.00866.

The NLD uncertainty is 0.061 mm, which resulted from the standard deviation of the AM error.
Finally, the worst-case error of additive manufacturing is evaluated to be 0.914 mm for the

maximum length of the end-use implant.
The combined uncertainty represents the positive square root of the combined variances that is

expressed by the law of propagation of uncertainty. The implant error for each step of the process
chain is calculated according to the following Equation (2):

IEprocess =
√[

uPNLD2 + (uPLD × L)2
]

(2)

where IEprocess depicts the implant error as combined uncertainty of a process in millimeters, uPNLD
and uPLD denote the NLD [mm] and LD uncertainty associated with the process, and L represents the
maximum length of the end-use implant in millimeters.

Finally, the worst-case cumulative error of the implant totals to a value of 1.71 mm for one
boundary surface and 2.31 mm for two boundary surfaces. The combined standard uncertainty (uc)
of the end-use implant encompassing all processes is calculated for one boundary surface condition
according to the following Equation (3):

uc
(
IEprocess

)
=

√[
UNLD2 + (ULD × L)2

]
=

√[
0.6102 + (0.00874× 56.852)2

]
= 0.787 mm (3)

4. Discussion

This study investigated inaccuracies involved in the process chain of procuring an end-use implant.
The increase in cumulative error at each step in the process chain must be considered for preplanning a
surgical procedure to avoid ill-fitting implants that may cause complications during surgery.

4.1. CT Imaging

The worst-case CT imaging error emerged in the z-axis of the MSCT system and generated the
second least error value compared to the other processes. The LD uncertainty of all four CT protocols
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ranged at an insignificant scale. The evaluation of the hole-to-hole center points of the QA Phantom
ensured that the thresholding effects were minimized when estimating the CT imaging error. This is
because the center points of the Phantom holes remain unchanged regardless of the thresholding effect
on the hole diameter. The homogenous material of the Phantom also complemented the minimization
of the thresholding effects to compute the CT imaging error. Moreover, the NLD uncertainty of CT
imaging represented noise associated with the hole surfaces that were used to predict the center points.
It consisted of components such as the resolution and non-linearity. This estimated error can also be
negligible for most craniomaxillofacial surgical procedures.

Though the overall CT imaging error can be negligible, the impact of CT reconstruction kernel,
image thickness, and Hounsfield units on the QA Phantom was evaluated quantitatively for practitioners
seeking optimal results. Following a conservative conclusion, the J30S kernel with the 0.5 mm image
thickness and −500 HU yielded the least amount of uncertainty for CT imaging. This is because the
J70H kernel was more prone to the image noise than the J30S kernel.

The results indicated that the used MSCT system is a good candidate for AM applications,
in particular for the development of an end-use implant, owing to its high accuracy. Though the
calibration of the HU number is standardized in MSCT systems [40], a MSCT system from a different
vendor does not have identical CT protocols and applied x-ray spectra due to different x-ray tubes,
varying beam filtration, beam shaping filters, etc. in different CT scanner models. Furthermore, the soft
tissue and bone have HU numbers which are outside of the calibration point of water (especially bone)
and typically span a wide HU range even with a fixed scan protocol. To this end, linear and orthogonal
errors calculated in this study can vary to a reasonably small extent [69]. Further, the reported error may
deviate to a much larger extent when using a different type of CT system, e.g., a CBCT system, because
of a lack of standardization in HU number and different CT protocols [40]. Nevertheless, a CBCT
system might be an alternative when the manufacturer’s recommended protocol is used [70], but more
research is needed. In principle, the developed methodology for error analysis can be extended to any
type of CT system and its protocols using the tailor-made Phantom.

4.2. 3D Thresholding

The thresholding error was one of the most significant errors compared to the other processes.
The thresholding error represents the edge location error considering that the LD and NLD uncertainty
of the MSCT system were relatively low. This means that the volume-based segmentation overestimated
the bone surfaces of the DICOM images to the STL format with a value of 0.602 mm outside the true
surface. Assuming a craniomaxillofacial implant case that involves a hole into which an implant is
intended to fit, then the thresholding error for the size of the implant would be 2 × 0.602 mm = 1.2 mm.
Practitioners should consider that this error enables the correction of a systematic effect for the implant.
The thresholding error propagates to the implant because the implant was modeled as a negative of
the segmented SD head.

The variations in the thresholding value generated significantly altered SD skull geometry.
The results revealed that the data loss of the skull surface was inversely proportional to the area of
valid distance. Similarly, the staircase effect or the blocky coarse surfaces of the skull were directly
proportional to the standard deviation, and the artefacts were directly proportional to the negative
values of the integrated distance.

When excluding the J70H kernel that included the coarse skull surface comprising of data loss,
the staircase effect (blocky data) with sharp edges, and a higher number of artefacts, the selection of an
optimal CT reconstruction kernel delimited to the J30S kernel. Since CT Protocol 1 involved lower
image thickness of 0.5 mm, it captured a slightly higher amount of the segmented SD head data than
CT Protocol 3.

Though the 300 HU generated a similar and uniformly fine surface data than the 250 HU,
it also contained a lower amount of inscribed volume. Comparatively, the 500 HU generated
excessive artefacts.



Appl. Sci. 2020, 10, 2968 17 of 28

Even though the higher sharpness enabled by the J70H kernel can be beneficial for bony structures
that require a higher spatial resolution, it is also associated with accentuated noise. The optically
scanned dry skull was mainly composed of smooth outer bone that was within the line of sight of the
optical 3D coordinates measuring system. Thus, the results favored the J30S reconstruction kernel that
generated smoother bone surfaces than the J70H kernel. The J70H kernel also exhibited properties
that were more prone to the partial volume effect [39] than the J30S kernel. Though the attenuation
coefficient and density of distinct matter, i.e., bone (+1000 HU), water (0 HU), and air (-1000 HU), are
identifiable, the partial volume effect allocates voxels as soft tissue instead of bone at the bone-to-soft
tissue boundary which results in voids and a loss of data.

The results indicated that the essential step of 3D thresholding remains as one of the critical
factors that limit the accuracy of additively manufactured medical constructs. More specifically, the
thresholding error was close to the imaging voxel size which has also been reported in the past
using four commercially available software packages [71]. Though the use of different software can
generally yield accurate geometry, discrepancies can be significant between software packages mainly
due to a lack of identical array of control settings and the embedded algorithm for DICOM-to-STL
conversion [71]. For example, Osirix MD, which was used in this study, is most probably related to
an exact geodesic path algorithm, Dijkstra algorithm, and the fast marching method [71], whereas
the Mimics software (Materialise NV, Leuven, Belgium), which is also approved by the United States
FDA [72], is embedded with the adapted marching cubes algorithm with the partial volume effect for
3D imaging [73].

4.3. 3D Modeling

Uncertainty of 3D modeling was estimated to be the most insignificant in the process chain. It was
derived from the arithmetic decimal places (resolution) of the software which represented the STL
chordal tolerance [74]. Likewise, the rounding error that contributed to the implant budget was still the
most insignificant even after assuming a worst-case scenario. The resolution of several CAD software
is frequently characterized as the absolute or relative accuracy, which can be changed to a certain
extent for most CAD packages.

As expected, the results indicated that the error originating from the modeling process was
minimal. This error is expected to remain minimal when using different CAD software. Though the
error of the process is minor, it still propagates error originating from the imaging and thresholding
processes because the implant was modelled using the geometric surfaces and projections of the
imaged and segmented bone. Top and bottom surfaces of the implant base are identical to the surfaces
of the zygomatic bone.

4.4. Additive Manufacturing

The results indicated that uncertainty of the AM process can be the greatest in the process chain of
procuring an end-use implant. Though the NLD uncertainty was reasonably low, the LD uncertainty
can be the main contributor to the error budget.

The NLD uncertainty was close to two-layer thicknesses of the manufacturing process. This is
most likely caused by the conglomeration of semi-fused particles (size: ~32–60 um) to the outer surface
of the implant that was in contact with the surrounding powder owing to a high platform temperature
of 200 ◦C during the build. Further, the stair-case effect [75] induced by the freeform geometry
containing angled, curved, or lofted shapes (complex shapes) of the implant can also contribute to the
NLD uncertainty. Considering that the machine was calibrated, and standard printing parameters
were used for the standard material profile (i.e., particle size distribution and shape), this error can
describe the capability of the used machine to manufacture shapes as designed when followed by a
standard heat treatment process and manual support removal process.

Microstructural and mechanical anisotropy of additively manufactured metals, particularly
titanium, is well understood [76–80]. The results of this study showed that there is also a significant
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amount of dimensional anisotropy. Though the maximum magnification error was generally low (1.5%)
considering also the heat treatment and manual support removal, there was a significant difference
of 97% and 93% for the x- and y- scale error compared to the maximum z-scale error of the implant.
This is most probably caused by the cumulative effect of localized microstructural anisotropy of the
freeform geometry resulting from the layer-thickness-dependent z-scale and the build-mechanism-
dependent x- and y- scales of the build.

The metal PBF process is inherent to high temperature distributions as the impinging laser energy
melts the metal powder. Re-solidification is highly dependent on the heat transfer capability of the
melt pool, and the material is prone to residual stresses and shrinkage due to contractions caused by
the physical processes. To this end, support structures are necessary for heat dissipation and anchoring
the part to the platform.

Shrinkage can vary as a function of print inclination [75]. Freeform surfaces of the implant can have
a fluctuating print inclination resulting in non-linear shrinkage because the microstructural morphology
shifts dependency between the melt pool overlaps and the layer overlaps for resisting contractions.
Since the magnification error observed in the 3D scales of the implant was positive, it means that
the pre-processing software overestimated the shrinkage compensation for the standard printing
parameters and material. In addition to automatic shrinkage compensation, most pre-processing
software allow users to manually compensate shrinkage/expansion in 3D scale for each individual part
before manufacturing.

The maximum magnification error was evaluated through multiple sources of evidence, i.e.,
conducting caliper measurements digitally and using a length measurement machine, however the
additional methods were not reported to simplify the study.

The LD uncertainty describes the maximum magnification error of the end-use implant including
the manufacturing, heat treatment, and the support removal processes. The heat treatment process is a
standard procedure to cure parts and remove residual stresses. Though the manual support removal
process was conducted by an expert in the field using standard tools, it may benefit from a decrease in
uncertainty of human error when automated. Further, if the critical geometries are not directed on to
the z-axis of the build platform that generally contain down-skin surfaces requiring support structures,
the LD uncertainty can be significantly reduced by a factor of 15.

The results confirmed that the error in the metal AM process was dictated by the z-axis of the
build which was also reported in a previous study using five different metal AM machines [59]. In the
present study, differences of up to 80% were observed for x- and y- scales compared to the z-scale
of the build. The z-scale of an AM machine is governed by the layer thickness, whereas the x- and
y- scales are dependent on the size of the laser/electron beam spot and the resolution of its steering
mechanism, e.g., galvanometer-based mirrors or deflection coils. Though different metal AM machines
can generally create accurate geometries [59], inconsistencies remain mainly due to a lack of identical
build mechanisms (i.e., laser beam, electron beam, build environment, scanning system, etc.) and
process parameters (i.e., source power, layer thickness, scanning speed, scanning strategy, inert gas
flow, substrate temperature, powder particle profile, etc.). When a different metal AM machine is used
with the manufacturer’s recommended process parameters, the reported error may deviate with a
fairly good precision of <0.14 mm, excluding the geometries that are prone to support removal error
situated on the z-axis [59].

4.5. Uncertainty and Cumulative Error

Table 10 lists accuracy measurement studies [81–92] of additively manufactured constructs using
various anatomical models, imaging medium and modality, measurement principles, AM technologies,
and measurement instruments. Most studies have used CT imaging technology to image a dry skull.
Though imaging a dry skull can account for an approximated error analysis, this is almost never the
case in clinical practice and can yield unrealistic values. Several studies have imaged the skull in water
to simulate close to realistic cases. However, the tissue surrounding the bone can certainly vary in
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density. Due to ethical concerns, only few studies have used human skull with and without soft tissue
for accuracy analysis, but they can still be limited to manual contact measurements. In fact, majority
of the studies have employed a contact measurement principle of repeated measurements between
anatomical landmarks using calipers to estimate the overall error of the process chain. However, this
principle can easily induce error in pinpointing the exact location of the freeform anatomical surface
points in multiple models for linear measurements. This error was mitigated by introducing artificial
reference features, i.e., grooved holes [84] or markers [58,90], into the 3D model of the specimens
before manufacturing. Though this has provided an ease of pinpointing the regions of interest on the
freeform geometry, the measurement principle is often laborious and is limited in terms of number of
measurements. Further in literature, human error has been mitigated using CMM for data collection.

In the present case study, the prescribed methodology aims to overcome the limitations. Principles
of GUM are exploited to develop a systematic approach to evaluate overall cumulative error propagating
from each process step. The use of animal model simulates a realistic case that also enables tissue
removal and measurements of the dry skull to obtain a gold standard. Contact measurements are
conducted on a tailor-made QA Phantom through controlled experiments that take advantage of the
impeccable accuracy of the tactile-CMM. Optical measurements are conducted on freeform geometry of
the dry skull and the additively manufactured implant without geometric manipulation. Subsequent
mean difference is evaluated through an adequate number of measurements in the order of 500,000.
The method also traces the measurements to the SI units using calibrated instruments. The prescribed
methodology has potential of being a standard quality control and assurance protocol that can be
applicable to various imaging, thresholding, modeling, and AM processes.

The LD and NLD components of combined uncertainty can yield a reliable measure of possible
error of the end-use implant including resolution, non-linearity, and magnification error of CT imaging,
segmentation error of 3D thresholding, resolution of 3D modeling, and resolution, non-linearity, and
magnification error of AM including heat treatment and support removal. Further, uncertainty in
terms of LD and/or NLD can also be calculated for each individual process step. The LD component
allows for evaluating error as a function of length for the implant.

Worst-case cumulative error is calculated for the maximum length of the freeform implant which
takes into account intricate features of the shape as a result of each process step. Evidently, a smaller
dimension would yield a smaller error. Further, boundary surface plays a critical role to the length
measurement of the implant which is dictated by the NLD component of thresholding.

Uncertainty results for both one and two boundary surfaces are comparable to those reported
in the literature. However, when considering the worst-case cumulative error, in particular for two
boundary surfaces, the error peaks compared to the reported mean differences.

4.6. Verification

The measurement instruments were calibrated using gauge blocks. Because uncertainty of the
calibrated measurement instruments was insignificant compared to the combined uncertainty of the
implant, it confirmed that the required accuracy for the measurements was adequate. The mesh
sensitivity analyses verified the correct mesh size and the subsequent vertices that were essential
to the surface comparison algorithm. This was confirmed by decreasing the maximum edge length
of the mesh until steady state results were achieved. The reduction in the mesh size increased the
number of triangles and their subsequent vertices. The number of mesh triangles and vertices was
directly proportional to the number of measurements that were conducted for the surface comparison
analysis. In this case, though the chordal length of the mesh controlled the accuracy of the intended
geometry compared to the original geometry, the mesh size controlled the results of the surface
comparison analysis.
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Table 10. Cumulative error analysis of this study compared with literature.

Source Anatomical
Model

Imaging
Medium

Imaging
Modality Measurement Principle

ISO/ASTM Additive
Manufacturing

Technology

Absolute Mean
Difference (mm) *

Relative Mean Difference
(%) *

Measurement
Instrument(s)

Present study

Skull and
end-use
zygomatic arch
resection
implant

Skull with and
without soft
tissue

CT and optical
3D coordinates
measuring
system

Principles of GUM applied to a
tactile-probed Phantom for CT
imaging, surface comparison for
3D thresholding, software for 3D
modeling, and surface comparison
for additive manufacturing

Titanium PBF

uc = 0.610 + (0.0087)L
uc (L = 56.852; 1 BS) = 0.787
uc (L = 56.852; 2 BS) = 1.307
Worst-case error: 1.71 for
one BS and 2.31 for two BS

uc = 0.610 + (0.87%)L
uc (L = 56.852; 1 BS) = 1.4%
uc (L = 56.852; 2 BS) = 2.3%
Worst-case error: 3.0% for
one BS and 4.1% for two BS

CMM and optical 3D
coordinates
measuring system

Barker et al. [81] Skull Water CT Repeated measurements between
anatomical landmarks Vat photopolymerization 1.8 (0.10–4.62) 0.6–3.7 Caliper

Chang et al. [82] Skull
With and
without soft
tissue

CT and caliper Repeated measurements between
anatomical landmarks Binder jetting 1.54 (0.00–8.70) 3.4 (00.0–23.6) Caliper

Choi et al. [83] Skull and
mandible Air CT Repeated measurements between

anatomical landmarks Vat photopolymerization 0.62 ± 0.35 (0.04–1.22) 0.9 ± 0.5 (0.0–1.9) Caliper

El-Katatny et al.
[84]

Skull
Mandible With soft tissue CT

Repeated measurements between
artificial grooved holes on
anatomical landmarks

Material extrusion 0.11 ± 0.05
0.08 ± 0.03

0.24 ± 0.16
0.22 ± 0.11 Digital caliper

Ibrahim et al.
[85] Mandible Air CT Repeated measurements between

anatomical landmarks

Binder jetting
Material jetting
Polymer PBF

0.91 ± 0.59 (0.44–2.52)
1.44 ± 1.11 (0.02–3.19)
1.23 ± 1.15 (0.03–3.92)

1.8 ± 1.3 (0.4–4.4)
3.1 ± 2.7 (0.0–7.4)
2.1 ± 1.9 (0.0–5.3)

Digital caliper and a
dial test indicator
attached to an electric
milling machine

Nizam et al. [86] Skull Air CT Repeated measurements between
anatomical landmarks Vat photopolymerization 0.23 ± 1.37 0.08 ± 1.25 Digital caliper

Ono et al. [87] Skull Water CT Repeated measurements between
anatomical landmarks Vat photopolymerization - <3 -

Osman et al.
[88] Dental implant - - Surface comparison Ceramic vat

photopolymerization 0.1 † - Optical scanner

Pinto et al. [54] Phalanx Air CT

Voxel and surface comparison for
each modified building parameter,
i.e., acquisition, segmentation,
triangulation, printing, and
infiltration

Binder jetting −2.71 and 3.03 ‡ - CT

Salmi et al. [58] Skull Air CT
Repeated measurements between
artificial reference points on
anatomical landmarks

Polymer PBF
Material jetting
Binder jetting

-
0.79 ± 0.26 and 0.80 ± 0.32 §

0.67 ± 0.43 and 0.69 ± 0.44 **
0.18 ± 0.12 and 0.18 ± 0.13 **

CMM

Silva et al. [89] Skull Air CT Repeated measurements between
anatomical landmarks

Polyamide PBF
Binder jetting

1.25 ± 0.83 (0.19–2.94)
1.55 ± 0.70 (0.38–2.33)

2.1 ± 1.4 (0.2–3.9)
3.1 ± 2.6 (0.5–6.9) Digital caliper
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Table 10. Cont.

Source Anatomical
Model

Imaging
Medium

Imaging
Modality Measurement Principle

ISO/ASTM Additive
Manufacturing

Technology

Absolute Mean
Difference (mm) *

Relative Mean Difference
(%) *

Measurement
Instrument(s)

Taft et al. [90] Skull Air CT
Repeated measurements between
artificial reference points on
anatomical landmarks

Vat photopolymerization
x-axis
y-axis
z-axis

0.09 ± 0.07 (0.00–0.29)
0.12 ± 0.10 (0.00–0.33)
0.41 ± 0.15 (0.09–0.70)

- CMM

van Eijnatten
et al. [91] Mandible Air

CT
Magnetic
resonance
Optical
scanning

Surface comparison

Binder jetting
CT-derived
Magnetic
resonance-derived
Optical scanning-derived

0.88 ††

1.73 ††

0.46 ††
- Optical 3D scanner

Waitzman et al.
[92] Skull Air CT Repeated measurements between

anatomical landmarks - - 0.9 (0.1–3.0) Caliper

Note.—uc = combined standard uncertainty, L = length, BS = boundary surface; * Cited as mean or mean ± standard deviation with ranges in parentheses, unless otherwise stated by a
function; † Root mean square estimate; ‡ Max. and min observed; § Reported differences in two models; ** Reported difference in two measurement series; †† 95th percentiles of the
measured values with positive and negative differences.
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4.7. Craniomaxillofacial Implants

The cumulative error pertinent to the process chain of an end-use implant can prevent
patient-specific treatment and restoration owing to ill-fitting implants and complications in
surgeries [93].

Though the cumulative error evaluated in the present study can be adequate for most
craniomaxillofacial surgical procedures [72,94,95], a safety margin of 2.31 mm (4.1% relative) should be
respected considering the worst-case error. Practitioners should also consider that the thresholding
error and AM magnification error can be corrected through redesign of the implant to significantly
improve the results in the future studies.

For example, the thresholding error (0.602 mm) can be compensated in the implant dimensions
during the modeling process. The dominating AM magnification error in the z-axis can be manually
compensated in the implant model using the pre-processing software before manufacturing, which
may reduce the magnification error by a factor of 15.

Further, practitioners should avoid placing critical geometries of the implant on the z-axis,
particularly to the down-skin surfaces that require addition and removal of support structures.

In addition to using standard AM process parameters and heat treatments, practitioners need to
consider automating the support removal process in case it unavoidably affects critical geometries.
This step should be considered before the AM process to ensure that the path of the machining tool is
not obstructed by the implant material.

Through an evaluation of an increasing number of segmented anatomical parts with respect to a
calibrated CT system, the thresholding error can be mitigated using regression and neural network
models as a function of the HU number and software. Apart from thresholding that was performed
in this study to standardize the results, practitioners should also consider manual thresholding
alternatives. Though subjective and time consuming, manual thresholding may yield better STL
models than the default thresholding values of the segmentation software [39]. Though not yet
commercially available, advanced thresholding methods [72] are also expected to decrease the leading
significance of the segmentation error. The CT images of the SD head are made available to promote
future research [67].

Practitioners that require a high accuracy for the implants, e.g., the orbital floor implants [96],
should respect the recommended safety margin. The prescribed correction measures can be taken if
the intended processes and equipment are identical to this study or after implementing the applied
methodology with the relevant processes and equipment as a quality control and assurance protocol.
A lack of lower uncertainty (higher accuracy) can also be compensated with precise bone resection
using additively manufactured cutting guides [97].

Moreover, it should be considered that it may not always be absolutely imperative to design
the implant to fit perfectly at the initial phase. The perforation of the lingual mucosa is one of the
complications related to the patient-specific implant. If the lingual foil of the implant scaffold is too
high, it is prone to perforate the lingual mucosa during the postoperative healing [98]. For example,
the extraction of teeth in the osteotomy line will lead to a resorption and further, remodeling of the
marginal alveolar crest, which has to be considered during the planning of the implant.

A successful implementation of AM from radiologic images is a multidisciplinary task [95].
Achieving the most benefit from this technique requires a very close co-operation between all experts
involved in the process.

5. Conclusions

Implementing additive manufacturing (AM) in a clinical setting, particularly for the
craniomaxillofacial implants, requires tools that are sufficiently precise and accurate to conform
to the patient-specific and freeform anatomical geometries considering the entire process chain. To this
end, this study develops and evaluates a novel procedure for determining the cumulative spatial
inaccuracies in the whole process chain of procuring an end-use implant from medical imaging, 3D
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thresholding, 3D modeling, and AM, as opposed to partial analyses of the process chain found in the
literature. The focus on each process step enables a quality control and assurance protocol that allows
for correction measures to further enhance the accuracy of an implant that may prevent treatment
and restoration. The study enables practitioners and clinical researchers to establish and substantiate
medical practices within the scope of an appropriate accuracy for clinical use.
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bone, muscle, fat and water at 140, 364 and 662keV -ray energies. J. Quant. Spectrosc. Radiat. Transf. 2006,
102, 203–211. [CrossRef]

65. Lagravère, M.; Fang, Y.; Carey, J.; Toogood, R.; Packota, G.; Major, P. Density conversion factor determined
using a cone-beam computed tomography unit NewTom QR-DVT 9000. Dentomaxillofac. Radiol. 2006, 35,
407–409. [CrossRef]

66. Lagravère, M.O.; Carey, J.; Ben-Zvi, M.; Packota, G.V.; Major, P.W. Effect of object location on the density
measurement and Hounsfield conversion in a NewTom 3G cone beam computed tomography unit.
Dentomaxillofac. Radiol. 2008, 37, 305–308. [CrossRef]

67. Akmal, J.S.; Salmi, M.; Hemming, B.; Teir, L.; Suomalainen, A.; Kortesniemi, M.; Partanen, J.; Lassila, A.
Cumulative inaccuracies in implementation of additive manufacturing through medical imaging, 3D
thresholding, and 3D modeling: A case study for an end-use implant. Mendeley Data 2020. [CrossRef]

68. Lassila, A.; Kari, M.; Koivula, H.; Koivula, U.; Kortström, J.; Leinonen, E.; Manninen, J.; Manssila, J.;
Mansten, T.; Meriläinen, T.; et al. Design and performance of an advanced metrology building for MIKES.
Measurement 2011, 44, 399–425. [CrossRef]

69. Das, M.; Ley-Zaporozhan, J.; Gietema, H.A.; Czech, A.; Mühlenbruch, G.; Mahnken, A.H.; Katoh, M.;
Bakai, A.; Salganicoff, M.; Diederich, S.; et al. Accuracy of automated volumetry of pulmonary nodules
across different multislice CT scanners. Eur. Radiol. 2007, 17, 1979–1984. [CrossRef]

70. Liang, X.; Lambrichts, I.; Sun, Y.; Denis, K.; Hassan, B.; Li, L.; Pauwels, R.; Jacobs, R. A comparative evaluation
of Cone Beam Computed Tomography (CBCT) and Multi-Slice CT (MSCT). Part II: On 3D model accuracy.
Eur. J. Radiol. 2010, 75, 270–274. [CrossRef] [PubMed]

71. Kang, S.-H.; Kim, M.-K.; Kim, H.-J.; Zhengguo, P.; Lee, S.-H. Accuracy Assessment of Image-Based Surface
Meshing for Volumetric Computed Tomography Images in the Craniofacial Region. J. Craniofac. Surg. 2014,
25, 2051–2055. [CrossRef] [PubMed]

72. Van Eijnatten, M.; van Dijk, R.; Dobbe, J.; Streekstra, G.; Koivisto, J.; Wolff, J. CT image segmentation methods
for bone used in medical additive manufacturing. Med. Eng. Phys. 2018, 51, 6–16. [CrossRef] [PubMed]

73. Gelaude, F.; Vander Sloten, J.; Lauwers, B. Accuracy assessment of CT-based outer surface femur meshes.
Comput. Aided Surg. 2008, 13, 188–199. [CrossRef] [PubMed]

74. Fadel, G.M.; Kirschman, C. Accuracy issues in CAD to RP translations. Rapid Prototyp. J. 1996, 2, 4–17.
[CrossRef]

http://dx.doi.org/10.1093/ejo/cjx030
http://dx.doi.org/10.1108/13552541211271974
http://dx.doi.org/10.1016/j.jcms.2013.10.001
http://dx.doi.org/10.1016/j.jcms.2012.11.041
http://www.ncbi.nlm.nih.gov/pubmed/23333490
http://dx.doi.org/10.1016/j.dental.2018.03.009
http://www.ncbi.nlm.nih.gov/pubmed/29631870
https://www.bipm.org/utils/common/pdf/si-brochure/SI-Brochure-9-EN.pdf
http://dx.doi.org/10.1016/j.cirp.2007.10.008
http://dx.doi.org/10.1016/S0263-2241(96)00065-6
http://dx.doi.org/10.1016/j.jqsrt.2006.02.007
http://dx.doi.org/10.1259/dmfr/55276404
http://dx.doi.org/10.1259/dmfr/65993482
http://dx.doi.org/10.17632/d9j2chwdz8.1
http://dx.doi.org/10.1016/j.measurement.2010.10.013
http://dx.doi.org/10.1007/s00330-006-0562-1
http://dx.doi.org/10.1016/j.ejrad.2009.04.016
http://www.ncbi.nlm.nih.gov/pubmed/19423257
http://dx.doi.org/10.1097/SCS.0000000000001139
http://www.ncbi.nlm.nih.gov/pubmed/25377965
http://dx.doi.org/10.1016/j.medengphy.2017.10.008
http://www.ncbi.nlm.nih.gov/pubmed/29096986
http://dx.doi.org/10.3109/10929080802195783
http://www.ncbi.nlm.nih.gov/pubmed/18622793
http://dx.doi.org/10.1108/13552549610128189


Appl. Sci. 2020, 10, 2968 27 of 28

75. Ullah, R.; Akmal, J.S.; Laakso, S.V.A.; Niemi, E. Anisotropy of additively manufactured AlSi10Mg: Threads
and surface integrity. Int. J. Adv. Manuf. Technol. 2020. [CrossRef]

76. Vilaro, T.; Colin, C.; Bartout, J.D. As-Fabricated and Heat-Treated Microstructures of the Ti-6Al-4V Alloy
Processed by Selective Laser Melting. Metall. Mater. Trans. A 2011, 42, 3190–3199. [CrossRef]

77. Chen, L.Y.; Huang, J.C.; Lin, C.H.; Pan, C.T.; Chen, S.Y.; Yang, T.L.; Lin, D.Y.; Lin, H.K.; Jang, J.S.C. Anisotropic
response of Ti-6Al-4V alloy fabricated by 3D printing selective laser melting. Mater. Sci. Eng. A 2017, 682,
389–395. [CrossRef]

78. Wu, M.-W.; Lai, P.-H.; Chen, J.-K. Anisotropy in the impact toughness of selective laser melted Ti–6Al–4V
alloy. Mater. Sci. Eng. A 2016, 650, 295–299. [CrossRef]

79. Popovich, A.A.; Sufiiarov, V.S.; Borisov, E.V.; Polozov, I.A.; Masaylo, D.V.; Grigoriev, A.V. Anisotropy of
mechanical properties of products manufactured using selective laser melting of powdered materials. Russ. J.
Non-Ferr. Met. 2017, 58, 389–395. [CrossRef]

80. Calle, M.A.G.; Salmi, M.; Mazzariol, L.M.; Kujala, P. Miniature reproduction of raking tests on marine
structure: Similarity technique and experiment. Eng. Struct. 2020, 212, 110527. [CrossRef]

81. Barker, T.M.; Earwaker, W.J.S.; Lisle, D.A. Accuracy of stereolithographic models of human anatomy.
Australas. Radiol. 1994, 38, 106–111. [CrossRef] [PubMed]

82. Chang, P.S.-H.; Parker, T.H.; Patrick, C.W.; Miller, M.J. The Accuracy of Stereolithography in Planning
Craniofacial Bone Replacement. J. Craniofac. Surg. 2003, 14, 164–170. [CrossRef] [PubMed]

83. Choi, J.-Y.; Choi, J.-H.; Kim, N.-K.; Kim, Y.; Lee, J.-K.; Kim, M.-K.; Lee, J.-H.; Kim, M.-J. Analysis of errors in
medical rapid prototyping models. Int. J. Oral Maxillofac. Surg. 2002, 31, 23–32. [CrossRef] [PubMed]

84. El-Katatny, I.; Masood, S.H.; Morsi, Y.S. Error analysis of FDM fabricated medical replicas. Rapid Prototyp. J.
2010, 16, 36–43. [CrossRef]

85. Ibrahim, D.; Broilo, T.L.; Heitz, C.; de Oliveira, M.G.; de Oliveira, H.W.; Nobre, S.M.W.; dos Santos
Filho, J.H.G.; Silva, D.N. Dimensional error of selective laser sintering, three-dimensional printing and
PolyJet™models in the reproduction of mandibular anatomy. J. Cranio-Maxillofac. Surg. 2009, 37, 167–173.
[CrossRef]

86. Nizam, A.; Gopal, R.N.; Naing, L.; Hakim, A.B.; Samsudin, A.R. Dimensional Accuracy of the Skull Models
Produced by Rapid Prototyping Technology Using Stereolithography Apparatus. Arch. Orofac. Sci. 2006, 1,
60–66.

87. Ono, I.; Gunji, H.; Suda, K.; Kaneko, F. Method for preparing an exact-size model using helical volume scan
computed tomography. Plast. Reconstr. Surg. 1994, 93, 1363–1371. [CrossRef]

88. Osman, R.B.; van der Veen, A.J.; Huiberts, D.; Wismeijer, D.; Alharbi, N. 3D-printing zirconia implants;
a dream or a reality? An In-Vitro study evaluating the dimensional accuracy, surface topography and
mechanical properties of printed zirconia implant and discs. J. Mech. Behav. Biomed. Mater. 2017, 75, 521–528.
[CrossRef]

89. Silva, D.N.; Gerhardt de Oliveira, M.; Meurer, E.; Meurer, M.I.; Lopes da Silva, J.V.; Santa-Bárbara, A.
Dimensional error in selective laser sintering and 3D-printing of models for craniomaxillary anatomy
reconstruction. J. Cranio-Maxillofac. Surg. 2008, 36, 443–449. [CrossRef]

90. Taft, R.M.; Kondor, S.; Grant, G.T. Accuracy of rapid prototype models for head and neck reconstruction.
J. Prosthet. Dent. 2011, 106, 399–408. [CrossRef]

91. Van Eijnatten, M.; Rijkhorst, E.-J.; Hofman, M.; Forouzanfar, T.; Wolff, J. The accuracy of ultrashort echo time
MRI sequences for medical additive manufacturing. Dentomaxillofac. Radiol. 2016, 45, 20150424. [CrossRef]
[PubMed]

92. Waitzman, A.A.; Posnick, J.C.; Armstrong, D.C.; Pron, G.E. Craniofacial skeletal measure-ments based on
computed tomography: Part I. Accuracy and reproducibility. Cleft Palate Craniofac. J. 1992, 29, 112–117.
[CrossRef]

93. Stoor, P.; Suomalainen, A.; Lindqvist, C.; Mesimäki, K.; Danielsson, D.; Westermark, A.; Kontio, R.K. Rapid
prototyped patient specific implants for reconstruction of orbital wall defects. J. Cranio-Maxillofac. Surg.
2014, 42, 1644–1649. [CrossRef]

94. Tahmaseb, A.; Wu, V.; Wismeijer, D.; Coucke, W.; Evans, C. The accuracy of static computer-aided implant
surgery: A systematic review and meta-analysis. Clin. Oral Implant. Res. 2018, 29, 416–435. [CrossRef]

http://dx.doi.org/10.1007/s00170-020-05243-8
http://dx.doi.org/10.1007/s11661-011-0731-y
http://dx.doi.org/10.1016/j.msea.2016.11.061
http://dx.doi.org/10.1016/j.msea.2015.10.045
http://dx.doi.org/10.3103/S1067821217040149
http://dx.doi.org/10.1016/j.engstruct.2020.110527
http://dx.doi.org/10.1111/j.1440-1673.1994.tb00146.x
http://www.ncbi.nlm.nih.gov/pubmed/8024501
http://dx.doi.org/10.1097/00001665-200303000-00006
http://www.ncbi.nlm.nih.gov/pubmed/12621285
http://dx.doi.org/10.1054/ijom.2000.0135
http://www.ncbi.nlm.nih.gov/pubmed/11936396
http://dx.doi.org/10.1108/13552541011011695
http://dx.doi.org/10.1016/j.jcms.2008.10.008
http://dx.doi.org/10.1097/00006534-199406000-00005
http://dx.doi.org/10.1016/j.jmbbm.2017.08.018
http://dx.doi.org/10.1016/j.jcms.2008.04.003
http://dx.doi.org/10.1016/S0022-3913(11)60154-6
http://dx.doi.org/10.1259/dmfr.20150424
http://www.ncbi.nlm.nih.gov/pubmed/26943179
http://dx.doi.org/10.1597/1545-1569_1992_029_0112_csmboc_2.3.co_2
http://dx.doi.org/10.1016/j.jcms.2014.05.006
http://dx.doi.org/10.1111/clr.13346


Appl. Sci. 2020, 10, 2968 28 of 28

95. Mitsouras, D.; Liacouras, P.; Imanzadeh, A.; Giannopoulos, A.A.; Cai, T.; Kumamaru, K.K.; George, E.;
Wake, N.; Caterson, E.J.; Pomahac, B.; et al. Medical 3D Printing for the Radiologist. RadioGraphics 2015, 35,
1965–1988. [CrossRef]

96. Elgalal, M.; Kozakiewicz, M.; Olszycki, M.; Walkowiak, B.; Stefanczyk, L. Custom implant design and
surgical pre-planning using rapid prototyping and anatomical models for the repair of orbital floor fractures.
Eur. Radiol. 2009, 19, S397.

97. Ciocca, L.; Marchetti, C.; Mazzoni, S.; Baldissara, P.; Gatto, M.R.A.; Cipriani, R.; Scotti, R.; Tarsitano, A.
Accuracy of fibular sectioning and insertion into a rapid-prototyped bone plate, for mandibular reconstruction
using CAD-CAM technology. J. Cranio-Maxillofac. Surg. 2015, 43, 28–33. [CrossRef] [PubMed]

98. Stoor, P.; Suomalainen, A.; Mesimäki, K.; Kontio, R. Rapid prototyped patient specific guiding implants in
critical mandibular reconstruction. J. Cranio-Maxillofac. Surg. 2017, 45, 63–70. [CrossRef] [PubMed]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1148/rg.2015140320
http://dx.doi.org/10.1016/j.jcms.2014.10.005
http://www.ncbi.nlm.nih.gov/pubmed/25434288
http://dx.doi.org/10.1016/j.jcms.2016.10.021
http://www.ncbi.nlm.nih.gov/pubmed/27923534
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Materials and Methods 
	The Sus Domesticus 
	The Quality Assurance Phantom 
	Medical Imaging 
	3D Thresholding 
	3D Modeling of the Implant 
	Additive Manufacturing of the Implant 
	The Reference Measurements and Cumulative Error 

	Results 
	The CT Imaging Error 
	The 3D Thresholding Error 
	The 3D Modeling Error 
	The Additive Manufacturing Error 
	Uncertainty and Cumulative Error of the Implant 

	Discussion 
	CT Imaging 
	3D Thresholding 
	3D Modeling 
	Additive Manufacturing 
	Uncertainty and Cumulative Error 
	Verification 
	Craniomaxillofacial Implants 

	Conclusions 
	References

