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Abstract: Prognostics and Health Management technologies are useful for early fault detection and
optimization of reliability in mechanical systems. Reciprocating compressors units are commonly
used in industry for gas pressurization and transportation, and the valves in compressors are
considered vulnerable parts susceptible to failure. Then, early detection of faults is important for
avoiding catastrophic accidents. A feasible approach for fault detection consists in measuring the
vibration signal for extracting useful features enabling fault detection and classification. In this
research, a test-bed composed by two-stage reciprocating compressor was used for simulating a set
of 13 different conditions of combined faults in valves and roller bearings. Three accelerometers were
used for collecting the vibration signals for extracting three different types of features. These features
were analyzed furthermore by using two random forest models to classifying the different faults.
The first set of features was obtained by applying the symbolic dynamics algorithm, which provides
the histogram of a set of symbols. This set of symbols was obtained by subdividing a 2D Poincaré
plot into angular regions and counting the intersection of the phase trajectories on each of regions.
The second type of features corresponds to the complex correlation measure which is calculated as
the addition of the areas of triangles belonging to a Poincaré plot. Additionally, a small set of classical
statistical features was also used for comparing their classification abilities to the new set of proposed
features. The three sets of features enable highly accurate classification of the set of faults when
used with random forest classification models. Notably, the ensemble subspace k-Nearest Neighbors
algorithm provides classification accuracies higher than 99%.

Keywords: reciprocating compressor; fault detection; valve fault; random forest; Poincaré plot;
symbolic dynamics; complex correlation measure; statistical features

1. Introduction

Reciprocating compressors generally work continuously at full load and many times without
a backup, then maintenance management must guarantee maximum efficiency, avoid unscheduled
stops, and decrease maintenance times. All this is a challenge because the compressors are elements
that work in extreme working conditions such as high temperatures, variable pressures, and alternative
movements. As consequence, its critical elements such as valves and roller bearings are more likely
to failure [1-4]. In this context, the application of Prognostics and Health Management (PHM)
technologies is important to develop intelligent fault diagnosis systems to guarantee high reliability in
the operation and avoid catastrophic damages [5]. Several types of signals are useful for fault diagnosis
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in reciprocating compressors, such as vibration, acoustic emission, electric current, pressure and
temperature [6]. Vibration signals have been studied, for both signal analysis to detect faults [4,7] and
for fault classification [8]. Compressor are reciprocating machines that works with different mechanical
multi-component coupling elements, and the vibration signals have non-linear and non-stationary
characteristics [9].

Several research works applying PHM technologies in reciprocating compressors have been
reported. A research concerning the condition monitoring of the valves by using analytical and
data-driven technologies is reported in [10]. The research analyzes different valve failure modes,
and also investigates the type of sensors useful for detecting such faults. The fault diagnosis of
reciprocating compressor valves using information entropy and Support Vector Machines (SVM)
is reported in [11]. The extraction of information entropy features was performed on vibration
signals for classifying three types of valve conditions: normal, slightly damaged and severe damaged.
An approach for detecting cracked or broken valves under varying load conditions is reported in [4].
The approach is based on time-frequency analysis of the vibration signal. The fault detection is based
on the comparison between the spectrogram of the vibration signal and a reference spectrogram
representing a healthy valve. The method provides high classification accuracy considering different
load conditions. A method for fault detection in reciprocating compressor valves using basic pursuit,
wave matching and SVM is reported in [12]. The features used for classification are extracted by
wave matching of the vibration signal, regarding a parameterized waveform that is optimized by
using a differential evolution algorithm. This approach is used for classifying three valve conditions
including the normal condition, spring deterioration and valve plate deformation. The algorithm
attains classification accuracies up to 100%.

Research concerning the modeling of reciprocating compressors uses phase space trajectories,
Poincaré maps, and large Lyapunov exponents for identifying the chaotic behavior of a reciprocating
compressor system with a subsidence rub-impact fault [13,14]. Non-linear and chaotic dynamical
systems can be analyzed by using tools like the phase space diagram and the Poincaré plot [15].
The phase space diagram is used for visualizing the behavior of dynamical systems by representing
the trajectories such as a 3D trajectory for a chaotic system [16]. The Poincaré map is obtained from
the phase space diagram by sampling points in the phase space. For instance, for the case of a 3D
phase space, the Poincaré section is obtained from the interception of the phase space trajectories with
a plane. The Poincaré map (also known as Poincaré section) has been used for visualizing non-linear,
chaotic behavior of faults in gears and bearing elements [17]. Estimation of features extracted from
Poincaré maps aiming at fault characterization has been reported in [18]. In that research, authors
proposed a damage index that is calculated based on the length of the phase space represented by
the Poincaré map. Additionally, a nonlinear dynamical system can be analyzed by studying their
dynamics using a topological partition of the phase space [19] that is known as the Symbolic Dynamics
(SD). When dealing with signal processing applications, SD enables the transformation of the signals
into sequences of symbols that enhance the non-linear features useful for detection or classification.

Although several research studies for classifying faults in reciprocating compressors have been
reported, most of the research has been focused on studying a small set of valves faults. This has
motivated to set up a test-bed platform that enables investigation of a more extensive set of faults in
valves as well as combined faults of valves and roller bearings. In the previous research [20], a deep
learning approach based on long short-term memory (LSTM) models has been used for classifying 17
different faulty conditions in valves of a two-stage reciprocating compressor. The multi-fault dataset
considers combinations of faults in the intake and discharge valves of the first and second stages.
Each of the valves is affected by one of the following simulated valve faults: seat wear, plate corrosion,
plate fracture and broken spring. The proposed approach attained a classification accuracy up to 93%.

This paper proposes the use of Symbolic Dynamics (SD) and Complex Correlation Measure
(CCM) as novel features for fault diagnosis in rotating machinery, as an alternative regarding complex
computational architectures such as deep learning approaches. We used the same test-bed platform
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in [20] to investigate the classification of combined faults of valves and roller bearing by using vibration
signals, also called “multi-fault scenario”. The dataset of combined faults of valves and roller bearings
considers the same set of four basic fault conditions for the discharge valve of the second stage of the
compressor, in combination with three common faults of the roller bearings. Additionally, we also
test the proposed features with the valve faults dataset in [20] and perform the comparison to that
previous research, in order to highlight the proper classification accuracy regarding the use of deep
learning architectures. The original contributions of this paper are the following;:

o Novel application in PHM of the Complex Correlation Measure (CCM) derived from the Poincaré
plot of the vibration signal for extracting useful features for accurate classification of multi-fault in
valves and roller bearings.

o Novel application of Symbolic Dynamics (SD) for classification of multi-faults of valves and roller
bearings.

e Accurate classification of 13 different combined fault conditions (multi-fault scenario) of valves and
roller bearing.

e Accurate classification of 17 fault conditions of valves in a reciprocating compressor.

o Comparison of three different set of features extracted from vibration signal for classifying the set
of multi-fault previously mentioned.

e Comparison of two high performance Random Forest (RF) models applied to the problem of
multi-fault classification of valves and roller bearings in a reciprocating compressor.

2. Poincaré Plot and Their Features

2.1. Poincaré Plot

The Poincaré plot is related to the Poincaré map that is used for studying non-linear dynamics of
chaotic systems [21]. A physical system can be represented as a set of first-order differential equations:

X = Z—f =f(x), xeR", (1)

where f is a smooth vector field. The solution for this set of equations is denoted ¢(x, t), that can
satisfy ¢(x,0) = x. The expression o(x) = {¢(x,t)/x € R"} is known as an orbit or trajectory in the
phase space. The Poincaré map is obtained by considering successive intersections of a trajectory with
a lower-dimensional surface denoted X of the phase space R” as shown in Figure 1.

[dea)

Figure 1. Trajectories and Poincaré map created in X.

In general, the Poincaré map is well defined when the system has periodic solutions. In this
case there exists a positive number T representing the orbit period. Similarly, the system has an
initial solution denoted x(%). The solution satisfies ¢(x(?), T + t) = ¢(x(9), t) for all t € R. Particularly,
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o(x©,T) = ¢p(x(9,t) = x(9) then the point x(?) returns to himself after flowing during the time T.
The Poincaré map reduces the dimension of the problem by one because the system can be studied by
considering only the points included in X.. Unfortunately, except for trivial cases, the Poincaré map
cannot be expressed explicitly [16]. In general, the Poincaré map construction requires solving the set
of differential equations and detecting the points where the orbits intercept the surface X. The Poincaré
map has the property of reflecting characteristic features of the flow ¢(x, t). For instance, stable or
regular trajectories result in simple curves when they are represented in the map. In contrast, unstable
or chaotic trajectories result in sequences of random points in the Poincaré map.

In practical engineering applications, we deal with complex problems where accurate knowledge
about the physical relations of different parts of the system is not available. There is not any
mathematical model for such a system, and sometimes we only have a measurement of a given
variable as a function of time, such as a vibration signal denoted x(t). In these cases, the Poincaré map
cannot be calculated. Then, approximate solutions are provided such as plotting the estimated first
derivative of the time series dx(t)/dt with respect to x(t) [22], or plotting each value of the time series
x(t) with respect to their delayed version x(t — d), or equivalently x(t + d) versus x(t) [21]. This type
of plot is known as delay-coordinate reconstruction, delay plot or, in the domain of application of
biomedical engineering, it is known as the Poincaré plot [23]. An illustration of this concept is shown
in Figure 2, where the 3D representation of the Lorenz attractor is depicted in terms of the phase-space
trajectories [24]. The Lorenz model was developed for studying atmospheric convection. However,
their application has been extended to other domains such as electric circuits and brushless DC motors.
The Lorenz model is composed by a set of three ordinary differential equations:

dx

E:‘T(J/—x) 2)
d
d%Zx(p—Z)—y @3)
dz
7 =Xy pz (4)

where the parameters are the Rayleigh number p or, the Prandtl number ¢, and an additional
parameter .

Typical values are p = 28, ¢ = 10 and § = 8/3. Given an initial point (x¢, o, z0), the system of
equations is solved and the evolution of each of the variables is represented as a 3D phase space. Such
phase space is intersected with a surface X representing a plane. The intersection points in this 2D
surface represent the Poincaré map, as shown in Figure 3.

Figure 2. The Lorenz attractor is shown in terms of the phase-space trajectories as well as their
intersection with a surface for obtaining the Poincaré map.
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Figure 3. Poincaré map corresponding to the intersection of the phase space with the surface X.
2.2. Symbolic Dynamics

When dealing with a non-linear dynamical system such as the Lorenz model in Equations (2)-(4)
with a phase space represented in Figure 2, the n-dimensional phase space can be partitioned into a
finite set of contiguous cells, and each of the cells is assigned to a symbol [25]. A trajectory in the phase
space generates a sequence of symbols describing the dynamics of the system.

In this research, rather than partitioning the n-dimensional space, we propose the partition of the
2D surface ¥ representing the interception of the current phase space with a plane. A 2D representation
of the Lorenz model is shown in Figure 4. The dynamics of this model is represented in terms of their
components x(t), y(t) and z(t) and their representation in X. can be approximated by using the Poincaré
plot as shown in Figure 4. Such a plot is constructed by using only the component x(t); however, it can
recover important features of the underlying dynamical system. In practical applications, such as fault
detection in rotating machinery using vibration signals, the current underlying dynamical system is
generally unknown and in the best of cases only approximate models are provided. The only known
information is the time series representing the vibration signal, in consequence, we are constrained to
attain a useful system representation using this information. When dealing with a dynamical system as
previously described, the surface X of the phase space can be partitioned into » disjoint subsets denoted
p = {P1, P, Ps,..., P, }. Each subset is represented by a symbol r € {1,2,3,...,r} = S. An orbit in the
phase space is represented by a sequence of visited symbols s = {s3, s2,53,..., } [26]. The surface can
be arbitrarily subdivided into several cells, and the points of the Poincaré plot located in each cell can
be represented by the same symbol. Alternatives of feasible partitions are Voronoid tessellations [27],
or fractal based tessellations [28]. The sequence of generated symbols can be used for constructing
state machines using sliding block codes [29] where a window of length N, is shifted to the right
one symbol at a time for constructing a Ny,-Markov machine useful for anomaly detection [25]. In a
previous research concerning faults classification in gearboxes, the Poincaré plot has been subdivided
in a set of angular regions and each region has been represented by a symbol. An illustration of
this concept is presented in Figure 5. A fragment of a trajectory in the Poincaré plot is shown and
each point in the trajectory is assigned to a symbol according to the location of each point. Each
angular region corresponds to one symbol and the partition of the phase space includes 12 symbols:
§=1{1,2,3,4,5,6,7,8,9,10,11,12}. In this example, the trajectory is represented by the set of symbols
s = {2,2,3,2,2,1,11,8,8,8}. The count of points corresponding to each symbol provides a set of
features that can enable fault classification. This is illustrated in Figure 6 where the Poincaré plot
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constructed with component x(t) for the Lorenz model is shown along the angular partition of X.
The histogram of symbols calculated for this partition is shown in Figure 6b.
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Figure 4. Bi-dimensional representation of Lorenz model. (a) Time evolution of x(¢). (b) Time evolution
of y(t). (c) Time evolution of z(t). (d) Poincaré plot for x(¢). The lag used for the Poincaré plot is
T =20.

Poincare Plot

Figure 5. Poincaré plot showing a fragment of component x(t) of Lorenz model including the set of
symbols assigned.
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Figure 6. Feature extraction using the symbolic dynamics calculated from the Poincaré plot. (a) Poincaré
plot from the Lorenz model constructed with the x(¢) component. The twelve angular regions are
overlapped, and a single symbol is assigned to each of points included in the region (b) Histogram

calculated from the Poincaré plot for the Lorenz model. The histogram represents the set of features

useful for fault classification.

2.3. Complex Correlation Measure

The Complex Correlation Measure (CCM) is a feature that quantifies the temporal variation of
the signal based on the Poincaré plot. This feature was proposed for the diagnosis of cardiac diseases
based on the heart rate interval signals [30]. This feature is calculated from a lagged Poincaré plot
by using a sliding window of three consecutive samples represented in the Poincaré plot. For a 2D
Poincaré plot, the sliding window includes three consecutive points that forms a triangle, and the area
of this triangle is calculated and added by considering all signal samples. This concept is illustrated
in Figure 7 for a Poincaré plot constructed for a lag 7. Let X = {x1,x, x3,..., xy } be the vibration
sampled signal, and consider the i window including the points denoted a(x;,y;), b(x;+1,yi+1) and
c(Xj12,Yit2), where y; = x;, ;. The area of the triangle spanned by points (a,b,c) is calculated as:
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The area is 0 when points 4, b and ¢ are on a straight line. The area is positive when points have a
counter clock-wise orientation. In contrast the area is negative for clock-wise orientation. The CCM
considering a Poincaré plot with M points is obtained by adding the area within the sliding window as:

1 M=2

CCM(7) = o Y A(), (6)
"o

where T represents the lag used for constructing the Poincaré plot, C;, is a normalizing constant set as

Cn = 1/(M — 2). The number of points of the Poincaré plotis M = N — T with N representing the

number of samples of the vibration signal.

3. Random Forest

Random Forest (RF) algorithm is a methodology based on ensemble methods that use a set of
weak learners such as tree-type classifiers which are combined to provide a high-quality classification
or regression models [31]. When the ensemble method uses the tree-type classifiers as weak learners,
the RF algorithm works by growing M different randomized trees using bootstraps resampling [32,33].
Each base learner (tree) is grown by using the CART (classification and regression tree) methodology.
Starting from the root node, the data is split into two children and each children is, in turn, split into
two grand-children. At each node, rather than choosing the best split among all features, a subset
of features is randomly sampled and the best split is selected among those features using the Gini
impurity index [34]. The process stops when there are not more splits due to the lack of data. Each of
the trees of the RF is grown by using a training set that is extracted with replacement from the original
training set. The training set used for growing a particular tree is subdivided into two portions: the
In Bag data corresponds to 2/3 of the data used for training the tree, and the Out of the Bag (OOB) data
corresponds to 1/3 of the data which is also extracted at random from the training data set. The OOB
is used for validation of the tree. A voting system is implemented for providing the final classification
based on the results provided by each individual tree [35]. In this research two types of RF algorithms
are used: ensemble bagged trees [31] and ensemble subspace k-Nearest Neighbors (k-NN) where the
weak learner is the k-NN algorithm trained with random samples of features [36,37].

3.1. Ensemble Bagged Trees

This machine learning model consists of tree predictors that are aggregated to attain a more
accurate predictor. The bagging approach was proposed by Breiman [38] for constructing classifiers
using bootstraps re-sampling [33].

A learning dataset is denoted X = {(xu,yn),n = 1,2,3, ..., N} where x,, includes the features and
yn are the labels. Bagging techniques rely on the application of bootstrapping that is performed by
using random sampling with replacement. Then, the learning dataset can be processed for obtaining
bootstraps replicates that are denoted X? = {(x%,y%),n = 1,2,3, ..., N}. The original learning dataset
can be used for constructing a learning classifier denoted C(x, X) that performs the prediction of label
y based on features x. When each bootstrapping replicate is used for training a classifier, the result is a
set of classifiers denoted {Cb (x, Xb), b=1,2,3,..., B}. More accurate classifier Cﬁ‘ (x) can be obtained
by aggregating the set of classifiers constructed with the bootstrapping replicates. Several alternatives
for aggregation can be considered such as the averaging:

B
Ca(x) = 1 C'(xX") )
b=1

This averaging rule is useful for aggregating linear classifiers by averaging their coefficients in
order to obtain a linear classifier. An additional approach for aggregating is a voting system. When
the classifier is used for predicting a class j € {1,2,3,..]} by using the set of trained classifiers, the
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set N; = #{k; C*(x,X¥) = j} including the results can be defined. In this case the aggregation is
performed as:
Ch(x) = argmax;N; 8)

representing the class for which N; has the maximal cardinality. Several classifiers can be used,
however, tree based classifiers are commonly used. In the original research, Breiman showed that
misclassification can be reduced with rates ranging from 6% to 77% by using bagging techniques.

3.2. Ensemble Subspace k-Nearest Neighbors

In the Ensemble subspace k-NN, the basic classifier is the k-Nearest Neighbors and a set
of classifiers are trained using different modified bootstraping replications of the training data.
This approach was proposed by Tin Kam Ho [36]. Each training object denoted x, in the learning
dataset X = {(xy,yn),n =1,2,3,..., N} is a r-dimensional vector x,, = [y, 1, Xp2, Xn2, ..., X, including
r features. According to the random subspace method p < r features are randomly selected from
the r-dimensional training dataset X. The modified training dataset is denoted X? = {(x},#%),n =
1,2,3,.., N} where each training object is a p-dimensional array xb = (X1 X2 X2 oo Xnpl, (M =
1,2,3,..., N). The modified training dataset is constructed using the same set of p features for each f(z
A set of B classifiers is trained by using X’ and then they are aggregated through a simple majority
voting system.

4. Experimental Test-Bed

4.1. Reciprocating Compressor

A reciprocating compressor model EGB-250 driven by a 5.5 hp induction motor was used in the
experiments. Mechanical rotatory motion at 3470 rpm is transmitted to the compression chamber
using two V-belts. The compressor has two stages, both with two valves: one for inlet and one for
discharge. The second stage enables the transfer of the gas to the tank. The compressor used in this
research is shown in Figure 8. The main elements studied in this research are the roller bearings and
the valves. Tapered roller bearings are used due to their ability to withstand high combined loads.
They are mounted on X’ (face to face) one on each side of the crankshaft. An schematic view of the
tapered roller bearing showing each of their parts is presented in Figure 9. The type of valve used is
presented in Figure 10a and the assembly form in Figure 10b. This valve works as an intake valve or as
a discharge valve. Its operation mode depends only on the orientation in which it is assembled.

In this research, fault combinations in bearings and valves were considered. Faults were
introduced in the roller bearing B1 which is located closer to the fan pulley and in the discharge
valve located in the second stage. Three type of faults are included for the roller bearing: (a) inner race
crack, (b) roller element crack and (c) outer race crack. The cracks are created through the Electrical
Discharge Machining (EDM) technique. The inner and outer race cracks are aligned with the rotation
axis and covers all the raceway. They have a width of 2.0 mm and a depth of 1.0 mm. The roller
element crack is also aligned with the rotation axis. It has a width of 1.0 mm and a depth of 0.5 mm.

Concerning the valves, four types of faults were included: (1) valve seat wear, (2) corrosion of
the valve plate, (3) fracture of the valve plate and (4) broken spring. The different conditions of the
valves are shown in Figure 11. The valve seat wear is attained by machining on the face of the valve
seat and reducing its depth 1.44 mm. The corrosion of the valve plate is simulated by performing a
through hole with a diameter of 2.5 mm. The fracture of the valve plate is performed by cutting the
plate, the diameter of the thread is 1.6 mm. The break of the spring is obtained by cutting the spring
with a thread of 1.6 mm of diameter.

In total, 13 different multi-fault classes were considered. P1 denotes the healthy class and classes
P2-P13 correspond to 12 combinations of one fault type in the roller bearings with each one of the four
possible faults in the valve. The fault combinations are described on Table 1. The internal and external
parts of the reciprocating compressor used for dataset acquisition are shown in Figure 12.
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Figure 8. Compressor model EGB-250 available at the Universidad Politécnica Salesiana.

Figure 9. Parts of the tapered roller bearing in the reciprocating compressor.

Table 1. Multi-faults in valve and roller bearings.

Label Valve, 2S-DV Bearings, B1

P1 Healthy Healthy

P2 Valve seat wear Inner race crack

P3 Corrosion of valve plate  Inner race crack

P4 Fracture of valve plate Inner race crack

P5 Broken Spring Inner race crack

P6 Valve seat wear Roller element crack
pP7 Corrosion of valve plate  Roller element crack
P8 Fracture of valve plate Roller element crack
P9 Broken Spring Roller element crack
P10 Valve seat wear Outer race crack
P11 Corrosion of valve plate  Outer race crack
P12 Fracture of valve plate Outer race crack
P13 Broken Spring Outer race crack

Cage

Inner race

Outer race

Rollers

10 of 21
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Figure 12. EBG250 compressor: (a) external parts; (b) An internal view of the compressor.
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4.2. Dataset Vibration Signal Acquisition

Three accelerometers denoted A1, A2 and A3 (model PCB 603C01) were vertically placed on the
compressor case. Al is located close of the discharge valve, A2 is located close of the intake valve
of the second stage. A3 is located close to the B1 roller bearing. A plot showing the location of each
accelerometer is presented in Figure 13. Although other sensors are located in the test-bed for recording
signals such as current, sound, acoustic emission and pressure, they are not considered in this paper.

The analog signals were transferred using a coaxial-cable to a National Instruments model NI-9234
compact data acquisition card (cDAQ) connected to the NI-9188 chassis to stream the digital signals to
a laptop computer through a 100 Mbps Ethernet Link. The acquisition process is controlled using a
LabView software running on a laptop for performing the A/D conversion and storing the data in
a hard-disk for off-line processing. The measurements were taken under a 57.7 Hz constant motor
rotation frequency, resulting in a 12.8 Hz crankshaft rotation frequency. There are two crankshaft
cycles per compression cycle, in consequence, the total compression cycle takes approximately 0.156 s.
The tank pressure was kept constant at 3 bar. A set of 15 vibration signals for each sensor and for each
machinery condition was collected. A total of 15 x 13 = 195 signals of 10 s each were digitized at
sampling frequency of 50 kHz.

Figure 13. Location of the accelerometers sensors for recording the vibration signals.

5. Feature Extraction

Three types of features were considered in this research. The first type of features were extracted
from the Symbolic Dynamics (SD). The second type of features is the Complex Correlation Measure
(CCM) extracted from the Poincaré plot. Finally, a set of classical statistical features are considered for
comparison based on their classification accuracy.

5.1. Symbolic Dynamics

This paper uses the SD feature extraction algorithm in [26], which is summarized in the following
steps: (1) The Poincaré plot is traced using a lag of 15, (2) The phase-space represented by the Poincaré
plot is subdivided into several angular regions as shown in Figure 14, (3) Each region is assigned to
a symbol represented by an integer number, 24 angular regions are considered in this application,
(4) The symbolic representation of the vibration signal is processed for obtaining the histogram. This is
simply attained by counting the number of points in each angular region.

An example of the histogram obtained for a vibration signal of the reciprocating compressor
considering the healthy state P1 is shown in Figure 15. Similarly, the histogram for the faulty state P5
is shown in Figure 16. The array including 24 elements of the histogram is considered as Symbolic
Dynamic (SD) feature useful for fault classification. In the faulty case corresponding to P5, the second
peak in the histogram has lower amplitude as compared to the healthy case.
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Figure 14. The Poincaré plot is subdivided into 24 angular regions and each region is represented by
a symbol.
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Figure 15. Histogram of symbols for the healthy case P1 of the reciprocating compressor.
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Figure 16. Histogram of symbols for the faulty case P5 of the reciprocating compressor.
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5.2. Complex Correlation Measure

Calculation of the Complex Correlation Measure (CCM) does not require the explicit plotting of
the Poincaré plot. The calculation is performed over the original time series of the vibration signal
denoted X = {x1, x2, X3, ..., xN } as well as their delayed version X;. The i window includes the points
denoted a(x;,y;), b(x;y1,yir1) and c(x; 2, yir2) where y; = x;, ;. With this information, Equations (5)
and (6) are evaluated. The CCM of the vibration signals was calculated for T varying between 1 and 50.
An example of this feature set is shown in Figure 17 for a signal extracted from the healthy class P1
and for the faulty class P2. In general the amplitude of the CCM feature is higher for the faulty class
when compared to the normal class.

Complex Correlation Measure

1000 -
—Normal class
——Faulty class P2
500
S 0
~
=
)
O .500
-1000
_1 500 1 1 L L I}
0 10 20 30 40 50

T

Figure 17. CCM for a vibration signal of the healthy class (blue) and for the faulty class P2 (red).
The calculation considers a variation of T between 1 and 50.

5.3. Statistical Features

A set of classical statistical features was considered for comparing to the performance of the
proposed CCM and SD features. The set of statistical features has been studied in [39] for detection of
multi-faults in roller bearings and gearboxes. The features are the mean value, root mean square value,
standard deviation, kurtosis, maximum value, crest factor, rectified mean value, shape factor, impulse
factor, variance, minimum value and skewness. This set corresponds to a 12-dimensional array.

6. Multi-Fault Classification

Figure 18 depicts the methodology for multi-fault classification. In the first stage, vibration signals
of 13 conditions were acquired, and each condition is repeated 15 times, all the signals of 10 s length,
i.e., 195 signals per class. In the pre-processing stage, each signal is subdivided into five fragments of
2 s, obtaining 975 samples for the 13 conditions. In the third stage of feature extraction, for each of
fragments three different sets of features are extracted: (a) the statistical features set is composed of
12 features, (b) the SD is represented by a set of 24 features, and (c) the CCM features are composed of
50 features. For the classification stage, each feature dataset is split into a test set (16%) and a training
set (84%). Two types of classifiers are trained and 10-fold cross-validated: The Ensemble Bagged Tree
(EBT) [31] and the Ensemble Subspace k-NN (ESK) [37]. The classification accuracy of each trained
classifier is evaluated over the test dataset. This procedure is repeated for each of the vibration signals
collected from the accelerometers Al, A2 and A3, and the results are compared.
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Figure 18. Methodological framework for multi-fault classification by using SD, CCM and RF models.
Parameters Selection

Parameters for feature calculation are set in a heuristic manner. The first parameter corresponds to
T that is used for calculation of CCM features. The CCM features are calculated by varying T between
1 and 60 for the vibration signal Al. The fault classification is performed by using the EBT algorithm,
and the accuracy is plotted as a function of 7. The results are shown in Figure 19. The accuracy
increases as T increases, and it settles at T = 45. In consequence, we can set T = 50 for the rest of
experiments. Similarly, calculation of SD features requires previous construction of the lagged Poincaré
plot according to the lag 7. In this case, T is varied between 5 and 60. For each lag value, the SD features
are calculated from signal Al, and the fault classification model uses the EBT algorithm. The accuracy
is plotted with respect to the lag value, and the lag value T = 15 corresponds to the maximal accuracy
obtained in classification. The plot is shown in Figure 20.

The parameters for the classification models are the maximum number of splits and the number of
learning cycles for the EBT algorithm. In this case, the maximum number of splits is set as n — 1 where
n is the number of samples in the training set. The number of learning cycles is 36. The algorithm
ESK considers 30 learning cycles, and the number of predictors to sample is set as half the number of
predictors of the features set.

Accuracy versus Lag for CCM features

99.4
99.2

99
98.8
98.6
98.4
98.2

Accuracy

98
97.8

97.6
10 20 30 40 50 60 70

Lag(samples)

Figure 19. Accuracy according to Lag = T for CCM features.
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Figure 20. Accuracy according to Lag = T for SD features.
7. Results

Results concerning the multi-fault classification are shown on Table 2. The SD and CCM features
are considered as well as the statistical features that are presented for comparison. Both RF classification
algorithms are tested for each of the vibrations signals. The statistical set of features and the SD set of
features enable perfect classification of multi-fault for this dataset including 13 different fault conditions.
The CCM set of features provides slightly lower classification accuracy. However, the ESK algorithm
attains averaged classification accuracies higher than 99% for the three vibrations signals collected
from the accelerometers Al, A2, A3. An example of the confusion matrix is shown in Figure 21. This
confusion matrix is for the EBT algorithm when the multi-fault classification is performed using the set
of signals collected from the accelerometer A3. The average accuracy obtained in this case is the lowest
of all developed experiments. A detailed quantification of results for this particular case are shown
on Table 3, where the sensitivity, specificity, and F1-Score are presented for each of the fault classes.
The lowest sensitivity is attained by class P12 taking a value of 79%. However, eleven of the classes
have sensitivities higher than 90%. Concerning the specificity, the lowest value of 98% is attained by
class P13. The rest of classes have specificities higher than 99%. The Fl-score attains the lowest value
of 82% for class P13. Classes P2, P3, P10 and P11 are classified with score up to 100% while classes P1,
P4, P5, P6, P7 and P9 obtain scores higher than 90%.

Finally, Table 4 shows the performance of the proposed SD and CCM features over the dataset
in [20].

Table 2. Percent accuracy for each of features types and models calculated for each vibration signal.

Features Model A1l A2 A3

Statistical EBT 100 100 100
ESK 100 100 100

SD EBT 100 100 100
ESK 100 100 100
CcCM EBT 994 96.8 942

ESK 100 100 994
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Figure 21. Confusion matrix for CCM features and EBT.
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Table 3. Results for the EBT model using features extracted from signals recorded with the

accelerometer A3.

Fault Condition

Sensitivity Specificity F1-Score

P1
P2
P3
P4
P5
P6
P7
P8
P9
P10
P11
P12
P13

0.92
1.00
1.00
1.00
1.00
0.92
0.92
0.85
1.00
1.00
1.00
0.79
0.90

1.00
1.00
1.00
0.99
0.99
1.00
0.99
0.99
0.99
1.00
1.00
0.99
0.98

0.96
1.00
1.00
0.96
0.96
0.96
0.92
0.88
0.96
1.00
1.00
0.85
0.82

Table 4. Percent accuracy for each of features types and models calculated over the dataset of valve

faults in [20].

Features Model Al A2 A3 A4
Statistical EBT 732 835 734 744
ESK 526 61.7 572 49.0

SD EBT 100 100 100 100
ESK 100 100 100 100

CCM EBT 91.7 987 953 979
ESK 978 99.8 97.8 99.5
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8. Discussion

Three sets of features extracted from vibration signals were compared for classification of
multi-faults in a reciprocating compressor. All sets of features are highly accurate for classification of
valve and roller bearing multi-faults. The highest accuracy is reached with RF classification models
trained with features extracted from vibration signals collected from a single sensor. Concerning the
RF classification models, the Ensemble Subspace k-NN is more accurate with average classification
accuracies higher than 99%. The Ensemble Bagged Tree model is also highly accurate. However,
their average classification accuracy is slightly lower considering the CCM features. Statistical feature
dataset is small and simple to extract, and it allows a highly accurate classification of the set of 13
faulty conditions under study. This set of features has been selected and applied to fault classification
in gearboxes and roller bearings [39] providing high classification accuracy. The set of features based
on SD is also simple to calculate and provides a high classification accuracy. This set of features has
also been used for classifying faults in gearboxes using SVM classifiers [26] providing high accuracy.
Although the CCM has been used successfully in biomedical signal processing applications [30,40]
their application in fault detection is an original contribution of this paper. This feature is conceptually
simple as well as their calculation.

The previous research in [20] used the same test-bed of a two-stage reciprocating compressor for
recording a fault dataset of 17 different conditions for intake/discharge valves. This multi-fault dataset
included vibration signals measured from four accelerometers. In that research, the roller bearing faults
were not considered. A deep learning approach based on long short-term memory (LSTM) models was
developed for fault classification. The LSTM based method attained a classification accuracy of 93%.
We also performed an experiment for classifying the 17 valve conditions using the proposed SD and
CCM features. The results of classification are shown on Table 4. The accuracy by using the SD features
is 100% considering each classification model, and the results are similar for each sensor. The accuracy
with the CCM features is higher than 97.9% using the ESK classification model. The highest accuracy
is 99.8% using the ESK model trained with vibration signals from the accelerometer A2. Classification
results with the EBT model provided lower accuracy; however, the classification accuracy is 98.7%
using vibration signals from the accelerometer A2. In this application, the classification accuracy
provided by classical statistical features is lower regarding the proposed SD and CCM features. In this
case, the higher classification accuracy is obtained with the EBT classification model trained with
features extracted from vibration signals collected by the accelerometer A2. The accuracy is 83.5%.

9. Conclusions

Two feature extraction techniques such as Symbolic Dynamics (SD) and Complex Correlation
Measure (CCM) were proposed as an alternative for fault diagnosis in rotating machinery.
The proposed features have been used together RF classifications models, which have
provided accurate classification of multi-fault of valves and roller bearings in a two-stage
reciprocating compressor.

The classification accuracy is higher than 97.8% by using features extracted from only one sensor
of vibration signals. Both feature extraction techniques have a better performance regarding the
statistical feature set for classifying multi-fault of valves. Furthermore, the SD feature extraction
technique shows a better performance regarding the CCM technique, and it attained a classification
accuracy up to 100% for combined multi-fault in valves and roller bearings. Both RF classification
models EBT and ESK provided high classification accuracy, however, the ESK classification model
shows a higher classification accuracy in the experimental analysis.

Moreover, the proposed features were also tested over the dataset of a previous research using
deep learning approaches, the performance has been better than the previous results. The proposed
features are simple and highly accurate when used in combination with RF classification models, being
an alternative to the use of deep learning approaches or such kind of rotating machinery.
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The reported test-bed includes sensors for acquiring another type of signals such as pressure,
sound and currents. We plan to perform research concerning the application of the proposed features
(SD and CCM) and classification models to other available signals, by extending the set to the 25 faulty
conditions as well as the acquisition of a valve fault severity dataset. The proposed features could be
useful for attaining the classification considering these datasets.

Author Contributions: Conceptualization, RM.; Data curation, ]J.-C.M.; Formal analysis, M.C. and D.C,;
Funding acquisition, R.-V.S.; Investigation, J].-C.M. and R.M.; Methodology, M.C., E.E. and R.-V.S.; Project
administration, R.-V.S.; Software, R M.; Supervision, M.C. and R.-V.S.; Validation, R.M.; Writing—original draft,
R.M.; Writing—review & editing, M.C. and R.-V.S. All authors have read and agreed to the published version of
the manuscript.

Funding: This research received no external funding.

Acknowledgments: This work was supported by Universidad Politécnica Salesiana through the research group
GIDTEC. The authors would like to thank the anonymous reviewers for their insightful comments and useful
suggestions that help to improve the quality of this work.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

The following abbreviations are used in this manuscript:

PHM  Prognostics and Health Management
SVM  Support Vector Machines

LSTM  Long Short-Term Memory model
CCM  Complex Correlation Measure
RF Random Forest

CART classification and regression tree
OOB  Out of the Bag

EDM  Electrical Discharge Machining
SD Symbolic Dynamics

EBT Ensemble Bagged Tree

k-NN  k-Nearest Neighbors

ESK Ensemble Subspace k-NN
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