Article

# One Computational Innovation Transition-Based Recovery Policy for Flexible Manufacturing Systems Using Petri nets 

Yen-Liang Pan<br>Mathematics and Physics Division, General Education Center, Air Force Academy, Kaohsiung 82047, Taiwan; yenliangpan@nkust.edu.tw; Tel.: +886-07-626-8846

Received: 22 February 2020; Accepted: 27 March 2020; Published: 29 March 2020

Featured Application: This paper proposes one novel transition-based control policy to solve the deadlock problem of flexible manufacturing systems. This paper contains some acronyms. For easy tracking, their corresponding meaning is present in Appendix A.


#### Abstract

In the third and fourth industrial revolutions, smart or artificial intelligence flexible manufacturing systems (FMS) seem to be the key machine equipment for capacity of factory production. However, deadlocks could hence appear due to resources competition between robots. Therefore, how to prevent deadlocks of FMS occurring is a very important and hot issue. Based on Petri nets (PN) theory, in existing literature almost all research adopts control places as their deadlock prevention mean. However, under this strategy the real optimal reachable markings are not achieved even if they claimed that their control policy is maximally permissive. Accordingly, in this paper, the author propose one novel transition-based control policy to solve the deadlock problem of FMS. The proposed control policy could also be viewed as deadlock recovery since it can recover all initial deadlock and quasi-deadlock markings. Furthermore, control transitions can be calculated and obtained once the proposed three-dimension matrix, called generating and comparing aiding matrix (GCAM) in this paper, is built. Finally, an iteration method is used until all deadlock markings become live ones. Experimental results reveal that our control policy seems still the best one among all existing methods in the literature regardless of whether these methods belong to places or transitions based.
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## 1. Introduction

In the third and fourth industrial revolutions, smart or artificial intelligence flexible manufacturing systems (FMS) are much adopted for capacity of factory production. However, deadlocks could hence appear due to resources competition between robots [1]. Therefore, how to prevent FMS deadlocks occurring is a very important and hot issue. In the existing literature, automata theory [2,3], queueing theory [4,5], Petri nets theory [6], and state chart/flow [7] are all used as mathematical tools to process above deadlock problems of FMS. Among them, Petri nets (PN) have been recognized as the most powerful semantic-based tool to solve FMS's deadlock problem. The reason is that it is well suited to represent such discrete event dynamic system (DEDS) [8] characteristics such as precedence relations, concurrence, conflict and synchronization. Especially for FMS, the complexity resulting from the inherent nonlinearity and state space dimension found in most of these systems leads to unusual difficulty in design and analysis.

Traditionally, in existing literature, two main analysis technologies are applied to develop deadlock prevention policy for FMS: system structural analysis [9-22] and reachability graph analysis [23-34]. The former one depends on some structural analysis, such as siphon control, to design proper control subnet to solve deadlock problems. Under this technology, computation is often simple but suffering from explosion problems since the number of siphons exponentially increases as the model becomes larger and more complicated.

Reachability graph analysis can be used to design the optimal or maximally permissive deadlock prevention policy. In this approach, all reachable states of PN model are needed firstly to compute reachability graph. Although this technology could be a NP-hard problem since it needs to generate the reachability graph of a PN, it is still widely used to solve the deadlock problem of FMS. Whatever, this analysis owns maximally permissive controllers.

Under the method, Uzam firstly adopts the theory of regions [23] to design one optimal (maximally permissive) deadlock prevention based on the novel concepts of deadlock zone (DZ) and deadlock-free zone (DFZ). In the following, Ghaffari et al. [24] also design one optimal (maximally permissive) deadlock prevention by giving a redefinition of the theory of regions based on forbidden marking, dangerous marking, legal marking, and the set of marking/transition-separation instances (MTSI). For enhancing computational efficiency of the above two kinds of traditional theory of regions, Huang and Pan [31], and Huang et al. [32] propose one new optimal deadlock prevention using the concept of crucial marking/transition-separation instances (CMTSI).

For reducing computing time of the theory of regions, Uzam and Zhou [35] propose a reduction technique to simplify large FMS models. Huang and Pan also adopted the reduction approach to [36] so that the computational efficiency of CMTSI can be further enhanced.

On the other hand, Pirrodi et al. [37] consider selective siphons with reachability graph to reduce redundancy problems and provide small-size controllers. The control policy solves deadlock problems of FMSs successfully. It also makes FMSs optimal. However, as indicated by [38], the process of eliminating all critical markings is time consuming, since all legal markings must be checked in each iterative step. According to the above descriptions, it is clear that determining how to obtain optimal (maximally permissive) controllers for solving the FMS deadlock problem seems an extremely time-consuming and difficult issue.

For improving above disadvantage, Chen et al. [39-41] proposed one novel technology called MFFP (i.e., the maximal number of forbidding first bad marking (FBM) problem) to obtain maximally permissive reachable markings with very a smaller number of controllers based on Place Invariant (PI) [17] and reachability graph analysis methods. It successfully solves the problem of the excessive consumption of time. It is so pity, when the complexity of one flexible manufacturing system increases, the computational burden raises rapidly. Besides, under our survey the MFFP could just be applied in some special net, outside S ${ }^{3}$ PR (The Systems of Simple Sequential Processes with Resources) [10] the method would be failed. Therefore, in author's previous paper [42] the author proposes one iterative deadlock prevention policy to circumvent its disadvantage of conventional MFFP. Besides, the author also proposes one computational improved deadlock concept called IMFFP [43] to enhance MFFP's computational efficiency.

Huang et al. [44] firstly introduced the concept of transition-based deadlock prevention policy in their paper, but not the optimal method yet, due to its manual designing process and low control efficiency documented in the expansion literature [45]. Both have the same feature, which helps little in larger and more complicated system [44,45].

In the following, Chen et al. [46] developed another transition-based control policy to obtain proper supervisors and propose two different kinds of concepts to recover the deadlock problem of FMS. The first one adopts iteration approach. At each iterative step, one integer linear programming problem (ILPP) is calculated to obtain a transition-based controller until all deadlock markings are recovered. The second stage is one-time skill that can find and pick up all transition-based controllers. Although Chen et al. claim that the policy can be applied to all classes of FMS, according to [47],
it suffers from the computation complexity problem, since there are too many constraints and variables in the formulated ILPPs.

Besides, Bashir et al. [48] presented an iteration procedure to design a deadlock prevention policy via control transition constraints. In their work, the structural property of Petri net models is considered for preventing the state explosion problem in reachability graph analysis. Then the controlling transitions are generated and attached to the model to raise up system activity. Nevertheless, this method is still suboptimal since it does not recover system completely.

Row and Pan [49] propose one improved concept to solve system's deadlock problem based on [44]. This article presents an optimal transition-based recovering policy rather than existing method via control places, which just forbids undesirable deadlock states with disadvantage of reducing system liveness. The brand-new method helps accessing all reachable system states and each of them has activated-able transition, implying enough resources for providing competing process.

Dong et al. [47] also adopt the transition-based controllers to solve deadlock problem of FMS based on a vector intersection approach. Next, an iteration is used to calculate one small number of recovery controllers to recover all illegal markings.

On the other hand, many experts devote some new concept for the deadlock prevention domain of flexible manufacturing systems [50-62].

Rather than preventing the system from accessing to undesirable state, in this paper the author firstly presents a new method to recover all deadlock markings by attaching control transitions (CT) to deadlock system. Within reachability graph analysis, transitions connect all reachable markings, in other words, a deadlock state could be re-directed to another legal state by adding a computed CT to the system rather than forbidding the deadlock state.

In order to recover deadlock system states, the author adopted the most effective CT for the system. To build the corresponding CT, one deadlock marking and one legal marking must be determined before the main computation, which denotes start and end points of CT in several systems. After two points have being chosen, CT could be calculated out with some simple processes. Experimental results reveal that the new method proposed in this paper is as good as existing methods in the literature.

Section 2 describes the definitions of PNs and the properties of the reachability graph analysis. Sections 3 and 4 present the proposed theory and policy. Section 5 shows examples and relative experimental data. Finally, conclusions are made in Section 6.

## 2. Preliminary

### 2.1. Petri Nets (PN)

A Petri Net model is a five tuple $N=\left(P, T, F, W, M_{0}\right)$, which is also a kind of directed model. $P$ and $T$ are two finite, nonempty and disjoint sets. $P$ is a set of places and $T$ is a set of transitions. $F \subseteq(P \times T) \cup(T \times P)$ implies the set of arcs of this net, which is symbolized by arrows going from places to transitions or from transitions to places denotes a flow relation in the Petri Net model. $W:(P \times T) \cup(T \times P) \rightarrow \mathbb{N}$ is a mapping that assigns a weight to an arc: $W(x, y)>0$ for each $(x, y) \in F$, where $x, y \in(P \cup T)$ and $\mathbb{N}$ is the set of non-negative integers. $\cdot x=\{y \in P \cup T \mid(y, x) \in F\}$ is called the preset of x , and $x^{\bullet}=\{y \in P \cup T \mid(x, y) \in F\}$ is called the postset of $x$. A marking $M$ is a multiset of Petri nets places, which allocates tokens to each place of a Petri net model. $M(p)$ denotes the number of tokens in place $p . M_{0}$ is the initial marking of $N$. A net is pure if $\forall(x, y) \in(P \times T) \cup(T \times P), W(x, y)>0$, implying that $W(y, x)=0$. The incidence matrix $[N]$ of the pure net $N$ is a $|P| \times|T|$ integer matrix with $[N](p, t)=W(t, p)-W(p, t)$.

A transition $t \in T$ is enabled at marking $M$ if $\forall p \in{ }^{\bullet} t, M(p) \geq W(p, t)$, which is denoted as $M[t\rangle$. Once an enabled transition $t$ fires, it generates a new marking $M \prime$, denoted as $M[t\rangle M \prime$, where $M^{\prime}(p)=M(p)-W(p, t)+W(t, p) . M[ \rangle$ represents the set of all markings reachable from $M$ by firing any possible sequence of transitions. $M_{0}[ \rangle$ is the set of reachable markings of net $N$ with initial marking $M_{0}$, often denoted as $R\left(N, M_{0}\right)$. It can be graphically represented by a reachability graph, which can,
in turn, be denoted as $G\left(N, M_{0}\right)$. It is a directed graph in which each node represents a marking in $R\left(N, M_{0}\right)$, and arcs are labeled by the fired transitions.

Let $\left(N, M_{0}\right)$ be a net system with $N=(P, T, F, W)$. A transition $t \in T$ is live at $M_{0}$ if $\forall M \in R\left(N, M_{0}\right), \exists M^{\prime} \in R\left(N, M_{0}\right), M \gamma[t\rangle . \quad\left(N, M_{0}\right)$ is live if $\forall t \in T, t$ is live at $M_{0}$. It is dead at $M_{0}$ if $\nexists t \in T, M_{0}[t\rangle$.

A P-vector is a column vector $I: P \rightarrow \mathbb{Z}$ indexed by $P$. P-vector $I$ is called a P-invariant (place invariant, PI for short) if $I \neq 0$ and $I^{T}[N]=0^{T}$. P-invariant $I$ is said to be a $P$ semi flow if $I \geq 0$. Let $I$ be a PI of $\left(N, M_{0}\right)$ and $M$ be a reachable marking from $M_{0}$. Then, $I^{T} M=I^{T} M_{0}$.

### 2.2. Reachability Graph (RG) Analysis

In reachability graph (RG) analysis, all reachable markings can be divided into two main groups: legal and illegal markings. Illegal markings include deadlock and quasi-dead markings. In the above, the legal, illegal, deadlock, and quasi-dead markings can be defined as follows:

Definition 1. The set of deadlock markings $\mathcal{M}_{D}=\left\{M \in R\left(N, M_{0}\right) \mid\right.$ at $M$, no transition can be enabled $\}$.
Further, the quasi-dead marking is defined as follows:
Definition 2. The set of quasi-dead markings $\mathcal{M}_{Q}=\left\{M \in R\left(N, M_{0}\right) \mid M\right.$ must eventually evolve to a dead one regardless of transition firing sequences\}.

The reachable markings except quasi-deadlock and deadlock markings are called legal markings. The set of legal markings $\mathcal{M}_{L}$ in conventional deadlock prevention means the maximal number of reachable markings of one system, from which the initial marking $M_{0}$ is reachable without leaving $\mathcal{M}_{L}$. However, in this paper, it just represents the group of legal markings outside deadlock and quasi-deadlock markings. The set of legal markings $\mathcal{M}_{L}$ can be defined as follows:

Definition 3. $\mathcal{M}_{L}=\left\{M \in R\left(N, M_{0}\right) \wedge M \notin\left(M_{D} \cup M_{Q}\right)\right\}$
In fact, $\left(M_{D} \cup M_{Q}\right)$ of Definition 3 means the set of illegal markings. Therefore, the set of illegal markings $\mathcal{M}_{I}$ can be defined as:

Definition 4. $\mathcal{M}_{I}=\left\{M \in R\left(N, M_{0}\right) \wedge M \in\left(M_{D} \cup M_{Q}\right)\right\}$
Besides,
Definition 5. A zone consisting of all dead markings is called a dead zone, denoted by $Z_{D}$.
Definition 6. A zone consisting of all quasi-dead markings is called a quasi-dead zone, denoted by $Z_{Q}$.
Definition 7. A zone consisting of all quasi-dead and dead markings, i.e., $Z_{I}=Z_{D} \cup Z_{Q}$, is called an illegal zone.
All markings except quasi-dead and dead markings are legal ones. Once a legal marking is enforced into the illegal zone, the net will eventually become deadlock.

Definition 8. A zone consisting of all legal markings is called a legal zone, i.e., $Z_{L}=R\left(N, M_{0}\right)-Z_{I}$.
Please notice again, that in this paper, deadlock markings and legal markings are used in the proposed deadlock recovery policy. Besides, all markings will be identified in reachability graph analysis stage. Further, in the traditional deadlock prevention domain, the maximal permissive or optimal control means the maximal number of legal markings in a live system. In our recovery policy,
our controllers will make all markings live including deadlock and quasi-dead markings. In other words, our designed policy recovers one deadlock system.

## 3. Basic Theory

Before designing CT, it is essential to spread out whole RG and determine the set of legal and deadlock markings. According to these two groups of markings, a three-dimensional matrix, called the generating and comparing aiding matrix (GCAM), is created to list all possible and effective CT. There are certainly two dimensions in GCAM, deadlock and legal markings. Note that only deadlock markings are considered in DZ , which includes deadlock and illegal markings, since trying to recover the latter will make more computational cost which is not necessary. This three-dimensional GCAM can be simplified as two-dimensional by regarding each transition as a single element. Creating GCAM helps numerating all effective CT, and the size of GCAM relies on the size of the model. The objective in this section is to find out the most effective CT in GCAM, hence, we have to compare every CT with each other. During creating GCAM, we define row as deadlock markings and column as legal markings. Note that the CTs in same row must be different, due to their same start point. Within process of comparing CTs, if a CT matches any ones in the chosen row, this CT can also connect corresponding deadlock marking to else legal marking, then the rest of this row will be skipped. After whole comparing process, we choose the most recovered CT as supervisor in this iteration and do next one, until DZ becomes empty.

### 3.1. Leading Transitions

In reachability graph analysis, all reachable states are needed to be identified and connected by enabled transitions. Therefore, all enabled transitions play one important role in a Petri nets model. One marking changes to another marking by firing any enabled transition.

For example, there are two different markings belonging to the same reachability graph of a Petri nets model of FMS, which is shown in Figure 1. These two markings are connected by one arc labelling transition $t_{x}$. Under one marking $M_{i}$, this model may have one or more enabled transitions including $t_{x}$. Note that the transition $t_{x}$ must be enabled in $M_{i}$, or the arc labeled with transition $t_{x}$, which is shown in Figure 1, could not be generated within the reachability graph. When transition $t_{x}$ is activated in $M_{i}$, the state will be fired to another marking $M_{j}$, which is presented as the terminal of the arc $t_{x}$ in Figure 1. Therefore, in the reachability graph, $M_{i}$ and $M_{j}$ are connected with a single-direction arrow leading from $M_{i}$ to $M_{j}$. Figure 2 is a PN model of FMS and its reachable graph is shown in Figure 3.


Figure 1. One enabled transition $t_{x}$ between two markings ( $M_{i}$ and $M_{j}$ ) in a reachability graph.


Figure 2. A Petri net model of flexible manufacturing systems (FMS).


Figure 3. Generated reachability graph of Petri net model shown in Figure 2.
For easy tracking, the detailed information of all markings are shown in Table 1. Each marking in reachability graph is connected with existing transition, and each of its deadlock marking has no reachable marking. For example, in Figure 3, there are two markings, the legal marking $M_{7}$ and the dead marking $M_{14}$, which are linked by transition $t_{5}$. In other words, the legal marking $M_{7}$ through the transition $t_{5}$ is fired to the dead marking $M_{14}$. In this case, $i=7, j=14$ and $t_{x}=t_{5}$ is shown in Equation (1) as below:

$$
\begin{equation*}
M_{7}+t_{5}=M_{14} \tag{1}
\end{equation*}
$$

Table 1. The detailed information of all markings of Figure 3.

| Marking No. | Information of Marking | Marking No. | Information of Marking |
| :---: | :---: | :---: | :---: |
| $M_{1}$ | $3 p_{1}+3 p_{8}+p_{9}+p_{10}+p_{11}$ | $M_{11}$ | $3 p_{1}+p_{5}+p_{6}+p_{8}+p_{9}$ |
| $M_{2}$ | $2 p_{1}+p_{2}+3 p_{8}+p_{10}+p_{11}$ | $M_{12}$ | $3 p_{1}+p_{7}+2 p_{8}+p_{10}+p_{11}$ |
| $M_{3}$ | $3 p_{1}+p_{5}+2 p_{8}+p_{9}+p_{10}$ | $M_{13}$ | $p_{1}+p_{2}+p_{4}+3 p_{8}+p_{10}$ |
| $M_{4}$ | $2 p_{1}+p_{3}+3 p_{8}+p_{9}+p_{11}$ | $M_{14}$ | $p_{1}+p_{2}+p_{3}+p_{5}+2 p_{8}$ |
| $M_{5}$ | $2 p_{1}+p_{2}+p_{5}+2 p_{8}+p_{10}$ | $M_{15}$ | $2 p_{1}+p_{2}+p_{5}+p_{6}+p_{8}$ |
| $M_{6}$ | $3 p_{1}+p_{6}+2 p_{8}+p_{9}+p_{11}$ | $M_{16}$ | $3 p_{1}+p_{5}+p_{7}+p_{8}+p_{10}$ |
| $M_{7}$ | $p_{1}+p_{2}+p_{3}+3 p_{8}+p_{11}$ | $M_{17}$ | $p_{1}+p_{3}+p_{4}+3 p_{8}+p_{9}$ |
| $M_{8}$ | $2 p_{1}+p_{4}+3 p_{8}+p_{9}+p_{10}$ | $M_{18}$ | $3 p_{1}+p_{6}+p_{7}+p_{8}+p_{11}$ |
| $M_{9}$ | $2 p_{1}+p_{3}+p_{5}+2 p_{8}+p_{9}$ | $M_{19}$ | $p_{2}+p_{3}+p_{4}+3 p_{8}$ |
| $M_{10}$ | $2 p_{1}+p_{2}+p_{6}+2 p_{8}+p_{11}$ | $M_{20}$ | $3 p_{1}+p_{5}+p_{6}+p_{7}$ |

Equation (1) can be present in Equation (2):

$$
\begin{equation*}
t_{5}=M_{14}-M_{7} \tag{2}
\end{equation*}
$$

Similarly, some transition $t_{c}$ can also change the dead marking $M_{14}$ to the legal marking $M_{7}$ shown in Equation (3) as below:

$$
\begin{equation*}
t_{c}=M_{7}-M_{14} \tag{3}
\end{equation*}
$$

Therefore, a generated control transition $t_{c}$ can lead $M_{D}$ to $M_{L}$ and the computation can be simply presented shown in Equation (4) as below:

$$
\begin{equation*}
t_{c}=M_{L}-M_{D} \tag{4}
\end{equation*}
$$

Definition 9. One added transition $t_{c}$ between one legal marking $M_{L}$ and one deadlock marking $M_{D}$ is called the leading transition if $t_{c}=M_{L}-M_{D}$.

### 3.2. Generating and Comparing Aiding Matrix (GCAM)

Huang et al. [44] control the PN model of FMS by adding control transition to recover all deadlock markings, though the control policy cannot afford too huge system and has more structural complexity. The proposed method can solve these two problems and either of the possibly occurring live-lock situations. This method compares all possible generated control transitions to find out the optimal one in each iteration until DZ becomes empty. A three-dimension matrix, also called the generating and comparing aiding matrix (GCAM), is built and helps comparing computation a lot. According to the set of legal and deadlock markings, GCAM is created, where the first dimension is deadlock markings, the second dimension is legal ones and the third dimension is $M_{L}-M_{D}$. Before building GCAM, the reachability graph analysis hence has to be done to partition the RG into legal, illegal and deadlock markings. For easy tracking, GCAM can be represented in simple model called simplified GCAM (SGCAM) in this paper. For example, the uncontrolled PN model of FMS shown in Figures 2 and 3 has two deadlock markings, 15 legal markings and 11 places, then the size of its GCAM is $2 \times 15 \times 11$. Tables 2 and 3 show its GCAM and SGCAM, respectively. Please notice that only the deadlock markings are adopted to build up the first dimension of GCAM rather than all illegal ones, because only deadlock ones need to be recovered and other illegal ones in DZ still have enough liveness. All control transitions in GCAM are compared with each other, and the computation complexity depends on the scale of the size of reachability graph and GCAM, precisely, about $\left(M_{D} \times M_{L}\right)^{2}$ times comparing would be executed in computation of an iteration.

Table 2. Generating and comparing aiding matrix (GCAM) of Example 1.

| Property of All Legal Markings | Property of All Dead Markings <br> Leading <br> Transitions (All <br> Places) | $\begin{gathered} M_{14}: \\ p_{1}+p_{2}+p_{3}+p_{5}+2 p_{8} \end{gathered}$ | $\begin{gathered} M_{15}: \\ 2 p_{1}+p_{2}+p_{5}+p_{6}+p_{8} \end{gathered}$ |
| :---: | :---: | :---: | :---: |
|  | $\underline{p}_{9} \pm \bar{p}_{10}+p_{11},--\rightarrow$ | $2 p_{1}-p_{2}-p_{3}-p_{5}+p_{8}+p_{9}+p_{10}+p_{11}$ | $\begin{gathered} p_{1}-p_{2}-p_{5}-p_{6}+2 p_{8}+p_{9}+ \\ p_{10}+p_{11} \end{gathered}$ |
| $\begin{aligned} & M_{2}: \\ & M_{3}: \end{aligned}$ | $\begin{aligned} & 2 p_{1}+p_{2}+3 p_{8}+p_{10}+p_{11} \\ & 3 p_{1}+p_{5}+2 p_{8}+p_{9}+p_{10} \end{aligned}$ | $\begin{gathered} p_{1}-p_{3}-p_{5}+p_{8}+p_{10}+p_{11} \\ 2 p_{1}-p_{2}-p_{3}+p_{9}+p_{10} \end{gathered}$ | $\begin{gathered} -p_{5}-p_{6}+2 p_{8}+p_{10}+p_{11} \\ p_{1}-p_{2}-p_{6}+p_{8}+p_{9}+p_{10} \end{gathered}$ |
| $M_{4}$ : | $2 p_{1}+p_{3}+3 p_{8}+p_{9}+p_{11}$ | $p_{1}-p_{2}-p_{5}+p_{8}+p_{9}+p_{11}$ | $\begin{gathered} -p_{2}+p_{3}-p_{5}-p_{6}+2 p_{8}+p_{9}+ \\ p_{11} \end{gathered}$ |
| $M_{6}$ : | $3 p_{1}+p_{6}+2 p_{8}+p_{9}+p_{11}$ | $2 p_{1}-p_{2}-p_{3}-p_{5}+p_{6}+p_{9}+p_{11}$ | $p_{1}-p_{2}-p_{5}+p_{8}+p_{9}+p_{11}$ |
| $M_{7}$ : | $p_{1}+p_{2}+p_{3}+3 p_{8}+p_{11}$ | $-p_{5}+p_{8}+p_{11}$ | $-p_{1}+p_{3}-p_{5}-p_{6}+2_{8}+p_{11}$ |
| $M_{8}$ : | $2 p_{1}+p_{4}+3 p_{8}+p_{9}+p_{10}$ | $p_{1}-p_{2}-p_{3}+p_{4}-p_{5}+p_{8}+p_{9}+p_{10}$ | $-p_{2}+p_{4}-p_{5}-p_{6}+2 p_{8}+p_{9}+$ |
| $M_{11}$ : | $3 p_{1}+p_{5}+p_{6}+p_{8}+p_{9}$ | $2 p_{1}-p_{2}-p_{3}+p_{5}-p_{8}+p_{9}$ | $p_{1}-p_{2}+p_{9}$ |
| $M_{12}$ : | $3 p_{1}+p_{7}+2 p_{8}+p_{10}+p_{11}$ | $2 p_{1}-p_{2}-p_{3}-p_{5}+p_{7}+p_{10}+p_{11}$ | $p_{1}-p_{2}-p_{5}-p_{6}+p_{7}+p_{8}$ |
| $M_{13}$ : | $p_{1}+p_{2}+p_{4}+3 p_{8}+p_{10}$ | $-p_{3}+p_{4}-p_{5}+p_{8}+p_{10}$ | $-p_{1}+p_{4}-p_{5}-p_{6}+2 p_{8}+p_{10}$ |
| $M_{16}$ : | $3 p_{1}+p_{5}+p_{7}+p_{8}+p_{10}$ | $2 p_{1}-p_{2}-p_{3}+p_{7}-p_{8}+p_{10}$ | $p_{1}-p_{2}-p_{6}+p_{7}+p_{10}$ |
| $M_{17}$ : | $p_{1}+p_{3}+p_{4}+3 p_{8}+p_{9}$ | $-p_{2}+p_{4}-p_{5}+p_{8}+p_{9}$ | $\begin{gathered} -p_{1}-p_{2}+p_{3}+p_{4}-p_{5}-p_{6}+ \\ 2 p_{8}+p_{9} \end{gathered}$ |
| $M_{18}$ : | $3 p_{1}+p_{6}+p_{7}+p_{8}+p_{11}$ | $2 p_{1}-p_{2}-p_{3}-p_{5}+p_{6}+p_{7}-p_{8}+p_{11}$ | $p_{1}-p_{2}-p_{5}+p_{7}+p_{11}$ |
| $M_{19}$ : | $p_{2}+p_{3}+p_{4}+3 p_{8}$ | $-p_{1}+p_{4}-p_{5}+p_{8}$ | $-2 p_{1}+p_{3}+p_{4}-p_{5}-p_{6}+2 p_{8}$ |
| $M_{20}$ : | $3 p_{1}+p_{5}+p_{6}+p_{7}$ | $2 p_{1}-p_{2}-p_{3}+p_{6}+p_{7}-2 p_{8}$ | $p_{1}-p_{2}+p_{7}-p_{8}$ |

Table 3. Simplified GCAM (SGCAM) of Example 1.

|  | $\boldsymbol{M}_{14}$ | $\boldsymbol{M}_{15}$ |
| :---: | :---: | :---: |
| $M_{1}$ | $t_{14,1}$ | $t_{15,1}$ |
| $M_{2}$ | $t_{14,2}$ | $t_{15,2}$ |
| $M_{3}$ | $t_{14,3}$ | $t_{15,3}$ |
| $M_{4}$ | $\boldsymbol{t}_{14,4}$ | $t_{15,4}$ |
| $M_{6}$ | $t_{14,6}$ | $\boldsymbol{t}_{15,6}$ |
| $M_{7}$ | $t_{14,7}$ | $t_{15,7}$ |
| $M_{8}$ | $t_{14,8}$ | $t_{15,8}$ |
| $M_{11}$ | $t_{14,11}$ | $t_{15,11}$ |
| $M_{12}$ | $t_{14,12}$ | $t_{15,12}$ |
| $M_{13}$ | $t_{14,13}$ | $t_{15,13}$ |
| $M_{16}$ | $t_{14,16}$ | $t_{15,16}$ |
| $M_{17}$ | $t_{14,17}$ | $t_{15,17}$ |
| $M_{18}$ | $t_{14,18}$ | $t_{15,18}$ |
| $M_{19}$ | $t_{14,19}$ | $t_{15,19}$ |
| $M_{20}$ | $t_{14,20}$ | $t_{15,20}$ |

## 4. Algorithm

The proposed deadlock control policy is presented in this section, which aims to raise up system liveness by recovering all undesired deadlock situations. Aforementioned techniques are summed up to designed effective supervisors. PN model in Figure 2 and its reachability graph shown in Figure 3 help demonstrating proposed method as following.

Definition 10. Let function $R\left(t_{c}\right)$ denote the recovering efficiency of $t_{c}$, which is used to recognize the most effective control transition in GCAM. The values of $R\left(t_{c}\right)$ are possible zero or positive integer, and initially reset as zero before comparing comparison from $t_{c}$ to others. The value of $R\left(t_{c}\right)$ increases by one when a deadlock is identified being solved by $t_{c}$. After whole computation of $t_{c}$, the value of $R\left(t_{c}\right)$ indicates the number of deadlocks recovered by $t_{c}$.

Algorithm 1 based on reachability graph analysis accordingly illustrates its maximally reachable graph at first. Notice that reachability graph will be calculated at each iteration, due to the LZ and DZ changes after attaching generated supervisors to system. Under provided control policy, generally, LZ extends and DZ reduces after every iteration. The presented approach aims to recover all existing deadlock markings, the set of legal and deadlock markings, are therefore, recognized in the reachability graph at the beginning within each loop.

After attaching new control transition (usually the most effective one) to PN model, a brand new reachability graph is illustrated due to its updated model. Although repeating analysis to generate reachability graph makes more computation heavy, the following process of designing supervisors is much more timesaving and systematic than other methods, such as MFFP (ILPP) [40], which is a kind of NP-hard problem.

Finally, please notice that building GCAM and SGCAM is extremely essential for the main comparing computation process. Viewing the entire recovery possibility of the whole system is clearer than generating a leading transition before each comparing process.

```
Algorithm 1: GCAM-based Recovery Control Transition Designing
    Input: One PN model of a FMS with deadlock and quasi-deadlock markings.
    Output: One optimal controlled FMS with control transitions
    1. Illustrate reachability graph with all reachable markings.
    2. Identify the set of legal markings \(\mathcal{M}_{L}\) and the set of deadlock markings \(\mathcal{M}_{D}\).
    3. Build GCAM and SGCAM including all possible control transitions.
    4. Comparing computation.
    while \(\left(M_{D} \neq \varnothing\right)\) do
            for \(\left(i, j \in \mathbb{N}\right.\) and \(\left.t_{i, j} \in G C A M\right)\) do
                \(R\left(t_{i, j}\right) \leftarrow 0\)
            for \(\left(k \in \mathbb{N}, M_{k} \in M_{D}\right)\) do
                for \(\left(l \in \mathbb{N}, M_{l} \in M_{L}\right)\) do
                    if \(\left(t_{i, j}=t_{k, l}\right)\) then
                        \(R\left(t_{i, j}\right) \leftarrow R\left(t_{i, j}\right)+1\)
                            \(k \leftarrow k+1\)
                                    let \(l\) be \(1 / *\) reset the value of \(k\) and \(l\) to skip the rest of column \(M_{k}\)
                                    and start the next column. */
                                    end if
                    end for
                    end for
                end for
                    Add the control transition \(\mathrm{t}_{\mathrm{c}}\) with the maximal \(R\left(t_{c}\right)\) to the PN model.
                if \(\left(M_{D} \neq \varnothing\right)\) then
                    Do reachability graph analysis and build GCAM for next loop.
                end if
    end while
5. Output completely recovered system with \(M_{D}=\varnothing\) and all markings reachable.
```


## 5. Experimental Results

This section will demonstrate our proposed deadlock recovery policy which is proposed in Section 4 through two classic $S^{3}$ PR [10] (the system of simple sequential process with resources) examples. Besides, for easy checking, the two examples used INA [63] and PN-Tools [64] to run their reachability graph, respectively.

Definition 11. An $S^{3} P R$ [10] is defined as the union of a set of nets $N_{i}$ sharing common places, called resource idle places (i.e., called resource places in this paper) $P_{\text {Ri }}$, such that $N_{i}=\left(P_{i} \cup\left\{p_{i}^{0}\right\} \cup P_{\text {Ri }}, T_{i}, F_{i}\right)$, where (1) $P_{i} \neq$ $\emptyset, p_{i}^{0} \notin P_{i}(2) N_{i}^{\prime}$ is a strongly connected state machine where $N_{i}^{\prime}=\left(P_{i} \cup\left\{p_{i}^{0}\right\}, T_{i}, F_{i}^{\prime}\right)$ is the resultant net after $P_{R i}$ is removed from $N_{i}$; (3) every circuit of $N_{i}^{\prime}$ contains the place $p_{i}^{0}$ and (4) any two $N_{i}^{\prime}$ are composable when they share a set of common resource idle places. In the above definition, $p_{i}^{0}$ is called the process idle place and $P_{i}$ the set of operation places. The $N_{i}^{\prime}$ shall be called a process net. An $S^{3} P R$ has an important characteristic that only one shared resource is allowed at each operation state, i.e., a place in $P_{i}$ is marked. The resource used in a state is released when the system moves to the next state.

### 5.1. Examples

Example 1. Firstly, please refer to Figure 2, there are two idle places, six operation places and three resource places, which are denoted as $P^{0}=\left\{p_{1}, p_{8}\right\}, P_{A}=\left\{p_{2}, p_{3}, p_{4}, p_{5}, p_{6}, p_{7}\right\}$ and $P_{R}=\left\{p_{9}, p_{10}, p_{11}\right\}$. Since there are two prebuilt process competing resources in this example, deadlock states hence occur. Further, according to reachability graph analysis, the system's reachability graph consists of 20 reachable states in total, shown in Figure 3, including fifteen legal and five illegal markings (three quasi-dead markings, i.e., $M_{5}, M_{9}$ and, $M_{10}$, and
two deadlock markings, i.e., $M_{14}$ and $M_{15}$ ). Please notice that under our proposed transition-based recovery control policy, only deadlock and legal markings are needed to be considered, and are adopted to build its GCAM and SGCAM matrixes. Therefore, we show both of them in Tables 2 and 3, respectively. Furthermore, for easy tracking we show the GCAM matrix in PN places form. Based on Equation (3), each leading (control) transition can then be obtained under two deadlock markings and fifteen legal ones. For instance, $t_{14,1}$ can be built by the two markings, $\left\{M_{14}, M_{1}\right\}$, shown in Equation (5) as follows:

$$
\begin{equation*}
t_{14,1}=M_{1}-M_{14} \tag{5}
\end{equation*}
$$

In Equation (5), it is worthy note that the marking $M_{1}$ belongs to $\mathcal{M}_{L}$ and the marking $\mathrm{M}_{14}$ belongs to $\mathcal{M}_{D}$. Further, Equation (5) can then be Equation (6) as follows:

$$
\begin{equation*}
t_{14,1}=M_{1}-M_{14}=\left[3 p_{1}+3 p_{8}+p_{9}+p_{10}+p_{11}\right]-\left[p_{1}+p_{2}+p_{3}+p_{5}+2 p_{8}\right] \tag{6}
\end{equation*}
$$

After the computation in Equation (6), the leading transition of $t_{14,1}$ is equal to $\left[2 p_{1}-p_{2}-p_{3}-p_{5}+p_{8}+p_{9}+p_{10}+p_{11}\right]$. It is also present in Table 2 (please refer to bold face). Note that all leading transitions in GCAM can be viewed as control transitions since they can recover their corresponding (relative) dead markings simultaneously. Furthermore, it means that they can recover the same dead markings once two sets or more of markings (one legal with one dead markings) in GCAM have the same leading transition.

Accordingly, one can recognize that the two sets of markings $\left[M_{14}, M_{4}\right]$ and $\left[M_{15}, M_{6}\right]$ have the same leading transition since $t_{14,4}=t_{15,6}=\left[p_{1}-p_{2}-p_{5}+p_{8}+p_{9}+p_{11}\right]$. In other words, it means that the set of leading transition can make the two deadlock markings $M_{14}$ and $M_{15}$ live and make this system recovery. Further, this system will be optimal controlled once the control transition $t_{c}$ is equal to [ $p_{1}-p_{2}-p_{5}+p_{8}+p_{9}+p_{11}$ ]. Figure 4 shows that the control transition is added into the system. Further, all illegal (i.e., quasi-dead and deadlock) markings are recovered and become live as shown in Figure 5. In summary, the system has real maximal permissive states since all original 20 reachable markings are held totally.


Figure 4. The controller for Figure 2.


Figure 5. The real maximally permissive reachability graph of Figure 4.

Example 2. Here is another classical example used to evaluate our policy and presented in Figure 6, with totally 19 places and 14 transitions. In this PN model, there are two idle places, eleven operation places and six resource places, denoted as $P^{0}=\left\{p_{1}, p_{8}\right\}, P_{A}=\left\{p_{2}-p_{7}, p_{9}-p_{13}\right\}$ and $P_{R}=\left\{p_{14}-p_{19}\right\}$. After reachability graph analysis, there are 282 markings identified totally, including 16 deadlock markings ( $M_{89}, M_{107}, M_{154}$, $M_{162}, M_{170}, M_{174}, M_{198}, M_{202}, M_{205}, M_{211}, M_{227}, M_{249}, M_{256}, M_{257}, M_{261}$, and $M_{277}$ ) and 205 legal ones based on PN-tools [18]. Please note that due to the space limitation of this paper, we will not present the detailed information of CGAM, SCGAM, and all detailed process of seeking leading transitions. We just show the key information. Firstly, the properties of deadlock and legal markings in matrix form are present in Tables 4 and 5, respectively.


Figure 6. Another classical and complex Petri net model of FMS.

Table 4. The detailed information of all deadlock markings of Example 2.

| Marking No. | Information of Markings $\left[p_{1} \sim p_{19}\right]$ | Marking No. | Information of Markings [p $\sim p_{19}$ ] |
| :---: | :---: | :---: | :---: | :---: |
| $M_{89}$ | 3111000411000001000 | $M_{205}$ | 3001110411000010000 |
| $M_{107}$ | 5010000311100101000 | $M_{211}$ | 4010010311100100000 |
| $M_{154}$ | 4000110411000110000 | $M_{227}$ | 5001000211110001000 |
| $M_{162}$ | 4011000311100001000 | $M_{249}$ | 3011010311100000000 |
| $M_{170}$ | 4101000311010001000 | $M_{256}$ | 3101010311010000000 |
| $M_{174}$ | 600000211110101000 | $M_{257}$ | 4000110311010100000 |
| $M_{198}$ | 2111010411000000000 | $M_{261}$ | 5000010211110100000 |
| $M_{202}$ | 3010110411000100000 | $M_{277}$ | 4001010211110000000 |

Table 5. The detailed information of all legal markings of Example 2.

| Marking No. |  | Information of markings [ $\mathrm{p}_{1} \sim \mathrm{p}_{19}$ ] |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | Marking No. | Information of markings [ $\mathbf{p}_{1} \sim \mathbf{p}_{19}$ ] |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  |  | 00 | 00 | 0 | 0 | 0 | 6 | 00 | 0 | 0 | 0 | 0 | 1 | 11 | 11 | 1 | 1 | 120 | 3 |  | 01 |  | 10 | 01 |  | 5 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 11 | 10 | 0 |
| 2 | 5 |  | 10 | 00 | 0 | 0 | 0 | 6 | 00 | 0 | 0 | 0 | 0 | 11 | 11 | 11 | 0 | 1 | 121 | 3 |  | 11 | 10 | 00 | 01 | 0 | 5 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 00 | 0 | 01 | 1 |
| 3 | 6 |  | 00 | 00 | 0 | 0 | 0 | 5 | 10 | 0 | 0 | 0 | 0 | 1 | 11 | 11 | 1 | 0 | 122 | 4 |  | 00 | 0 | 00 | 01 | 1 | 6 | 0 | , | 0 | 0 | 0 | 1 | 1 | 0 | 11 | 10 | 0 |
| 4 |  |  | 01 | 10 | 0 | 0 | 0 | 6 | 00 | 0 | 0 | 0 | 0 | 1 | 01 | 11 | 1 | 1 | 123 |  |  | 00 | 0 | 01 | 11 | 0 | 5 | 0 | 1 | 0 | 0 | 0 | 1 | 1 | 00 | 0 | 01 |  |
| 5 |  |  | 00 | 01 | 0 | 0 | 0 | 6 | 0 | 0 | 0 | 0 | 0 | 01 | 11 | 11 | 1 | 1 | 124 | 4 |  | 01 |  | 00 | 00 | 1 | 5 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 10 | 01 | 10 |  |
| 6 | 5 |  | 10 | 00 | 0 | 0 | 0 | 5 | 10 | 0 | 0 | 0 | 01 | 1 | 11 | 11 | 0 | 0 | 127 | 3 |  | 10 | 1 | 10 | 01 | 0 | 5 | 0 | , | - | 0 |  | 0 | 1 | 0 | 0 | 01 | 1 |
| 7 |  |  | 00 | 00 | 0 | 0 | 0 | 5 | 01 | 1 | 0 | 0 | 01 | 1 | 11 | 0 | 1 | 1 | 128 |  |  | 00 | 1 | 10 | 00 | 1 | 5 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 10 | 01 | 10 |  |
| 8 |  |  | 11 | 10 | 0 | 0 | 0 | 6 | 00 | 0 | 0 | 0 | 01 | 1 | 01 | 11 | 0 | 1 | 129 |  |  | 00 | 1 | 10 | 01 | 0 | 4 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 00 | 01 | 10 |  |
| 9 | 5 |  | 00 | 00 | 1 | 0 | 0 | 6 | 0 | 0 | 0 | 0 | 0 | 11 | 11 | 11 | 0 | 1 | 130 | 4 |  | 00 | 1 | 10 | 01 | 0 |  | , | , | 1 | 0 | 0 | 0 | 1 | 0 | 10 | 01 | 1 |
| 10 | 5 |  | 01 | 10 | 0 | 0 | 0 | 5 | 10 | 0 | 0 | 0 | 0 | 1 | 01 | 1 | 1 | 0 | 132 | 5 |  | 00 | 0 | 00 | 00 | 1 | 5 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 11 | 10 |  |
| 11 |  |  | 10 | 01 | 0 | 0 | 0 | 6 | 0 | 0 | 0 | 0 | 0 | 0 | 11 | 1 | 0 | 1 | 133 | 5 |  | 00 | 0 | 00 | 01 | 0 | 4 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 00 | 0 | 01 |  |
| 12 | 5 |  | 00 | 01 | 0 | 0 | 0 | 5 | 10 | 0 | 0 | 0 | 0 | 0 | 11 | 11 | 1 | 0 | 134 | 5 |  | 00 | 0 | 00 | 01 | 0 | 4 | 1 | , | 0 | 1 | 0 | 1 | 0 | 0 | 11 | 10 | 0 |
| 13 | 5 |  | 10 | 00 | 0 | 0 | 0 | 5 | 01 | 1 | 0 | 0 | 0 | 1 | 11 | 10 | 0 | 1 | 135 | 4 |  | 10 | 0 | 00 | 01 | 0 | 5 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 10 | 01 |  |
| 14 |  |  | 00 | 00 | 0 | 0 | 0 | 4 | 11 | 1 | 0 | 0 | 0 | 1 | 11 | 0 | 1 | 0 | 136 | 5 |  | 00 | 0 | 00 | 01 | 0 | 5 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 10 | 01 |  |
| 15 |  |  | 00 | 00 | 0 | 0 | 0 | 5 | 0 | 0 | 10 | 0 | 01 | 1 | 11 | 11 | 0 | 1 | 137 |  |  | 00 | 1 | 10 | 00 | 0 | 3 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 10 | 01 | 10 |  |
| 16 | 4 |  | 01 | 11 | 0 | 0 | 0 | 6 | 0 | 0 | 0 | 0 | 0 | 0 | 01 | 1 | 1 | 1 | 139 | 5 |  | 00 | 0 | 01 | 10 | 0 | 4 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 01 |  |
| 17 | 4 |  | 11 | 10 | 0 | 0 | 0 | 5 | 10 | 0 | 0 | 0 | 0 | 10 | 01 |  | 0 | 0 | 141 |  |  | 00 | 1 | 10 | 00 | 0 | 4 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 01 |  |
| 18 |  |  | 00 | 00 | 0 | 1 | 0 | 6 | 0 | 0 | 0 | 0 | 01 | 1 | 10 | 1 | 1 | 1 | 145 |  |  | 01 | 10 | 01 | 10 | 1 | 6 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 11 | 10 | 00 |  |
| 19 | 5 |  | 00 | 00 | 1 | 0 | 0 | 5 | 10 | 0 | 0 | 0 | 0 | 11 | 11 | 11 | 0 | 0 | 146 | 3 |  | 01 | 10 | 01 | 11 | 0 | 5 | 1 | - | 0 | 0 | 0 | 1 | 0 | 0 | 10 | 00 |  |
| 20 |  |  | 01 | 10 |  | 0 | 0 | 5 | 01 | 1 | 0 | 0 | 0 | 1 | 01 | 0 | 1 | 1 | 147 | 3 |  | 00 | ) 1 | 11 | 10 | 1 | 6 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 10 | 00 |  |
| 21 |  |  | 10 | 01 | 0 | 0 | 0 | 5 | 10 | 0 | 0 | 0 | 0 | 0 | 11 | 1 | 0 | 0 | 148 | 3 |  | 00 | 1 | 11 | 11 | 0 | 5 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 10 | 0 |  |
| 22 |  |  | 00 | 01 | 0 | 0 | 0 | 5 | 01 | 1 | 0 | 0 | 0 | 0 | 11 | 10 | 1 | 1 | 149 | 3 |  | 01 | 1 | 10 | 01 | 0 | 5 | 0 | , | 0 | 0 | 0 | 0 | 0 | 00 | 01 | 11 |  |
| 23 |  |  | 10 | 00 | 0 | 0 | 0 | 4 | 11 | 1 | 0 | 0 | 01 | 1 | 11 | 10 | 0 | 0 | 150 | 3 |  | 11 | 10 | 00 | 00 | 1 | 5 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 00 |  |
| 24 | 6 |  | 00 | 00 | 0 | 0 | 0 | 4 | 10 | 0 | 10 | 0 | 0 | 1 | 11 | 11 | 0 | 0 | 152 | 3 |  | 10 | 0 | 00 | 01 | 1 | 6 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 10 | 00 |  |
| 25 |  |  | 00 | 00 | 0 | 0 | 0 | 5 | 0 | 0 | 01 | 1 | 01 | 1 | 01 | 11 | 1 | 1 | 153 |  |  | 00 | 0 | 01 | 10 | 1 | 5 | 0 | 1 | 0 | 0 | 0 | 1 | 1 | 10 | 00 | 00 |  |
| 27 |  |  | 01 | 10 | 1 | 0 | 0 | 6 | 00 | 0 | 0 | 0 | 0 | 1 | 01 | 11 | 0 | 1 | 157 | 3 |  | 10 | 01 | 10 | 00 | 1 | 5 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 00 |  |
| 28 | 4 |  | 00 | 01 | 1 | 0 | 0 | 6 | 00 | 0 | 0 | 0 | 0 | 0 | 11 | 1 | 0 | 1 | 159 | 4 |  | 00 | 01 | 10 | 00 | 1 | 5 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 1 | 10 | 00 |  |
| 29 |  | 4 | 01 | 11 | 0 | 0 | 0 | 5 | 10 | 0 | 0 | 0 | 0 | 0 | 01 | 1 | 1 | 0 | 160 | 4 |  | 00 | 1 | 10 | 01 | 0 | 4 | 1 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 10 | 0 |  |
| 30 |  |  | 11 | 10 | 0 | 0 | 0 | 5 | 01 | 1 | 0 | 0 | 01 | 1 | 01 | 10 | 0 | 1 | 161 |  |  | 00 | 1 | 10 | 01 | 0 | 5 | 0 | 0 | 0 | 1 | 0 | 0 |  | 0 | 11 | 11 |  |
| 31 |  | 4 | 10 | 00 | 0 | 1 | 0 | 6 | 00 | 0 | 0 | 0 | 01 | 1 | 10 | 1 | 0 | 1 | 163 | 4 |  | 10 | 0 | 00 | 00 | 1 | 5 | 0 | 0 | - | 1 |  | 1 | 0 | 1 | 10 | 00 |  |
| 32 |  | 5 | 00 | 00 | 0 | 0 | 1 | 6 | 0 | 0 | 0 | 0 | 0 | 1 | 11 |  | 1 | 0 | 164 | 5 |  | 00 | 0 | 00 | 00 | 1 | 5 | 0 | 0 |  | 0 | 1 | 1 | 1 | 1 | 10 | 00 |  |
| 33 |  |  | 00 | 00 | 0 | ) 1 | 0 | 5 | 10 | 0 | 0 | 0 | 0 | 11 | 10 | 1 | 1 | 0 | 165 |  |  | 00 | 0 | 00 | 00 | 1 | 4 | 0 | 1 | 1 | 0 | 0 | 1 | , | 10 | 00 | 00 |  |
| 34 |  | 5 | 00 | 00 | 1 | 0 | 0 | 5 | 01 | 1 | 0 | 0 | 0 | 1 | 11 | 10 | 0 | 1 | 166 | 5 |  | 00 | 0 | 00 | 01 | 0 | 3 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 |  |
| 35 |  | 5 | 01 | 10 | 0 | 0 | 0 | 4 | 11 | 1 | 0 | 0 | 0 | 1 | 01 | 0 | 1 | 0 | 167 | 5 |  | 00 | 0 | 00 | 01 | 0 | 4 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 01 | 11 |  |
| 37 |  | 4 | 10 | 01 | 0 | 0 | 0 | 5 | 01 | 1 | 0 | 0 | 0 | 0 | 11 | 0 | 0 | 1 | 168 | 4 |  | 10 | 0 | 00 | 01 | 0 | 4 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 10 | 00 |  |
| 38 |  | 5 | 00 |  | 0 | 0 | 0 | 4 | 11 | 1 | 0 | 0 | 0 | 0 |  | 10 | 1 | 0 | 169 | 5 |  | 00 | 0 |  | 01 | 0 |  | 1 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 10 | 00 |  |
| 39 | 5 | 5 | 00 | 01 | 0 | 0 | 0 | 5 | 0 | 0 | 1 | 0 | 0 | 0 | 11 | 11 | 0 | 1 | 171 | 5 |  | 00 | 0 | 01 | 10 | 0 | , | 1 | 1 | 0 |  | 0 | 1 | 0 | 1 | 0 | 00 |  |
| 40 |  | 6 | 00 | 00 | 0 | 0 | 0 | 4 | 01 | 1 | 10 | 0 | 0 | 11 | 11 | 10 | 0 | 1 | 173 | 5 |  | 00 | 1 | 10 | 00 | 0 | 3 | 1 | 1 | 0 | 0 | 1 | 0 | 1 | 10 | 0 | 0 |  |
| 41 |  | 6 | 00 | 00 | 0 | 0 | 0 | 4 | 10 | 0 | 01 | 1 | 0 | 1 | 01 | 11 | 1 | 0 | 176 |  |  | 01 | 10 | 00 | 01 | 1 | 6 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 11 | 10 |  |
| 42 |  | 5 | 10 | 00 | 0 | 0 | 0 | 5 | 0 | 0 | 01 | 1 | 0 | 1 | 01 | 11 | 0 | 1 | 177 | 3 |  | 01 | 10 | 01 | 11 | 0 | 5 | 0 |  | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 01 |  |
| 43 |  | 6 | 00 | 00 | 0 | 0 | 0 | 5 | 0 | 0 | 0 | 0 | 1 | 1 | 11 | 1 | 0 | 1 | 178 | 3 |  | 00 | 1 | 10 | 01 | 1 | 6 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 11 | 10 |  |
| 45 |  |  | 01 | 10 | 0 | 1 | 0 | 6 | 0 | 0 | 0 | 0 | 0 | 1 | 00 | 1 | 1 | 1 | 179 |  |  | 00 | 1 | 11 | 11 | 0 | 5 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 01 |  |
| 46 |  | 4 | 01 | 10 | 1 | 0 | 0 | 5 | 10 | 0 | 0 | 0 | 0 | 1 | 01 | 11 | 0 | 0 | 180 |  |  | 01 | 11 | 10 | 00 | 1 | 5 | 0 | , | 0 | 0 | 0 | 0 | 0 | 10 | 01 | 10 |  |
| 47 | 4 | 4 | 00 | 01 | 0 | 1 | 0 | 6 | 0 | 0 | 0 | 0 | 0 | 0 | 10 | 1 | 1 | 1 | 183 |  |  | 00 | 0 | 00 | 01 | 1 | 5 | 0 | 1 | 0 | 0 | 0 | 1 | 1 | 00 | 0 | 10 |  |
| 48 |  | 4 | 00 | 01 | 1 | 0 | 0 | 5 | 10 | 0 | 0 | 0 | 0 | 0 | 11 | 11 | 0 | 0 | 185 | 4 |  | 00 | 1 | 10 | 00 | 1 | 5 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 11 | 10 |  |
| 49 |  | 40 | 01 | 11 | 0 | 0 | 0 | 5 | 01 | 1 | 0 | 0 | 0 | 0 | 01 | 10 | 1 | 1 | 186 |  |  | 00 | 1 | 10 | 01 | 0 | 4 | 0 | 1 | 1 | 0 | 0 | 0 | , | 0 | 0 | 01 |  |
| 50 |  | 4 | 11 | 10 | 0 | 0 | 0 | 4 | 11 | 1 | 0 | 0 | 0 | 1 | 01 | 10 | 0 | 0 | 187 |  |  | 00 | 1 | 10 | 01 | 0 | 4 | , | , | , | 1 | 0 | 0 | 0 | 0 | 11 | 10 |  |
| 51 | 4 | 4 | 10 | 00 | 0 | 0 | 1 | 6 | 0 | 0 | 0 | 0 | 0 | 1 | 11 | 1 | 0 | 0 | 189 | 4 |  | 00 | 0 | 01 | 11 | 0 | 5 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 10 | 01 |  |
| 52 |  | 4 | 10 | 00 | 0 | ) 1 | 0 | 5 | 10 | 0 | 0 | 0 | 0 | 1 | 10 | 1 | 0 | 0 | 190 | 4 |  | 00 | 1 | 10 | 01 | 0 | 5 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 10 | 01 |  |
| 53 |  | 5 | 00 | 00 | 0 | 1 | 0 | 5 | 01 | 1 | 0 | 0 | 0 | 1 | 10 | 0 | 1 | 1 | 191 | 5 |  | 00 |  | 00 | 00 | 1 | 4 | 0 | , | 0 | 1 | 0 | 1 | 0 | 10 | 0 | 10 |  |
| 54 |  | 5 | 00 | 00 | 1 | 0 | 0 | 4 | 11 | 1 | 0 | 0 | 0 | 1 | 11 | 10 | 0 | 0 | 192 | 5 |  | 00 | 0 | 00 | 01 | 0 | 3 | 1 | , | 0 | 1 | 0 | 1 |  | 00 | 0 | 10 |  |
| 56 |  | 4 | 10 | 01 | 0 | 0 | 0 | 4 | 11 | 1 | 0 | 0 | 0 | 0 | 11 | 10 | 0 | 0 | 193 |  |  | 10 | 0 | 00 | 01 | 0 | 4 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 00 | 0 | 01 |  |
| 57 |  |  | 00 | 01 | 0 | 0 | 0 | 4 | 10 | 0 | 10 | 0 | 0 | 0 | 11 | 11 | 0 | 0 | 195 |  |  | 00 | 0 | 00 | 01 | 0 | 4 | 0 | 1 | 0 | 0 | 1 | 1 |  | 00 | 0 | 01 |  |
| 58 |  | 5 | 00 |  | 0 | 0 | 0 | 5 | 0 | 0 | 0 | 1 | 0 | 0 | 01 | 1 | 1 |  | 199 | 2 |  |  |  |  | 01 |  | 6 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 10 | 00 |  |
| 59 |  | 60 | 00 | 00 | 0 | 0 | 0 | 3 | 11 | 1 | 1 | 0 | 0 | 1 | 11 | 10 | 0 | 0 | 200 | 3 |  | 00 | 0 | 01 | 11 |  | 6 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 10 | 00 |  |
| 60 |  | 60 | 00 | 00 | 0 | 0 | 0 | 4 | 01 |  | 01 | 1 | 01 | 10 | 01 | 10 | 1 | 1 | 201 | 3 |  | 01 |  |  | 10 |  |  |  | 1 | 0 | 0 | 0 | 1 |  | 10 | 0 | 00 |  |

Table 5. Cont.


In this example, we cannot merely use only one leading (control) transition to solve the system's deadlock problem and make the system recovery due to the complexity of this system. Under this situation, therefore, we must try to identify the least number of leading (control) transitions so that they can recover maximal number of deadlock markings.

Accordingly, in the first iteration, there are 40 sets of leading transitions identified and they all can recover maximal eight same deadlock markings (i.e., $M_{107}, M_{172}, M_{174}, M_{211}, M_{227}, M_{249}, M_{261}$, and $M_{277}$ ), which are listed as follows (refer to Table 6):

Table 6. The detailed information of all leading transition of Example 2 in first iteration.

| Leading Transition $t_{i, j}$ | The Number of Deadlock Markings | The Property of Leading Transition |
| :---: | :---: | :---: |
| $t_{107,4}$ | 8 | $3 p_{8}-p_{9}-p_{10}-p_{11}+p_{17}+p_{18}+p_{19}$ |
| $t_{107,10}$ | 8 | $2 p_{8}-p_{10}-p_{11}+p_{17}+p_{18}$ |
| $t_{107,20}$ | 8 | $2 p_{8}-p_{9}-p_{11}+p_{18}+p_{19}$ |
| $t_{107,66}$ | 8 | $-p_{1}+p_{7}+3 p_{8}-p_{9}-p_{10}-p_{11}+p_{17}+p_{18}$ |
| $t_{107,124}$ | 8 | $-p_{1}+p_{7}+2 p_{8}-p_{9}-p_{11}+p_{18}$ |
| $t_{162,16}$ | 8 | $3 p_{8}-p_{9}-p_{10}-p_{11}+p_{17}+p_{18}+p_{19}$ |
| $t_{162,29}$ | 8 | $2 p_{8}-p_{10}-p_{11}+p_{17}+p_{18}$ |
| $t_{162,49}$ | 8 | $2 p_{8}-p_{9}-p_{11}+p_{18}+p_{19}$ |
| $t_{162,119}$ | 8 | $-p_{1}+p_{7}+3 p_{8}-p_{9}-p_{10}-p_{11}+p_{17}+p_{18}$ |
| $t_{162,180}$ | 8 | $-p_{1}+p_{7}+2 p_{8}-p_{9}-p_{11}+p_{18}$ |
| $t_{174,25}$ | 8 | $3 p_{8}-p_{9}-p_{10}-p_{11}+p_{17}+p_{18}+p_{19}$ |
| $t_{174,41}$ | 8 | $2 p_{8}-p_{10}-p_{11}+p_{17}+p_{18}$ |
| $t_{174,60}$ | 8 | $2 p_{8}-p_{9}-p_{11}+p_{18}+p_{19}$ |
| $t_{174,132}$ | 8 | $-p_{1}+p_{7}+3 p_{8}-p_{9}-p_{10}-p_{11}+p_{17}+p_{18}$ |
| $t_{174,191}$ | 8 | $-p_{1}+p_{7}+2 p_{8}-p_{9}-p_{11}+p_{18}$ |
| $t_{211,45}$ | 8 | $3 p_{8}-p_{9}-p_{10}-p_{11}+p_{17}+p_{18}+p_{19}$ |
| $t_{211,67}$ | 8 | $2 p_{8}-p_{10}-p_{11}+p_{17}+p_{18}$ |
| $t_{211,95}$ | 8 | $2 p_{8}-p_{9}-p_{11}+p_{18}+p_{19}$ |
| $t_{211,176}$ | 8 | $-p_{1}+p_{7}+3 p_{8}-p_{9}-p_{10}-p_{11}+p_{17}+p_{18}$ |
| $t_{211,229}$ | 8 | $-p_{1}+p_{7}+2 p_{8}-p_{9}-p_{11}+p_{18}$ |
| $t_{227,58}$ | 8 | $3 p_{8}-p_{9}-p_{10}-p_{11}+p_{17}+p_{18}+p_{19}$ |
| $t_{227,81}$ | 8 | $2 p_{8}-p_{10}-p_{11}+p_{17}+p_{18}$ |
| $t_{227,109}$ | 8 | $2 p_{8}-p_{9}-p_{11}+p_{18}+p_{19}$ |
| $t_{227,185}$ | 8 | $-p_{1}+p_{7}+3 p_{8}-p_{9}-p_{10}-p_{11}+p_{17}+p_{18}$ |
| $t_{227,233}$ | 8 | $-p_{1}+p_{7}+2 p_{8}-p_{9}-p_{11}+p_{18}$ |
| $t_{249,90}$ | 8 | $3 p_{8}-p_{9}-p_{10}-p_{11}+p_{17}+p_{18}+p_{19}$ |
| $t_{249,120}$ | 8 | $2 p_{8}-p_{10}-p_{11}+p_{17}+p_{18}$ |
| $t_{249,149}$ | 8 | $2 p_{8}-p_{9}-p_{11}+p_{18}+p_{19}$ |
| $t_{249,228}$ | 8 | $-p_{1}+p_{7}+3 p_{8}-p_{9}-p_{10}-p_{11}+p_{17}+p_{18}$ |
| $t_{249,262}$ | 8 | $-p_{1}+p_{7}+2 p_{8}-p_{9}-p_{11}+p_{18}$ |
| $t_{261,106}$ | 8 | $3 p_{8}-p_{9}-p_{10}-p_{11}+p_{17}+p_{18}+p_{19}$ |
| $t_{261,134}$ | 8 | $2 p_{8}-p_{10}-p_{11}+p_{17}+p_{18}$ |
| $t_{261,167}$ | 8 | $2 p_{8}-p_{9}-p_{11}+p_{18}+p_{19}$ |
| $t_{261,232}$ | 8 | $-p_{1}+p_{7}+3 p_{8}-p_{9}-p_{10}-p_{11}+p_{17}+p_{18}$ |
| $t_{261,264}$ | 8 | $-p_{1}+p_{7}+2 p_{8}-p_{9}-p_{11}+p_{18}$ |
| $t_{277,161}$ | 8 | $3 p_{8}-p_{9}-p_{10}-p_{11}+p_{17}+p_{18}+p_{19}$ |
| $t_{277,187}$ | 8 | $2 p_{8}-p_{10}-p_{11}+p_{17}+p_{18}$ |
| $t_{277,217}$ | 8 | $2 p_{8}-p_{9}-p_{11}+p_{18}+p_{19}$ |
| $t_{277,263}$ | 8 | $-p_{1}+p_{7}+3 p_{8}-p_{9}-p_{10}-p_{11}+p_{17}+p_{18}$ |
| $t_{277,278}$ | 8 | $-p_{1}+p_{7}+2 p_{8}-p_{9}-p_{11}+p_{18}$ |

Please notice that above all leading transitions can be viewed as the first control transition of this example. Besides, anyone of them can recover all eight deadlock markings. Under the proposed algorithm, the first one of all leading transition is chosen. Accordingly, $t_{107,4}=$ [ $3 p_{8}-p_{9}-p_{10}-p_{11}+p_{17}+p_{18}+p_{19}$ ] is chosen as the first control transition since it is the first one identified from CGAM. After the controller is added into this system eight deadlock markings are still left (i.e., $16-8=8$ ). Therefore, we must run second iteration for recovering the other deadlock markings.

In second reachability graph, eight deadlock markings and 246 legal markings are identified. Therefore, the new GCAM's size is: $8 \times 246 \times 19$. In the following, accordingly, 25 sets of all leading transitions are identified since they all can recover the maximal five same deadlock markings, which are listed as follows (refer to Table 7):

Table 7. The detailed information of all leading transition of Example 2 in second iteration.

| Leading Transition $t_{i, j}$ | The Number of <br> Deadlock Markings | The Property of Leading Transition |
| :---: | :---: | :---: |
| $t_{89,8}$ | 5 | $p_{1}-p_{4}+2 p_{8}-p_{9}-p_{10}+p_{14}+p_{17}+p_{19}$ |
| $t_{89,17}$ | 5 | $p_{1}-p_{4}+p_{8}-p_{10}+p_{14}+p_{17}$ |
| $t_{89,30}$ | $p_{1}-p_{4}+p_{8}-p_{9}+p_{14}+p_{19}$ |  |
| $t_{89,91}$ | 5 | $-p_{4}+p_{7}+2 p_{8}-p_{9}-p_{10}+p_{14}+p_{17}$ |
| $t_{89,150}$ | $-p_{4}+p_{7}+p_{8}-p_{9}+p_{14}$ |  |
| $t_{170,42}$ | 5 | $p_{1}-p_{4}+2 p_{8}-p_{9}-p_{10}+p_{14}+p_{17}+p_{19}$ |
| $t_{170,61}$ | 5 | $p_{1}-p_{4}+p_{8}-p_{10}+p_{14}+p_{17}$ |
| $t_{170,86}$ | 5 | $p_{1}-p_{4}+p_{8}-p_{9}+p_{14}+p_{19}$ |
| $t_{170,163}$ | 5 | $-p_{4}+p_{7}+2 p_{8}-p_{9}-p_{10}+p_{14}+p_{17}$ |
| $t_{170,221}$ | $-p_{4}+p_{7}+p_{8}-p_{9}+p_{14}$ |  |
| $t_{19,64}$ | 5 | $p_{1}-p_{4}+2 p_{8}-p_{9}-p_{10}+p_{14}+p_{17}+p_{19}$ |
| $t_{198,92}$ | 5 | $p_{1}-p_{4}+p_{8}-p_{10}+p_{14}+p_{17}$ |
| $t_{198,121}$ | $p_{1}-p_{4}+p_{8}-p_{9}+p_{14}+p_{19}$ |  |
| $t_{198,199}$ | 5 | $-p_{4}+p_{7}+2 p_{8}-p_{9}-p_{10}+p_{14}+p_{17}$ |
| $t_{198,243}$ | $-p_{4}+p_{7}+p_{8}-p_{9}+p_{14}$ |  |
| $t_{205,65}$ | 5 | $p_{1}-p_{4}+2 p_{8}-p_{9}-p_{10}+p_{14}+p_{17}+p_{19}$ |
| $t_{205,94}$ | 5 | $p_{1}-p_{4}+p_{8}-p_{10}+p_{14}+p_{17}$ |
| $t_{205,123}$ | $p_{1}-p_{4}+p_{8}-p_{9}+p_{14}+p_{19}$ |  |
| $t_{205,200}$ | 5 | $-p_{4}+p_{7}+2 p_{8}-p_{9}-p_{10}+p_{14}+p_{17}$ |
| $t_{205,244}$ | $-p_{4}+p_{7}+p_{8}-p_{9}+p_{14}$ |  |
| $t_{256,135}$ | 5 | $p_{17}$ |
| $t_{256,168}$ | 5 | $p_{1}-p_{4}+p_{8}-p_{10}+p_{14}+p_{17}$ |
| $t_{256,193}$ | 5 | $p_{1}-p_{4}+p_{8}-p_{9}+p_{14}+p_{19}$ |
| $t_{256,250}$ | 5 | $-p_{4}+p_{7}+2 p_{8}-p_{9}-p_{10}+p_{14}+p_{17}$ |
| $t_{256,273}$ | 5 | $p_{7}+p_{8}-p_{9}+p_{14}$ |
|  | 5 | 5 |

Again, under the proposed algorithm, the first leading transition is chosen. Accordingly, $t_{89,8}=\left[p_{1}-p_{4}+2 p_{8}-p_{9}-p_{10}+p_{14}+p_{17}+p_{19}\right]$ is chosen as the second control transition since it is the first one identified from CGAM. After the controller is added into this system, three deadlock markings are still left (i.e., $8-5=3$ ). Therefore, we must run third iteration for recovering the other deadlock markings.

In the third iteration, three deadlock markings and 276 legal markings are identified. Therefore, the GCAM's scale is: $3 \times 276 \times 19$. Further, there are 81 sets of leading transitions identified and they all can recover final three deadlock markings. Due to the space limitation of this paper, the author just shows the first leading transition and it is [ $2 p_{1}-p_{5}-p_{6}+2 p_{8}-p_{9}-p_{10}+p_{16}+p_{17}+p_{18}+p_{19}$ ]. Further, it is chosen as the third control transition. When the third control transition is added into the system with previous two controllers the system is deadlock free. Most importantly, the total reachable legal markings are 282. In other words, the three controllers recover the system. Figure 7 presents the controlled system of Figure 6 when the above three controllers is added into Example 2.


Figure 7. Controlled system of Figure 6.

### 5.2. Comparison

In this subsection, the author will make comparison with all existing transition-based methods based on above two classical examples. Firstly, we discuss the computational efficiency in Example 1. From Table 8, the five methods, including the one proposed in this paper, all adopt control transition to recover the system. It is obvious that the four methods from the literature [44,49,62] all need two controllers to make system live and optimal. However, in this paper we just need one controller to achieve the same optimal result. Therefore, in other words, the computation efficiency of our method is the best among existing ones.

Table 8. Comparisons with existing literature in Example 1.

| Policy | The Number of <br> Control Transitions | The Numberof <br> Control Arcs | Total Number of <br> Reachable States |
| :---: | :---: | :---: | :---: |
| Huang et al. [44] | 2 | 16 | 20 |
| Row and Pan -1 [49] | 2 | 16 | 20 |
| Row and Pan -2 [49] | 2 | 12 | 20 |
| Row et al. [62] | 2 | 12 | 20 |
| This paper | $\mathbf{1}$ | $\mathbf{6}$ | $\mathbf{2 0}$ |

In the following, we discuss the Example 2. In existing literature, there are eight methods adopting control transition to solve the deadlock problem of Example 2. From Table 9, one can realize that the computation efficiency of the proposed method is still best with respect to Chen et al.-2 [46] and Dong et al. [47] since we all merely need just three control transitions and 25 control arcs to make system recovered and optimal.

Table 9. Comparisons with existing literature in Example 2.

| Policy | The Number of <br> Control Transitions | The Numberof <br> Control Arcs | Total Number of <br> Reachable States |
| :---: | :---: | :---: | :---: |
| Huang et al. [44] | 7 | 69 | 282 |
| Row and Pan [49] | 6 | 53 | 282 |
| Row et al. [62] | 5 | 36 | 282 |
| Bashir et al. [48] | 4 | 14 | 282 |
| Chen et al.-1 [46] | 3 | 27 | 282 |
| Chen et al.-2 [46] | 3 | 25 | 282 |
| Dong et al. [47] | 3 | 25 | 282 |
| This paper | $\mathbf{3}$ | $\mathbf{2 5}$ | $\mathbf{2 8 2}$ |

## 6. Conclusions

In existing research, the deadlock prevention policy seems to be the best technology among all strategies and is almost used to solve the FMS 'deadlock problems since it can check the deadlock situation in advance. Almost all of the research adopts places based as system controllers regardless of it they use structure methods or reachability graph analysis. However, all of them cannot make the optimal control even if they claimed that they can obtain maximally permissive controllers. Based on the above reason, in previous works [44,49,62], our teammates start to develop all kinds of control transitions deadlock prevention policies to solve the deadlock problem of flexible manufacturing systems. This research [44] is the first paper which adopted the concept of control transitions to solve the deadlock problem. The advantage of these strategies is that it can obtain more live states by adopting state equations. It is a pity that they cannot identify the optimal number of maximally permissive markings of the reachability graph of one FMS in advance although it does recover the deadlock system. In [49], the author proposed two different algorithms (i.e., "the all reachability graph viewpoint" and "the first deadlock marking viewpoint") to obtain recovery controllers. The two algorithms can not only obtain the correct optimal number of maximal reachable states firstly, but recovers all original illegal ones and makes them alive whatever these states initially belong to deadlock or quasi-deadlock ones. Besides, the number of controllers becomes six. It is better than [44]. In [62], the developed method can identify the maximal saturated tokens of idle places of one deadlock FMS in advance and still reserves all kinds of original markings. The really maximal permissive number of markings of one system's reachability graph can then be examined, once the saturated number of tokens in idle places is identified. Furthermore, the number of controllers is less with respect to $[44,49]$. Further, in this paper, the author adopts the developed CGAM to further reduce the number of controllers and relative arcs. Undoubtedly, this new policy in this research is evident better than almost existing literature. Preciously, the new policy is very simple and easy. In future work, the author will propose a new algorithm to further reduce the number of control arcs to make the real best one among existing literature.
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## Appendix A

This paper contains some acronyms. For easy tracking, we show them in alphabetical order as follows: CMTSI (crucial marking/transition-separation instances); CT (control transitions); DEDS (discrete event dynamic system); DFZ (deadlock-free zone); DZ (deadlock zone); FBM (first bad marking); FMS (flexible manufacturing systems); GCAM (generating and comparing aiding matrix); ILPP (integer linear programming problem); IMFFP (improved MFFP); MFFP (the maximal number of forbidding FBM problem); MTSI (marking transition separation instance); PI (place invariant);

PN (Petri nets); RG (reachability graph); SGCAM (simplified GCAM); $\mathrm{S}^{3} \mathrm{PR}$ (the system of simple sequential process with resources).

## References

1. Coffman, E.G.; Elphick, M.; Shoshani, A. System deadlocks. ACM Comput. Surv. 1971, 3, 67-78. [CrossRef]
2. Hopcroft, J.; Ullman, J. Introduction to Automata Theory, Languages, and Computation; Addison-Wesley Publishing Company: Boston, MA, USA, 1979; ISBN 0-201-02988-X.
3. Yalcin, A.; Boucher, T.O. Deadlock avoidance in flexible manufacturing systems using finite automata. IEEE Trans. Robot. Autom. 2000, 16, 424-429. [CrossRef]
4. Kleinrock, L. Queueing Systems, Vol. 1: Theory; Wiley-Interscience: New York, NY, USA, 1975.
5. Gross, D.; Harris, C.M. Fundamentals of Queueing Theory; Wiley: Hoboken, NJ, USA, 1998; ISBN 0-471-32812-X.
6. Murata, T. Petri nets: Properties, analysis and applications. Proc. IEEE 1989, 77, 541-580. [CrossRef]
7. Karatkevich, A. Deadlock analysis in Statecharts. In Proceedings of the Forum on Specification and Design Languages-FDL'03, Frankfurt, Germany, 23-26 September 2003; pp. 414-424.
8. Ramadge, P.J.; Wonham, W.M. Supervisory control of a class of discrete event systems. Siam J. Control Optim. 1987, 25, 206-230. [CrossRef]
9. Yamalidou, K.; Moody, J.; Lemmon, M.; Antsaklis, P. Feedback control of petri nets based on place invariants. Automatica 1996, 32, 15-28. [CrossRef]
10. Ezpeleta, J.; Colom, J.; Martinez, J. A Petri net based deadlock prevention policy for flexible manufacturing systems. IEEE Trans. Robot. Autom. 1995, 11, 173-184. [CrossRef]
11. Kumaran, T.K.; Chang, W.; Cho, H.; Wysk, R.A. A structured approach to deadlock detection, avoidance and resolution in flexible manufacturing systems. Int. J. Prod. Res. 1994, 32, 2361-2379. [CrossRef]
12. Luo, J.; Wu, W.; Su, H.; Chu, J. Supervisor synthesis for enforcing a class of generalized mutual exclusion constraints on petri nets. IEEE Trans. Syst. Man Cybern.-Part A Syst. Hum. 2009, 39, 1237-1246.
13. Zhou, M.; Dicesare, F. Parallel and sequential mutual exclusions for petri net modeling of manufacturing systems with shared resources. IEEE Trans. Robot. Autom. 1991, 7, 515-527. [CrossRef]
14. Huang, Y.; Jeng, M.; Xie, X.; Chung, S. Deadlock prevention policy based on Petri nets and siphons. Int. J. Prod. Res. 2001, 39, 283-305. [CrossRef]
15. Huang, Y.-S.; Jeng, M.; Xie, X.; Chung, D.-H. Siphon-based deadlock prevention policy for flexible manufacturing systems. IEEE Trans. Syst. Man Cybern.-Part A Syst. Hum. 2006, 36, 1248-1256. [CrossRef]
16. Zhou, M.; Mcdermott, K.; Patel, P. Petri net synthesis and analysis of a flexible manufacturing system cell. IEEE Trans. Syst. Man Cybern. 1993, 23, 523-531. [CrossRef]
17. Moody, J.; Yamalidou, K.; Lemmon, M.; Antsaklis, P. Feedback control of Petri nets based on place invariants. In Proceedings of the 1994 33rd IEEE Conference on Decision and Control, Lake Buena Vista, FL, USA, 14-16 December 1994.
18. Iordache, M.; Moody, J.; Antsaklis, P. Synthesis of deadlock prevention supervisors using Petri nets. IEEE Trans. Robot. Autom. 2002, 18, 59-68. [CrossRef]
19. Moody, J.O.; Antsaklis, P.J. Supervisory Control of Discrete Event Systems Using Petri Nets; Kluwer Academic Publishers: Boston, MA, USA, 1998.
20. Iordache, M.; Moody, J.; Antsaklis, P. A method for the synthesis of liveness enforcing supervisors in Petri nets. In Proceedings of the 2001 American Control Conference. (Cat. No.01CH37148), Arlington, VA, USA, 25-27 June 2001.
21. Park, J.; Reveliotis, S. Algebraic synthesis of efficient deadlock avoidance policies for sequential resource allocation systems. IEEE Trans. Robot. Autom. 2000, 16, 190-195. [CrossRef]
22. Li, Z.; Zhou, M. Elementary siphons of petri nets and their application to deadlock prevention in flexible manufacturing systems. IEEE Trans. Syst. Man Cybern.-Part A Syst. Hum. 2004, 34, 38-51. [CrossRef]
23. Uzam, M. An optimal deadlock prevention policy for flexible manufacturing systems using petri net models with resources and the theory of regions. Int. J. Adv. Manuf. Technol. 2002, 19, 192-208. [CrossRef]
24. Ghaffari, A.; Rezg, N.; Xie, X. Design of a live and maximally permissive petri net controller using the theory of regions. IEEE Trans. Robot. Autom. 2003, 19, 137-142. [CrossRef]
25. Uzam, M.; Zhou, M. Iterative synthesis of Petri net based deadlock prevention policy for flexible manufacturing systems. In Proceedings of the 2004 IEEE International Conference on Systems, Man and Cybernetics (IEEE Cat. No.04CH37583), The Hague, The Netherlands, 10-13 October 2004.
26. Uzam, M. Synthesis of feedback control elements for discrete event systems using Petri net models and theory of regions. Int. J. Adv. Manuf. Technol. 2004, 24, 48-69. [CrossRef]
27. Uzam, M.; Zhou, M.C. An improved iterative synthesis method for liveness enforcing supervisors of flexible manufacturing systems. Int. J. Prod. Res. 2006, 44, 1987-2030. [CrossRef]
28. Li, Z.; Wang, A.; Wei, N. Liveness-enforcing supervisors for flexible manufacturing systems with multiple resource acquisitions. In Proceedings of the 2006 IEEE International Conference on Networking, Sensing and Control, Ft. Lauderdale, FL, USA, 23-25 April 2006.
29. Uzam, M.; Zhou, M. An iterative synthesis approach to petri net-based deadlock prevention policy for flexible manufacturing systems. IEEE Trans. Syst. Man Cybern.-Part A Syst. Hum. 2007, 37, 362-371. [CrossRef]
30. Chen, Y.; Li, Z. Design of a maximally permissive liveness-enforcing supervisor with a compressed supervisory structure for flexible manufacturing systems. Automatica 2011, 47, 1028-1034. [CrossRef]
31. Huang, Y.-S.; Pan, Y.-L. Enhancement of an efficient liveness-enforcing supervisor for flexible manufacture systems. Int. J. Adv. Manuf. Technol. 2010, 48, 725-737. [CrossRef]
32. Huang, Y.-S.; Pan, Y.-L.; Zhou, M. Computationally improved optimal deadlock control policy for flexible manufacturing systems. IEEE Trans. Syst. Man Cybern.-Part A Syst. Hum. 2012, 42, 404-415. [CrossRef]
33. Pan, Y.-L.; Huang, Y.-S.; Jeng, M.; Chung, S.-L. Enhancement of an efficient control policy for FMSs using the theory of regions and selective siphon method. Int. J. Adv. Manuf. Technol. 2012, 66, 1805-1815. [CrossRef]
34. Pan, Y.-L.; Jenga, M.-D.; Chungb, S.-L.; Guoa, Y.-X. Computationally improved optimal deadlock prevention policy for linear programming problems of flexible manufacturing systems. In Proceedings of the 2013 IEEE International Conference on Systems, Man, and Cybernetics, Manchester, UK, 13-16 October 2013.
35. Uzam, M. The use of the Petri net reduction approach for an optimal deadlock prevention policy for flexible manufacturing systems. Int. J. Adv. Manuf. Technol. 2004, 23, 204-219. [CrossRef]
36. Huang, Y.-S.; Pan, Y.-L. An improved maximally permissive deadlock prevention policy based on the theory of regions and reduction approach. IET Control Theory Appl. 2011, 5, 1069-1078. [CrossRef]
37. Piroddi, L.; Cordone, R.; Fumagalli, I. Selective siphon control for deadlock prevention in petri nets. IEEE Trans. Syst. Man Cybern.-Part A Syst. Hum. 2008, 38, 1337-1348. [CrossRef]
38. Pan, Y.-L.; Yang, C.-F.; Jeng, M.-D. Enhancement of selective siphon control method for deadlock prevention in FMSs. Math. Probl. Eng. 2015, 2015, 196514. [CrossRef]
39. Chen, Y.; Li, Z.; Khalgui, M.; Mosbahi, O. Design of a maximally permissive liveness-enforcing petri net supervisor for flexible manufacturing systems. IEEE Trans. Autom. Sci. Eng. 2011, 8, 374-393. [CrossRef]
40. Chen, Y.; Li, Z.; Barkaoui, K. Optimal Petri net supervisor with lowest implemental cost for flexible manufacturing systems. In Proceedings of the ETFA2011, Toulouse, France, 5-9 September 2011.
41. Chen, Y.; Li, Z.; Zhou, M. Behaviorally Optimal and Structurally Simple Liveness-Enforcing Supervisors of Flexible Manufacturing Systems. IEEE Trans. Syst. Man Cybern.-Part A Syst. Hum. 2012, 42, 615-629. [CrossRef]
42. Pan, Y.-L.; Tseng, C.-Y.; Row, T.-C. Design of improved optimal or suboptimal deadlock prevention for fmss based on place invariant and reachability graph analysis methods. J. Algorithms Comput. Technol. 2017, 11, 261-270. [CrossRef]
43. Pan, Y.-L.; Tseng, C.-Y.; Huang, Y.-S. Design of one computationally improved deadlock prevention based on MFFP technology in flexible manufacturing system. In Proceedings of the 2015 International Automatic Control Conference (CACS), Yilan, Taiwan, 18-20 November 2015.
44. Huang, Y.-S.; Pan, Y.-L.; Su, P.-J. Transition-based deadlock detection and recovery policy for fmss using graph technique. ACM Trans. Embed. Comput. Syst. 2013, 12, 1-13. [CrossRef]
45. Huang, Y.; Row, T.; Su, P. A graph-based deadlock prevention technique for FMSs Petri nets. In Proceedings of the SICE Annual Conference 2010, Taipei, Taiwan, 18-21 August 2010; pp. 2248-2252.
46. Chen, Y.; Li, Z.; Al-Ahmari, A.; Wu, N.; Qu, T. Deadlock recovery for flexible manufacturing systems modeled with Petri nets. Inf. Sci. 2017, 381, 290-303. [CrossRef]
47. Dong, Y.; Chen, Y.; Li, S.; El-Meligy, M.A.; Sharaf, M. An efficient deadlock recovery policy for flexible manufacturing systems modeled with petri nets. IEEE Access 2019, 7, 11785-11795. [CrossRef]
48. Bashir, M.; Liu, D.; Uzam, M.; Wu, N.; Al-Ahmari, A.; Li, Z. Optimal enforcement of liveness to flexible manufacturing systems modeled with Petri nets via transition-based controllers. Adv. Mech. Eng. 2018, 10, 168781401775070. [CrossRef]
49. Row, T.-C.; Pan, Y.-L. Maximally permissive deadlock prevention policies for flexible manufacturing systems using control transition. Adv. Mech. Eng. 2018, 10, 168781401878740. [CrossRef]
50. Uzam, M.; Gelen, G.; Saleh, T.L. Think-globally-act-locally approach with weighted arcs to the synthesis of a liveness-enforcing supervisor for generalized Petri nets modeling FMSs. Inf. Sci. 2016, 363, 235-260. [CrossRef]
51. Wu, Y.; Xing, K.; Luo, J.; Feng, Y. Robust deadlock control for automated manufacturing systems with an unreliable resource. Inf. Sci. 2016, 346-347, 17-28. [CrossRef]
52. Zhang, X.; Uzam, M.; Li, Z.; Wu, N. On the synthesis of liveness-enforcing supervisors for flexible manufacturing systems using global idle places. Ima J. Math. Control Inf. 2018, 35, 165-182. [CrossRef]
53. Karoui, O.; Li, Z.; Wu, N.; Khalgui, M.; Nasr, E.A.; El-Tamimi, A.M. One-step control-ahead approach for the design of an optimal petri-net based deadlock prevention policy. IEEE Access 2018, 6, 34307-34323. [CrossRef]
54. Chen, Y.F.; Li, Z. On structural minimality of optimal supervisors for flexible manufacturing systems. Automatica 2012, 48, 2647-2656. [CrossRef]
55. Chen, Y.F.; Li, Z.W.; Barkaoui, K.; Uzam, M. Monitor design with multiple self-loops for maximally permissive supervisors. ISA Trans. 2016, 61, 129-140. [CrossRef]
56. Cong, X.Y.; Gu, C.; Uzam, M.; Chen, Y.F.; Al-Ahmari, M.; Wu, N.Q.; Zhou, M.C.; Li, Z.W. Design of optimal petri net supervisors for flexible manufacturing systems via weighted inhibitor arcs. Asian J. Control 2018, 20, 511-530. [CrossRef]
57. Xing, K.; Wang, F.; Zhou, M.C.; Lei, H.; Luo, J. Deadlock characterization and control of flexible assembly systems with Petri nets. Automatica 2018, 87, 358-364. [CrossRef]
58. Liu, M.; Wang, S.G.; Zhou, M.C.; Liu, D.; Al-Ahmari, A.; Qu, T.; Wu, N.Q.; Li, Z.W. Deadlock and liveness characterization for a class of generalized Petri nets. Inf. Sci. 2017, 420, 403-416. [CrossRef]
59. Gelen, G.; Uzam, M.; Li, Z. A new method for the redundancy analysis of Petri net-based liveness enforcing supervisors. Trans. Inst. Meas. Control 2017, 39, 763-780. [CrossRef]
60. Zhao, M.; Uzam, M. A suboptimal deadlock control policy for designing non-blocking supervisors in flexible manufacturing systems. Inf. Sci. 2017, 388-389, 135-153. [CrossRef]
61. Bashir, M.; Li, Z.; Uzam, M.; Al-Ahmari, A.; Wu, N.; Liu, D.; Qu, T. A minimal supervisory structure to optimally enforce liveness on petri net models for flexible manufacturing systems. IEEE Access 2017, 5, 15731-15749. [CrossRef]
62. Row, T.-C.; Syu, W.-M.; Pan, Y.-L.; Wang, C.-C. One novel and optimal deadlock recovery policy for flexible manufacturing systems using iterative control transitions strategy. Math. Probl. Eng. 2019, 2019, 4847072. [CrossRef]
63. INA. (Integrated Net Analyzer), A Software Tool for Analysis of Petri Nets. Version 2.2. Available online: http://www.informatik.hu-berlin.de/~\{\}starke/ina.html (accessed on 31 July 2003).
64. PN-Tools, A. Petri Net Analysis Tool, Ver. 1.0; Pedagogical Univ. Rzesów: Warsaw, Poland, 1987.
(C) 2020 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
