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Abstract: We consider the direction of arrival (DOA) estimation of the frequency hopping (FH)
signal. The frequency hopping (FH) signal has been widely used for communication to control UAVs.
Since the frequency of the FH signal is continuously changing, a mismatch may occur between the
actual frequency of the received signal and the nominal frequency of the array manifold. In this
paper, the azimuth and elevation estimation error in DOA estimation due to frequency mismatch
are analytically derived. It is shown that the azimuth error is equal to zero and that elevation error
depends on true elevation angle of the incident signal, rather than the true azimuth angle of the
incident signal. The elevation error is also dependent on the actual frequency and the nominal
frequency.

Keywords: frequency hopping; analytic error; interferometer; performance analysis; direction of
arrival (DOA) estimation

1. Introduction

The direction of arrival (DOA) estimation of a signal source is important for electronic warfare.
Detecting and monitoring the direction of high-speed vehicles such as UAVs (unmanned aerial vehicles)
is essential to defend allies. Recently, high-speed UAVs have been developed for electronic warfare,
because they can be used for attack or surveillance without human intervention [1,2].

Direction finding systems have wide applications in many military and civilian fields. In recent
wars, electronic warfare has become important to defend against enemy attacks, both in aerial and
underwater war. In aerial war, an active seeker could transmit and receive pulse signals and detect
the DOA, velocity, and range of targets [3–5]. In an underwater war, the noise of a submarine
propeller is used for localization. By using the spatially sparse property, high-resolution direction
finding algorithms have been developed for underwater applications [6–8]. Recently, civilian fields
for direction finding have been introduced for autonomous vehicles. Many sensors are required for
self-driving. Especially, 77GHz radar sensors are used for detecting targets that are far away from
radar sensors and for crash avoidance [9].

Frequency hopping signals could be used for wireless communication in UAVs. Using frequency
hopping signals, information can be protected from various kinds of noise and multi-path distortion,
and signal concealment and encryption are possible. Only the receiver having the spreading code
can recover the encoded information [10]. DOA estimation of frequency hopping signals was studied
in [11–14].

In frequency hopping (FH) systems, the carrier frequency is continuously changing. In DOA
estimation, strictly speaking, the frequency in the array manifold should be identically equal to the
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frequency of the incident signal. Since getting the instantaneous frequency of the incident FH signal is
very hard to implement, nominal frequency should be used in the calculation of the array manifold.
Therefore, there is a mismatch between the instantaneous frequency of the incident signal and the
frequency in the array manifold, which results in the performance degradation of the DOA estimation
algorithm.

In this paper, for the interferometer DOA estimation algorithm [15–17], explicit expressions of
the azimuth estimation error and the elevation estimation error due to the frequency mismatch are
derived and validated via numerical results.

In various previous studies, an analytic error due to phase measurement error for the
interferometer DOA estimation algorithm was derived. Its correlation is defined by the difference
between the measured phase of each sensor and phase of the array manifold of each sensor for all
possible incident angles. The incident angle corresponding to the maximum value of correlation
is chosen to be the DOA estimate [18–20]. In comparison with high-resolution algorithms like
MUSIC [21] and ESPRIT [22], the interferometer algorithm is computationally efficient, but the
performance in terms of the resolution and accuracy of the interferometer algorithm is worse than that
of high-resolution algorithms. Various cost functions could be defined such as least squares, the cosine
function, and a correlative method [23–25].

Differences in the cable length of the sensor array or thermal noise could generate an additive
phase error for the phase measurement of the incident signal. The analytic error of the azimuth
angle (1D DOA) of the signal incident on the uniform circular array has been derived [26], and the
performances of the interferometer algorithms for various cost functions were compared in [27]. In [26]
and [27], the authors derived an analytic expression of the error for the azimuth estimation of an
interferometer algorithm.

In [27], the phase error was assumed to be a Gaussian random variable, and a uniform random
variable was introduced to reflect the fact that the phase error could be any value between zero and 2π.

Therefore, the uniform distributed phase measurement error is more adequate for the case where
the phase measurement error is due to random thermal noise. On the other hand, the Gaussian random
variable tends to lie more densely around the mean values. Therefore, the Gaussian distributed phase
error can be used for the phase error due to the difference in the RF cable lengths of the array system.
Although the nominal lengths of the RF cable of the array system are equal, the actual lengths can be a
little different from channel to channel.

Note that, in previous studies on the DOA estimation error due to phase measurement error,
the possible frequency offset between the actual frequency of the incident signal and the nominal
frequency used in the calculation of the array manifold was no explicitly taken into account.

In this paper, we are not concerned with performance degradation due to phase measurement
error. That is, phase measurement error is not explicitly taken into account in this paper. On the other
hand, we address degradation in the accuracy of the interferometer DOA estimation algorithm due to
frequency mismatch or frequency offset between the actual frequency of an incident signal and the
nominal frequency used for the array manifold.

Frequency offset or frequency mismatch occurs when the local oscillator signal for down
conversion in the receiver cannot synchronize with the carrier signal contained in the received
signal. This phenomenon can be attributed to two important factors: frequency mismatch in the
transmitter and the receiver oscillators; and the Doppler effect as the transmitter or the receiver is
moving. In direction of arrival estimation, an emitter transmitting the signal is not cooperative with
the direction-finding (DF) station. Therefore, it is almost impossible to remove the frequency offset
completely in DOA estimation.

A large frequency mismatch occurs in the DOA estimation of the frequency-hopping (FH) signal,
since the instantaneous frequency of an incident signal changes very rapidly, especially in a fast
hopping environment. Frequency mismatch in this case is usually much larger than frequency
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mismatch due to failure in synchronization between the oscillator in the receiver and the oscillator in
the transmitter.

In this paper, explicit expressions of the azimuth error and the elevation error are derived and
validated using the numerical results. It is shown that the error obtained by simulations of the
interferometer using a cosine function is equal to the analytically-derived error.

Our contribution in this manuscript does not lie in how much improvement can be achieved by
proposing a new interferometer DOA algorithm or by modifying a previously existing interferometer
algorithm. Our contribution in this paper lies in the analytic derivation of the azimuth estimation
error and the elevation estimation error. It turns out that the azimuth estimation error is equal to zero
and that the elevation estimation error can be obtained from the root of a second order equation or a
fourth order equation depending on the approximations employed.

Our concern in this paper is how much the azimuth estimation error and elevation estimation
error occur due to the mismatch between the frequency of an incident signal and the nominal frequency
used for the array manifold. The phase at the mth antenna relative to that at the origin for an incident
signal with a wavelength of λRF from (θ(0), ψ(0)) is defined as φm, which is specified in (1) in Section 2.
The corresponding quantity for a wave with a wavelength of λ, not λRF, from general direction (θ, ψ)

is given by the first term in the brackets in (2) in Section 2.
We are concerned with, given (θ(0), ψ(0)), what value of (θ, ψ) in (2) in Section 2 maximizes the

cost function in (2) when λRF is different from λ. The arguments maximizing (2) are chosen to be the
azimuth estimate and the elevation estimate. The difference between the azimuth estimate and the true
azimuth is defined as the azimuth estimation error, and the difference between the elevation estimate
and the true elevation is defined as the elevation estimation error.

The cost function in the interferometer DOA estimation algorithm can be defined in several ways.
In this paper, we adopt the cosine-based cost function [26]. The square error-based cost function can
also be used [27]. Note that maximizing the cost function is required in the cosine-based cost function
and that minimizing the cost function is required in the square error-based cost function

By using a two-dimensional array, the azimuth and the elevation of an incident signal can be
estimated simultaneously. Indeed, if the frequency hopping signal is wide-band, algorithms such as
CSSM (coherent signal subspace method) should be used for DOA estimation [28–32]. The wide-band
DOA estimation algorithm was introduced because the frequency of the array manifold differs from
the carrier frequency of the signal source. Actually, the wide-band frequency of the signal source is
focused and converted to manifold frequency in the CSSM algorithm. In practice, it is effective to use
the narrow-band algorithm if possible, because it requires a large amount of computation to implement
a wide-band direction-finding algorithm. In addition, the wide-band DOA algorithm requires an
initial guess of the DOA estimate.

Analysis of the azimuth error and the elevation error due to frequency mismatch is presented in
this paper. From the viewpoint of the CSSM algorithm, this study examines how the performance of
the DOA estimation algorithms degrades when the frequency of an incident signal is not exactly equal
to the nominal frequency used for the calculation of the array manifold.

In Section 2, we propose a method to derive the expressions of the azimuth estimation error
and the elevation estimation error analytically in the presence of the frequency mismatch between
the frequency of an incident signal and the nominal frequency used for the calculation of the array
manifold. A summary of the derivation in Section 2 is presented in Section 3. In Section 4, the
analytically-derived estimation errors are compared with the simulation-based estimation errors to
validate the derived expressions of the azimuth and the elevation error. Section 5 concludes the paper.

2. Derivation of the Azimuth and the Elevation Error under Frequency Mismatch

Figure 1 illustrates the geometry of an interferometer direction of arrival estimation where zm

denotes the mth sensor location and κ denotes a direction vector for an incident signal from θ = θ(0)

and ψ = ψ(0). A two-dimensional array is adopted for simultaneous estimation of the azimuth and
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elevation. For a uniform circular array (UCA) with M antennas, the expression in (1) represents the
phase difference between the phase at the mth sensor location and the phase at the origin for an incident
signal from θ = θ(0) and ψ = ψ(0):

ϕm =
2πr
λRF

cos(θ(0) − 2πm
M

) cos(ψ(0)). (1)

where λRF denotes the wavelength of an incident signal.
The derivation of (1) is given in Appendix A. In (1), θ(0) and ψ(0) are the true azimuth and true

elevation. r is the radius of an array antenna system. M is the number of sensors.
In the interferometer algorithm using the cosine cost function, the cost function [16] can be written

as:

J(θ, ψ) =
M−1

∑
m=0

cos
[

2πr
λ

cos(θ − 2πm
M

) cos(ψ)− 2πr
λRF

cos(θ(0) − 2πm
M

) cos(ψ(0))

]
. (2)

The expression in the brackets of Equation (2) is the phase difference between two phase values.
The former phase expression in the brackets of Equation (2) is the relative phase at the mth sensor
location with respect to the phase at the origin for the incident signal from azimuth = θ and
elevation = ψ associated with the wavelength of λ.

Figure 1. Sensor locations of the uniform circular array (UCA) and direction vector for an incident
signal.

The latter phase expression in the brackets of Equation (2) is the relative phase at the mth sensor
location with respect to the phase at the origin for the incident signal from the azimuth = θ(0) and
elevation = ψ(0).

Since cos(x) has a local maximum at x = 0 for −π ≤ x ≤ π, the cost function is maximized
when the two phase expressions in the brackets are equal. Therefore, we are concerned with what
values of θ and ψ in the former phase expression maximize the expression in (2), which is equivalent
to what values of θ and ψ in the former phase expression make the former phase value equal to the
latter phase value.
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For the cost function in (2) to be maximized at θ = θ(0) + ∆θ and ψ = ψ(0) + ∆ψ, the partial
derivative of the cost function in (2) with respect to the azimuth, θ, and the partial derivative of the
cost function in (2) with respect to the elevation, ψ, should be simultaneously zero at θ = θ(0) + ∆θ,
ψ = ψ(0) + ∆ψ:

∂J(θ, ψ)

∂θ

∣∣∣∣∣∣∣∣ θ = θ(0) + ∆θ

ψ = ψ(0) + ∆ψ

= 0. (3)

∂J(θ, ψ)

∂ψ

∣∣∣∣ θ = θ(0) + ∆θ

ψ = ψ(0) + ∆ψ

= 0 (4)

In this section, it is rigorously derived how ∆θ and ∆ψ can be obtained from the constraints of
(3) and (4). Note that, ∆θ and ∆ψ are the azimuth estimation error and the elevation estimation error,
respectively. Therefore, the final objective of this paper is to get expressions of the azimuth error and
the elevation error without actually maximizing the cost function in (2) via computationally intensive
exhaustive two-dimensional search with respect to θ and ψ.

2.1. Partial Derivative of the Cost Function with Respect to the Azimuth

The partial derivative of the cost function, J(θ, ψ), in (2) with respect to the azimuth, θ, is given
by:

∂J(θ, ψ)

∂θ
=

M−1

∑
m=0

[
sin
(

2πr
λ cos(θ − 2πm

M ) cos(ψ)− 2πr
λRF

cos(θ(0) − 2πm
M ) cos(ψ(0))

)
· 2πr

λ sin(θ − 2πm
M ) cos(ψ)

]
(5)

The first necessary condition for θ = θ(0) + ∆θ, ψ = ψ(0) + ∆ψ to be a critical point of the cost
function J(θ, ψ) is that the partial derivative of the cost function, J(θ, ψ), in (2) with respect to the
azimuth, θ, should be identically zero at θ = θ(0) + ∆θ, ψ = ψ(0) + ∆ψ:

∂J(θ,ψ)
∂θ

∣∣∣
θ = θ(0) + ∆θ

ψ = ψ(0) + ∆ψ

=
M−1
∑

m=0

[
sin
(

2πr
λ cos(θ(0) + ∆θ − 2πm

M ) cos(ψ(0) + ∆ψ)− 2πr
λRF

cos(θ(0) − 2πm
M ) cos(ψ(0))

)
· 2πr

λ sin(θ(0) + ∆θ − 2πm
M ) cos(ψ(0) + ∆ψ)

]
= 0. (6)

Since sin(φ) is approximately equal to φ for small φ, (6) can be written as:

∂J(θ,ψ)
∂θ

∣∣∣
θ = θ(0) + ∆θ

ψ = ψ(0) + ∆ψ

=
M−1
∑

m=0

[ (
2πr

λ cos(θ(0) + ∆θ − 2πm
M ) cos(ψ(0) + ∆ψ)− 2πr

λRF
cos(θ(0) − 2πm

M ) cos(ψ(0))
)

· 2πr
λ sin(θ(0) + ∆θ − 2πm

M ) cos(ψ(0) + ∆ψ)

]
= 0. (7)

Let am be defined as θ(0) − 2πm
M . Dividing both sides of (7) by (2πr)2

λ yields:

M−1

∑
m=0

 1
λ cos(am + ∆θ) cos(ψ(0) + ∆ψ)

(
sin(am + ∆θ) cos(ψ(0) + ∆ψ)

)
− 1

λRF
cos(am) cos(ψ(0)) ·

(
sin(am + ∆θ) cos(ψ(0) + ∆ψ)

)  = 0. (8)

From the double angle formula for the sine function, (8) can be written as:

M−1

∑
m=0

 1
λ

(
1
2 sin (2am + 2∆θ) cos2(ψ(0) + ∆ψ)

)
− 1

λRF
cos(am) cos(ψ(0)) ·

(
sin(am + ∆θ) cos(ψ(0) + ∆ψ)

)  = 0. (9)

Applying the angle sum identity for the sine function results in:
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M−1

∑
m=0

 1
λ

(
1
2 (sin (2am) cos (2∆θ) + cos (2am) sin (2∆θ)) cos2(ψ(0) + ∆ψ)

)
− 1

λRF
cos(am) cos(ψ(0)) ·

(
sin(am + ∆θ) cos(ψ(0) + ∆ψ)

)  = 0. (10)

Due to
M−1
∑

m=0
sin(2am) = 0 and

M−1
∑

m=0
cos(2am) = 0, which are proven in Appendix B, (10) is

simplified to:
M−1

∑
m=0

(
cos(am) cos(ψ(0)) ·

(
sin(am + ∆θ) cos(ψ(0) + ∆ψ)

))
= 0. (11)

With angle addition and subtraction theorems, (11) is written as:

cos(ψ(0)) cos (∆θ) cos(ψ(0) + ∆ψ)
M−1
∑

m=0
cos(am) sin (am)

+ cos(ψ(0)) sin (∆θ) cos(ψ(0) + ∆ψ)
M−1
∑

m=0
cos(am) · cos (am) = 0. (12)

From (A9) and (A12) in Appendix B, (12) can be rewritten as:

M
2

cos(ψ(0)) sin (∆θ) cos(ψ(0) + ∆ψ) = 0. (13)

From (13), we get:
sin (∆θ) cos(ψ(0) + ∆ψ) = 0. (14)

From (14), the partial derivative of the cost function with respect to the azimuth is identically zero
if either of the following conditions is true:

sin(∆θ) = 0 (15)

cos(ψ(0) + ∆ψ) = 0. (16)

2.2. Partial Derivative of the Cost Function with Respect to Elevation

The partial derivative of the cost function with respect to ψ is written as:

∂J(θ, ψ)

∂ψ
=

M−1

∑
m=0

[
sin
(

2πr
λ cos(θ − 2πm

M ) cos(ψ)− 2πr
λRF

cos(θ(0) − 2πm
M ) cos(ψ(0))

)
cos(θ − 2πm

M ) sin(ψ)

]
. (17)

The second necessary condition for θ = θ(0) + ∆θ, ψ = ψ(0) + ∆ψ to be a critical point of the cost
function, J(θ, ψ), is that the partial derivative of the cost function, J(θ, ψ), in (2) with respect to the
elevation, ψ, should be identically zero at θ = θ(0) + ∆θ, ψ = ψ(0) + ∆ψ:

∂J(θ,ψ)
∂ψ

∣∣∣
θ = θ(0) + ∆θ

ψ = ψ(0) + ∆ψ

=
M−1
∑

m=0

[
sin
(

2πr
λ cos(θ(0) + ∆θ − 2πm

M ) cos(ψ(0) + ∆ψ)− 2πr
λRF

cos(θ(0) − 2πm
M ) cos(ψ(0))

)
2πr

λ cos(θ(0) + ∆θ − 2πm
M ) sin(ψ(0) + ∆ψ)

]
= 0. (18)

Due to sin(φ) ≈ φ for φ ≈ 0, (18) can be written as:

M−1
∑

m=0

[ (
2πr

λ cos(θ(0) + ∆θ − 2πm
M ) cos(ψ(0) + ∆ψ)− 2πr

λRF
cos(θ(0) − 2πm

M ) cos(ψ(0))
)

2πr
λ cos(θ(0) + ∆θ − 2πm

M ) sin(ψ(0) + ∆ψ)

]
= 0. (19)
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Dividing both sides of (19) by (2πr)2

λ yields:

M−1

∑
m=0

[ (
1
λ cos(am + ∆θ) cos(ψ(0) + ∆ψ)− 1

λRF
cos(am) cos(ψ(0))

)
· cos(am + ∆θ) sin(ψ(0) + ∆ψ)

]
= 0. (20)

By the distributive law, (20) is written as:

M−1

∑
m=0

(
1
λ cos(am + ∆θ) cos(ψ(0) + ∆ψ) · cos(am + ∆θ) sin(ψ(0) + ∆ψ)

− 1
λRF

cos(am) cos(ψ(0)) · cos(am + ∆θ) sin(ψ(0) + ∆ψ)

)
= 0. (21)

From the double angle formula for the sine function, (21) can be written as:

sin(ψ(0) + ∆ψ)
M−1

∑
m=0

(
1
λ

(
1+cos(2am+2∆θ)

2

)
cos(ψ(0) + ∆ψ)

− 1
λRF

cos(am) cos(ψ(0)) · (cos (am) cos (∆θ)− sin (am) sin (∆θ))

)
= 0. (22)

By Appendix B, due to
M−1
∑

m=0
cos (2am) =

M−1
∑

m=0
sin (2am) = 0 and

M−1
∑

m=0
sin (am) cos (am) = 0, (22) is

simplified to:

sin(ψ(0) + ∆ψ)
1
λ

M
2

cos(ψ(0) + ∆ψ)− sin(ψ(0) + ∆ψ)
1

λRF
cos(ψ(0)) cos (∆θ)

M−1

∑
m=0

cos2(am) = 0 (23)

Substituting (A8) in (23) yields:

sin(ψ(0) + ∆ψ)
1
λ

M
2

cos(ψ(0) + ∆ψ)− sin(ψ(0) + ∆ψ)
1

λRF

M
2

cos(ψ(0)) cos (∆θ) = 0. (24)

Since M
2 is not zero, by dividing both sides of (24) by M

2 , we have:

sin(ψ(0) + ∆ψ)

(
1
λ

cos(ψ(0) + ∆ψ)− 1
λRF

cos(ψ(0)) cos (∆θ)

)
= 0. (25)

2.2.1. First Condition for the Partial Derivative with Respect to the Azimuth at
θ = θ(0) + ∆θ, ψ = ψ(0) + ∆ψ to be Zero: sin(∆θ) = 0

Note that, for (15) to be true, ∆θ should be integer multiples of π. ∆θ is an azimuth estimation
error. It cannot be nonzero integer multiples of π since the absolute value of the azimuth error should
be much smaller than π = 180◦. Therefore, from (15), we have:

∆θ = 0. (26)

Note that ∆θ in (26) is independent of θ(0), ψ(0), λ, and λRF, where θ(0) and ψ(0) denote the
azimuth and the elevation of an incident signal, respectively, and λRF and λ denote the wavelength of
the incident signal and the nominal wavelength for the calculation of an array manifold. Therefore,
the azimuth estimation error, ∆θ, is zero irrespective of in which direction the signal is incident and how
different the frequency of the incident signal is from the nominal frequency used for the calculation of
an array manifold.

From (26), the azimuth error is approximately equal to zero even when the array manifold
frequency is different from the carrier frequency of the signal source in the absence of many
uncertainties except the small frequency offset between the nominal frequency in the array manifold
and the frequency of the incident signal.
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By substituting (26) in (25), we have:

sin(ψ(0) + ∆ψ)

(
1
λ

cos(ψ(0) + ∆ψ)− 1
λRF

cos(ψ(0))

)
= 0. (27)

Applying angle addition and the subtraction theorem to (27) yields:

(
sin
(

ψ(0)
)

cos (∆ψ) + cos
(

ψ(0)
)

sin (∆ψ)
) (

1
λ

(
cos

(
ψ(0)

)
cos (∆ψ)− sin

(
ψ(0)

)
sin (∆ψ)

)
− 1

λRF
cos(ψ(0))

)
= 0. (28)

Since (28) is not a polynomial equation in ∆ψ, the Taylor approximation is used to make (28) a
polynomial equation in ∆ψ.

First, applying the approximations of cos(∆ψ) ≈ 1, sin(∆ψ) ≈ ∆ψ in (28) and a little
manipulation yield:

(
sin
(

ψ(0)
)
+ cos

(
ψ(0)

)
∆ψ
)( 1

λ

(
cos

(
ψ(0)

)
− sin

(
ψ(0)

)
∆ψ
)
− 1

λRF
cos(ψ(0))

)
= 0. (29)

With the distributive law, (29) can be rewritten as:

(∆ψ)2
(

1
λ sin

(
ψ(0)

)
cos

(
ψ(0)

))
+∆ψ

(
1
λ cos2

(
ψ(0)

)
− 1

λ sin2
(

ψ(0)
)
− 1

λRF
cos2

(
ψ(0)

))
+
(

1
λ −

1
λRF

)
sin
(

ψ(0)
)

cos
(

ψ(0)
)
= 0.

(30)

If ψ(0) is equal to zero or π
2 , the coefficient of the second order term, sin(ψ(0)) cos(ψ(0)), and

the constant term,
(

1
λ −

1
λRF

)
sin
(

ψ(0)
)

cos
(

ψ(0)
)

, are equal to zero. In that case, (30) is no longer a
second order equation.

For ψ(0) = 0◦, (30) reduces to: (
1
λ
− 1

λRF

)
∆ψ = 0,

∆ψ should be zero unless λ is equal to λRF.
For ψ(0) = 90◦, (30) reduces to:

1
λ

∆ψ = 0,

from which ∆ψ should be zero. If ψ(0) is not equal to zero or π
2 , (30) is a second order equation, and

the roots of (30) are obtained from the quadratic formula.
From (30), the constant term of the quadratic equation is given by:(

1
λ
− 1

λRF

)
sin
(

ψ(0)
)

cos
(

ψ(0)
)

. (31)

If the wavelength associated with the frequency of the incident signal, λRF, is equal to the
wavelength associated with the nominal frequency for the calculation of the array manifold, λ, (31)
reduces to identically zero. In this case, (30) is simplified to:

(∆ψ)2
(

1
λ sin

(
ψ(0)

)
cos

(
ψ(0)

))
+ ∆ψ

(
1
λ cos2

(
ψ(0)

)
− 1

λ sin2
(

ψ(0)
)
− 1

λRF
cos2

(
ψ(0)

))
= 0 (32)

∆ψ
(

∆ψ
(

1
λ sin

(
ψ(0)

)
cos

(
ψ(0)

))
+
(

1
λ cos2

(
ψ(0)

)
− 1

λ sin2
(

ψ(0)
)
− 1

λRF
cos2

(
ψ(0)

)))
= 0. (33)

For λRF = λ, from (33), it can be seen that ∆ψ = 0 is always a solution of (30). Since ∆θ is zero
from (26), both ∆θ and ∆ψ are identically zero for λRF = λ, which is consistent with the following
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intuition: for the given true azimuth of θ(0) and the true elevation of ψ(0) in (2), we are concerned with
what values of θ and ψ maximize the cost function in (2). Intuitively, it can be seen that, for λRF = λ,
the argument of the cosine function in (2) is zero if θ and ψ are given by θ(0) and ψ(0), respectively.
Since the cosine function is maximized when the argument is zero, for λRF = λ, the cost function in
(2) is maximized when θ and ψ are given by θ(0) and ψ(0), respectively. θ = θ(0) and ψ = ψ(0) are
equivalent to ∆θ = 0 and ∆ψ = 0.

Since (30) is a quadratic equation in ∆ψ, the roots can be easily obtained from the quadratic
formula. Explicit expressions of two roots of (30) are given by:

∆ψ(1) =

−
(

1
λ cos2(ψ(0))− 1

λ sin2(ψ(0))− 1
λRF

cos2(ψ(0))
)
+

√√√√√√√

(

1
λ cos2

(
ψ(0)

)
− 1

λ sin2
(

ψ(0)
)
− 1

λRF
cos2

(
ψ(0)

))2

−4
(

1
λ sin

(
ψ(0)

)
cos

(
ψ(0)

)) (
1
λ sin

(
ψ(0)

)
cos

(
ψ(0)

)
− 1

λRF
sin
(

ψ(0)
)

cos
(

ψ(0)
))


2
λ sin(ψ(0)) cos(ψ(0))

∆ψ(2) =

−
(

1
λ cos2(ψ(0))− 1

λ sin2(ψ(0))− 1
λRF

cos2(ψ(0))
)
−

√√√√√√√

(

1
λ cos2

(
ψ(0)

)
− 1

λ sin2
(

ψ(0)
)
− 1

λRF
cos2

(
ψ(0)

))2

−4
(

1
λ sin

(
ψ(0)

)
cos

(
ψ(0)

)) (
1
λ sin

(
ψ(0)

)
cos

(
ψ(0)

)
− 1

λRF
sin
(

ψ(0)
)

cos
(

ψ(0)
))


2
λ sin(ψ(0)) cos(ψ(0))

(34)

To choose one root out of the two roots in (34), the cost function in (2) is evaluated with θ =

θ(0) + ∆θ, ψ = ψ(0) + ∆ψ. Note that θ should be equal to θ(0) due to ∆θ = 0 in (26). Out of two roots
in (34), the root resulting in a greater cost function in (2) is finally selected: if J(θ(0), ψ(0) + ∆ψ(1))

is greater than J(θ(0), ψ(0) + ∆ψ(2)), ∆ψ(1) is chosen as ∆ψ. If J(θ(0), ψ(0) + ∆ψ(1)) is smaller than
J(θ(0), ψ(0) + ∆ψ(2)), ∆ψ(2) is chosen as ∆ψ.

In summary, the expressions for the estimation errors of ∆θ and ∆ψ, under the approximations of
sin(∆ψ) ≈ ∆ψ and cos(∆ψ) ≈ 1, are given by (26) and (34). While the approximations of sin(∆ψ) ≈ ∆ψ

and cos(∆ψ) ≈ 1 are employed to get (34), no approximation is used in getting (26)
Note that ∆ψ in (34) is dependent on ψ(0), λ and λRF, not on θ(0): under the approximations of

sin(∆ψ) ≈ ∆ψ and cos(∆ψ) ≈ 1, the elevation estimation error, ∆ψ, is dependent on how different
the frequency of the incident signal is from the nominal frequency used for the calculation of an
array manifold, and the elevation error is also dependent on the true elevation of the incident signal,
ψ(0), not the true azimuth of the incident signal, θ(0). Therefore, for given λ and λRF, the elevation
estimation error, ∆ψ, is only dependent on the true elevation of the incident signal, ψ(0), not the true
azimuth of the incident signal, θ(0).

Although cos(∆ψ) ≈ 1 is quite accurate when ∆ψ is close to zero, it becomes inaccurate with the
increase of the absolute value of ∆ψ. To circumvent this problem, higher order approximation for the
cosine function can be adopted.

Substituting approximations of cos(∆ψ) ≈ 1− ∆ψ2

2 and sin(∆ψ) ≈ ∆ψ in (25) and rearranging
terms yield:

(∆ψ)4
[

1
4

1
λ cos(ψ(0)) sin

(
ψ(0)

)]
+ (∆ψ)3

[
− 1

2λ cos2(ψ(0)) + 1
2λ sin2(ψ(0))

]
+ (∆ψ)2

[
− 1

λ cos(ψ(0)) sin
(

ψ(0)
)
− 1

2
1
λ cos(ψ(0)) sin

(
ψ(0)

)
− 1

λ sin(ψ(0)) cos(ψ(0)) + 1
λRF

sin(ψ(0)) cos(ψ(0))

]
+∆ψ

[
1
λ cos2(ψ(0))− 1

λ sin2(ψ(0))− 1
λRF

cos2(ψ(0))
]

+ 1
λ cos(ψ(0)) sin

(
ψ(0)

)
− 1

λRF
cos(ψ(0)) sin

(
ψ(0)

)
= 0.

(35)

For λRF = λ, since the constant term of the fourth order equation in (35) reduces to zero, (35) is
written as:
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(∆ψ)4
[

1
4

1
λ cos(ψ(0)) sin

(
ψ(0)

)]
+ (∆ψ)3

[
− 1

2λ cos2(ψ(0)) + 1
2λ sin2(ψ(0))

]
+ (∆ψ)2

[
− 1

2
1
λ cos(ψ(0)) sin

(
ψ(0)

)
− 1

λ sin(ψ(0)) cos(ψ(0))
]
+ ∆ψ

[
− 1

λ sin2(ψ(0))
]
= 0.

(36)

It is clear that ∆ψ = 0 is always one of the solutions of (36) under the approximation of

cos(∆ψ) ≈ 1− ∆ψ2

2 , sin(∆ψ) ≈ ∆ψ, as well as under the approximation of cos(∆ψ) ≈ 1, sin(∆ψ) = ∆ψ.
Consequently, following the same reasoning used to get the elevation estimation error, ∆ψ, under
the approximations of cos(∆ψ) ≈ 1, sin(∆ψ) = ∆ψ, it is true that ∆θ and ∆ψ for λRF = λ are given
by ∆θ = 0 and ∆ψ = 0: without frequency offset, the elevation error, ∆ψ, as well as the azimuth
estimation error, ∆θ, are identically zero.

(35) is a fourth order equation in ∆ψ. All the real roots of (35) are obtained, and each real root, ∆ψ,
is used for evaluating the cost function in (2) with θ = θ(0) + ∆θ, ψ = ψ(0) + ∆ψ. θ = θ(0) should be
used since (26) should be true for the partial derivative of the cost function with respect to the azimuth
to be zero. Out of the real roots of the fourth order Equation (35), the root maximizing the cost function
value is selected as the elevation error, ∆ψ.

In summary, the expressions for the estimation errors of ∆θ and ∆ψ, under the approximations of

sin(∆ψ) ≈ ∆ψ and cos(∆ψ) ≈ 1− ∆ψ2

2 , are given by (26) and a root out of the four roots of (35)
From (35), the coefficients of the fourth order equation in ∆ψ are dependent on ψ(0), λ, and

λRF, not on θ(0), which is also true under the approximations of sin(∆ψ) ≈ ∆ψ and cos(∆ψ) ≈ 1.

Under the approximations of sin(∆ψ) ≈ ∆ψ and cos(∆ψ) ≈ 1− ∆ψ2

2 , the elevation estimation error,
∆ψ, is dependent on how different the wavelength of the incident signal, λRF, is from the nominal
wavelength used for the calculation of the array manifold, λ. The elevation error, ∆ψ, is also dependent
on the true elevation of the incident signal, ψ(0), not the true azimuth of the incident signal, θ(0).
Consequently, from (26) and (34), the dependence of the elevation estimation error on the true elevation,
the wavelength of the incident signal, and the nominal wavelength for the array manifold is the
same both for the approximations of sin(∆ψ) ≈ ∆ψ, cos(∆ψ) ≈ 1 and for the approximations of

sin(∆ψ) ≈ ∆ψ, cos(∆ψ) ≈ 1− ∆ψ2

2 .
How accurate the first order Taylor approximation and the second order approximation are

highly depends on how large the elevation estimation error, ∆ψ, is: the accuracy of the first order
approximation, cos(∆ψ) ≈ 1, degrades as cos(∆ψ) ≈ 1 increases.

For improvement of the accuracy of the Taylor approximation, the second order approximation,

cos(∆ψ) ≈ 1 − ∆ψ2

2 , can be applied. Note that the difference between the first order Taylor

approximation and the second order Taylor approximation is ∆ψ2

2 , implying that the superiority
of the second order approximation over the first order approximation is dominant for large ∆ψ:

For small elevation estimation error, adopting only the first order Taylor approximation results in
the agreement between the simulation-based results and the analytically-derived results. Inconsistency
between the simulation-based results and the analytically-derived results increases with the increase of
the absolute value of ∆ψ, implying that the second order Taylor approximation should be adopted for
the agreement of the simulation-based results and the analytically-derived results when the absolute
value of elevation estimation error, ∆ψ, is large.

For small ∆ψ, since ∆ψ2

2 is small, the superiority of the second order approximation over the first
order approximation is very small, implying that the second order approximation need not be adopted
for small elevation estimation error.

2.2.2. Second Condition for the Partial Derivative with Respect to the Azimuth at
θ = θ(0) + ∆θ, ψ = ψ(0) + ∆ψ to be Zero: Cos(ψ(0) + ∆ψ) = 0

From (16), we have:
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sin(ψ(0) + ∆ψ) = 1 (37)

Substituting (16) and (37) in (25) yields:

cos(ψ(0)) cos(∆θ) = 0. (38)

For (38) to be true, cos(∆θ) should be equal to zero, implying that ∆θ should be odd multiples
of π

2 . As previously stated, ∆θ is much smaller than π
2 since ∆θ denotes a small azimuth estimation

error. Therefore, (38) cannot be true, which implies that, for cos(ψ(0) + ∆ψ) = 0 in (16), it is impossible
to find ∆θ satisfying (25), which is the constraint that the partial derivative of the cost function with
respect to elevation should be zero.

3. Summary of the Analytic Derivation of the Azimuth Estimation Error and the Elevation
Estimation Error

Necessary conditions for minimizing the cost function are that both the partial derivative of the
cost function with respect to θ and that with respect to ψ should simultaneously be zero. Based on
these two constraints, expressions of ∆θ and ∆ψ are derived under the Taylor approximation.

It turns out that the partial derivative of the cost function of an interferometer algorithm with
respect to θ at θ = θ(0) + ∆θ, ψ = ψ(0) + ∆ψ is zero if either of two condition is satisfied:

∆θ = 0 (39)

cos(ψ(0) + ∆ψ) = 0. (40)

3.1. First Condition: ∆θ = 0

In the first case of ∆θ = 0, ∆θ = 0 implies that there should be no estimation error in the azimuth.
On the other hand, ∆θ = 0 does not impose any restriction on the elevation estimation error, which
implies that, under the first order approximation, the partial derivative of the cost function of an
interferometer algorithm with respect to θ is zero for ∆θ = 0, irrespective of ∆ψ, even in the presence
of frequency offset between the frequency of the incident signal and the nominal frequency adopted in
calculating the array manifold. As previously stated, since the requirement that the partial derivative
of the cost function with respect to θ should be zero at θ = θ(0) + ∆θ, ψ = ψ(0) + ∆ψ does not impose
any constraint on the elevation error, ∆ψ, the constraint on the elevation error, ∆ψ, is imposed from the
fact that the partial derivative of the cost function with respect to ψ should also be zero. Substituting
∆θ = 0 in the equation resulting from the constraint that the partial derivative of the cost function with
respect to ψ should be zero, this constraint reduces to a quadratic equation or a fourth order equation
in ∆ψ, depending on the approximations employed:

Second order equation in ∆ψ cos(∆ψ) ≈ 1, sin(∆ψ) ≈ ∆ψ

Fourth order equation in ∆ψ cos(∆ψ) ≈ 1 − ∆ψ2

2 , sin(∆ψ) ≈ ∆ψ

Out of two roots of the second order equation or out of four roots of the fourth order equation,
∆ψ maximizing the cost function is selected. Therefore, ∆ψ can easily be obtained from a quadratic
formula.

3.2. Second Condition: cos(ψ(0) + ∆ψ) = 0

Substituting cos(ψ(0) + ∆ψ) = 0 in the constraint that the partial derivative of cost function of an
interferometer algorithm with respect to ψ at θ = θ(0) + ∆θ, ψ = ψ(0) + ∆ψ should be zero, we get the
following equation in ∆θ:

cos(ψ(0))cos(∆θ) = 0. (41)

It turns out that no ∆θ satisfies (41) since |∆θ| is much less than π
2 .
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4. Simulation Results

In this section, simulation-based estimation errors are compared with analytically-derived
estimation errors to validate the derived expressions for the analytically-derived estimation errors.
The simulation condition is tabulated in Table 1.

The results for the true azimuth and true elevation of (θ(0) = 120◦, ψ(0) = 0◦), (θ(0) = 120◦, ψ(0) =

20◦), (θ(0) = 120◦, ψ(0) = 50◦), and (θ(0) = 120◦, ψ(0) = 80◦) are illustrated in Figures 2a,b and 3a,b,
respectively.

Remember that, from (26), the analytic azimuth estimation error is always zero. The elevation
estimation error with “Analytic error (first order approx)” and “Analytic error (second order approx)”
are obtained from (34) and (35), respectively.

For the elevation estimation error with “Simulation error”, the exhaustive evaluation of (2),
for given θ(0) and ψ(0), with respect to two variables of θ and ψ is performed, and θ and ψ maximizing
the cost function in (2) are chosen to be the estimate of the azimuth and the estimate of the elevation,
respectively.

The difference between the estimate of the azimuth and the true azimuth is defined as the
simulation-based azimuth estimation error. The simulation-based elevation estimation error is similarly
defined. In Figure 2, the y-axis represents the azimuth and elevation error and the x-axis represents
the carrier frequency of the signal source. Note that the frequency of the array manifold is equal to
1 GHz, whose wavelength is denoted by λ

Table 1. Simulation conditions.

Parameter Value

Number of sensors 5
Array architecture UCA

Azimuth and elevation search step 0.25◦
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(a) θ(0) = 120◦, ψ(0) = 0◦ (b) θ(0) = 120◦, ψ(0) = 20◦

Figure 2. Analytic and simulated azimuth and elevation error with respect to the carrier frequency of
the signal source for ψ(0) = 0◦ and ψ(0) = 20◦.

Under the approximations of cos(∆ψ) ≈ 1, sin(∆) ≈ ∆ψ, from (3), ∆ψ for ψ(0) = 0◦ is zero,
which is why the analytic elevation error with the legend “Analytic error (first order approx)” is not
shown in the lower plot of Figure 2a. Remember that ∆ψ denotes analytic elevation error.

The results with the legend “Analytic error (second order approx)” show an excellent agreement
with the simulation-based results in Figure 2a, which validates our derivation.
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As shown in the lower plot of Figure 2b, discrepancy between analytic results with the legend
“Analytic error (first order approx)” in Figure 2b and the simulation error with the legend “Simulation
error” occurs for an incident signal of θ(0) = 120◦, ψ(0) = 20◦, and the discrepancy increases with the
increase of |∆ψ|, which is the absolute value of the simulation-based elevation estimation error.

The simulation-based error is obtained from the cost function of an interferometer algorithm
without any approximation. On the other hand, to get the analytic error, the approximations of
cos(∆ψ) ≈ 1, sin(∆ ψ) ≈ ∆ψ are applied. Therefore, for the discrepancy between the simulated error
and the analytically-derived error to be small, the approximation error in the Taylor series expansion
should be small. In the approximation of cos(∆ψ) ≈ 1, the absolute value of the error is bounded by
∆ψ2

2 , implying that the approximation error is not small enough to be negligible for large ∆ψ.
As shown in the results with the legend “Simulation error” in the lower plot of Figure 2b,

the largest value of the absolute value of ∆ψ, for the small true elevation angle of ψ(0) = 20◦, is
approximately 10◦ for the carrier frequency of 1.05 GHz. Considering the worst case of ∆ψ = 10◦,
the approximation cos(∆ψ) ≈ 1 induces an error, which can be expressed as the absolute value of
1 − cos(10◦). Since, in deriving the results with the legend “Analytic error (first order approx)”,
cos(∆ψ) ≈ 1 is used, the approximation of cos(∆ψ) ≈ 1 induces an error of the absolute value of
1− cos(10◦) for ∆ψ = 10◦, which is why the largest discrepancy between the results with the legend
“Simulation error” and the results with the legend “Analytic error (first order approx)” occurs at the
carrier frequency of 1.05 GHz. The discrepancy between the results with the legend “Simulation error”
and the results with the legend “Analytic error (first order approx)” at the other carrier frequencies is
smaller than the discrepancy at the carrier frequency of 1.05 GHz: from the simulation-based results in
the lower plot of Figure 2b, the absolute value of the elevation estimation error, ∆ψ, is greatest at the
carrier frequency of 1.05 GHz, implying that the largest discrepancy should occur at that frequency.
Remember that, in the approximation of cos(∆ψ) ≈ 1, the approximation error increases with the
increase of the absolute value of ∆ψ.

To reduce the approximation error in cos(∆ψ) ≈ 1 for large ∆ψ, cos(∆ψ) ≈ 1− ∆ψ2

2 is adopted,
and the associated results with the legend “Analytic error (second order approx)” are illustrated in the
lower plot of Figure 2b.

Since the approximation error in cos(∆ψ) ≈ 1− ∆ψ2

2 is much smaller than that in cos(∆ψ) ≈ 1 for
large ∆ψ, the agreement between the results with the legend “Analytic error (second order approx)”
and the simulated results is much better than the agreement between the results with the legend
“Analytic error (first order approx)” and the simulated results. This observation is consistent with

the fact that the approximation cos(∆ψ) ≈ 1− ∆ψ2

2 is quite accurate for the worst case of ∆ψ = 10◦

in comparison with the approximation cos(∆ψ) ≈ 1. Note that the superiority of the approximation

cos(∆ψ) ≈ 1− ∆ψ2

2 over the approximation cos(∆ψ) ≈ 1 is clear when the absolute value of the
elevation estimation error, ∆ψ, is large.

The agreement between the analytically-derived results and the simulation-based results in the
lower plot of Figure 2b can be improved by reducing the approximation error. This can be achieved
by adopting the second order Taylor series, not the first order Taylor series expansion, in getting the

analytic error. In the second order approximation of cos(∆ψ) ≈ 1− ∆ψ2

2 , the absolute value of the error

is bounded by ∆ψ4

4 .
In the lower plot of Figure 2b, the results for the incident signal of azimuth = 120◦, elevation = 10◦

are illustrated, where the analytic error with the legend “Analytic error (second order approx)” is
obtained from the second order Taylor approximation, not the first order Taylor approximation.
The analytic results with the legend “Analytic error (second order approx)” are closer to the
simulation-based results than the analytic results with the legend “Analytic error (first order approx)”,

illustrating the improvement by adopting cos(∆ψ) ≈ 1− ∆ψ2

2 , rather than cos(∆ψ) ≈ 1.
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It is clear that the agreement between the analytic results with the legend “Analytic error (second
order approx)” and simulation-based results is better than the agreement between the analytic results
with the legend “Analytic error (First order approx)” in the lower plots of Figures 2b and 3a,b.

In the results with “Simulation error” in the lower plots of Figures 3a,b., the largest value of the
absolute value of the elevation estimation error, ∆ψ, is approximately 2◦ and 0.5◦, respectively, both
of which are much smaller than 10◦. Remember that the largest value of the absolute value of the
simulation-based elevation estimation error in Figure 2b is approximately 10◦.

The error bound of the absolute value of the error in the approximation cos(∆ψ) ≈ 1 is given

by ∆ψ2

2 , which gets smaller with the decrease of |∆ψ|. Therefore, the approximation error due to the
first order Taylor expansion in getting the analytic error gets smaller with the decrease of |∆ψ|. The
discrepancies between the simulated error and the analytically-derived error in the lower plot of
Figure 3a is smaller than that in the lower plot of Figure 2b since simulation-based |∆ψ| in the lower
plot of Figure 3a is smaller than that in the lower plot of Figure 2b, both for the results with “Analytic
error (first order approx)” and for the results with “Analytic error (second order approx)”. Similarly,
both for the results with “Analytic error (first order approx)” and for the results with “Analytic error
(second order approx)”, the discrepancy between the simulated error and the analytically-derived error
in the lower plot of Figure 3b is smaller than that in the lower plot of Figure 3a since simulation-based
|∆ψ| in the lower plot of Figure 3b is smaller than that in the lower plot of Figure 3a.
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(a) θ(0) = 120◦, ψ(0) = 50◦ (b) θ(0) = 120◦, ψ(0) = 80◦

Figure 3. Analytic and simulated azimuth and elevation error with respect to the carrier frequency of
the signal source for ψ(0) = 50◦ and ψ(0) = 80◦.

In Figures 4 and 5, the x-axis, the y-axis, and the z-axis represent the true azimuth angle of the
incident signal, the true elevation angle of the incident signal, and the estimation error, respectively.
The true azimuth angle of the incident signal increases from zero to 359 degrees in increments of
5◦. The true elevation angle of the incident signal increases from zero to 89 degrees in increments of
5◦. The frequency of the array manifold is 1 GHz, and the carrier frequency of the incident signal
is 950 MHz. Figure 4 shows the simulation-based azimuth estimation error with respect to the true
azimuth angle and the true elevation angle of the incident signal.

Figure 5a illustrates the simulation-based elevation estimation error with respect to the
true azimuth angle and the true elevation angle of the incident signal. Figure 5b shows the
analytically-derived elevation error. It is shown that the error of the azimuth is always zero regardless
of the true value of the azimuth and the elevation, and the error of the elevation depends only on the
true elevation angle of an incident signal not on the true azimuth of an incident signal.
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Figure 4. Simulation-based azimuth error ( fRF = c
λRF

= 950 MHz). (a) Simulation error elevation with
respect to the true azimuth and true elevation. (b) Simulation error with respect to the true azimuth.

(a) Simulation error (b) Analytic error

Figure 5. Analytic elevation error and simulation-based elevation error with respect to the true azimuth
and the elevation of the incident signal ( fRF = c

λRF
= 950 MHz).

Figures 6–10 show the simulation-based elevation error and analytical elevation error with
respect to the true elevation. In Figure 6a,b, the frequencies of the incident signal are 950 MHz
and 960 MHz, respectively. Figures 7a,b, 8a,b, 9a,b, and 10a,b illustrate the results for 970 MHz,
980 MHz, 990 MHz, 1010 MHz, 1020 MHz, 1030 MHz, 1040 MHz, and 1050 MHz, respectively. The
analytically-derived elevation estimation errors show excellent agreement with the simulation-based
elevation estimation error in Figures 6–10. For the evaluation of the analytically-derived elevation

estimation error, the approximations of cos(∆ψ) ≈ 1− ∆ψ2

2 and sin(∆ψ) ≈ ∆ψ are adopted.
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Figure 6. Analytically-derived elevation error and simulation-based error with respect to the true
elevation of the incident signal ( fRF = c

λRF
= 950 MHz and 960 MHz).
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Figure 7. Analytically-derived elevation error and simulation-based error with respect to the true
elevation of the incident signal ( fRF = c

λRF
= 970 MHz and 980 MHz).
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Figure 8. Analytically-derived elevation error and simulation-based error with respect to the true
elevation of the incident signal ( fRF = c

λRF
= 990 MHz and 1010 MHz).
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Figure 9. Analytically-derived elevation error and simulation-based error with respect to the true
elevation of the incident signal ( fRF = c

λRF
= 1020 MHz and 1030 MHz).
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Figure 10. Analytically-derived elevation error and simulation-based error with respect to the true
elevation of the incident signal ( fRF = c

λRF
= 1040 MHz and 1050 MHz).

5. Conclusions

In this paper, for the interferometer DOA estimation algorithm, explicit expressions of the azimuth
estimation error and elevation estimation error due to the frequency mismatch were derived and
validated by numerical results.

The main contribution of this paper was to derive the azimuth and elevation error analytically
when the frequency of the array manifold was different from the carrier frequency of the incident
signal source. The derivation in this paper was verified by comparing the simulation-based estimation
error with the analytically-derived estimation error.

It was derived that the analytic azimuth estimation error was identically zero even when the
frequency of the incident signal was different from the nominal frequency used in the calculation
of the array manifold, regardless of the true azimuth, θ(0), and the true elevation, ψ(0). Since no
approximation was used in deriving (26), the azimuth estimation error was exactly, not approximately,
equal to zero even when the actual frequency of the incident signal was not equal to the nominal
frequency employed in the calculation of the array manifold, which was confirmed in the upper plots
of Figures 2 and 3 in the numerical results.

For the elevation estimation error, to improve the agreement between the analytically-derived

results and the simulation-based results, cos(∆ψ) ≈ 1− ∆ψ2

2 , sin(∆ψ) ≈ ∆ψ, rather than cos(∆ψ) ≈ 1,
sin(∆ψ) ≈ ∆ψ, could be adopted.
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It was illustrated in the lower plots of Figures 2b and 3a,b that the analytically-derived elevation

estimation errors based on the approximations of cos(∆ψ) ≈ 1− ∆ψ2

2 , sin(∆ψ) ≈ ∆ψ showed better
agreement with the simulation-based elevation estimation error than the analytically-derived elevation
estimation errors based on the approximations of cos(∆ψ) ≈ 1, sin(∆ψ) ≈ ∆ψ. For a given approximation,
the agreement of the simulation-based results and the analytically-derived results improved with the
decrease of |∆ψ|, which was confirmed by comparing the lower plots of Figures 2b and 3a,b.

The performance due to the frequency mismatch reinforced once again the necessity of the
wide-band DOA estimation algorithm. However, an interferometer using the narrow-band method
may still be effective in the DOA of a signal source with a narrow bandwidth or a high elevation angle.
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Appendix A. Phase Difference between the Phase at the mth Sensor Location and the Phase at the
Origin for an Incident Wave from θ = θ(0) and ψ = ψ(0) with a Wavelength of λRF

In this Appendix, the sensor location vector for a uniform circular array of a radius r with M
sensors is given by:

zm =

[
r cos

(
2πm

M

)
, r sin

(
2πm

M

)
, 0
]T

. (A1)

The direction vector for an incident signal from (θ(0), ψ(0)) can be written as:

κ = [cos(ψ(0)) cos(θ(0)), cos(ψ(0)) sin(θ(0)), sin(ψ(0))]T . (A2)

The time delay between the mth sensor location and the origin can be written as:

τ(m) = κTzm/c (A3)

The phase difference between the mth sensor location and the origin is given by the product of the
angular frequency and time delay:

φm = ω× Timedelay = ω
κTzm

c
= 2π

κTzm

λ
(A4)

By substituting (A1) and (A2) in (A4), we have:

ϕm = ω× Timedelay = ω κTzm
c = 2π κTzm

λ

= 2π r
λ

[
cos

( 2πm
M
)

cos
(

θ(0)
)

cos(ψ(0)) + sin
( 2πm

M
)

sin
(

θ(0)
)

cos(ψ(0))
]

= 2π r
λ

[
cos

(
θ(0) − 2πm

M

)
cos(ψ(0))

]
(A5)
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Appendix B. Proof of
M−1

∑
m=0

cos2(am) =
M−1

∑
m=0

sin2(am) = M
2 ,

M−1
∑

m=0
sin(am) cos(am) = 0

If
M−1
∑

m=0
exp

(
j
(

2θ(0) − 4πm
M

))
can be shown to be identically zero,

M−1
∑

m=0

(
cos

(
2θ(0) − 4πm

M

)
+ j sin

(
2θ(0) − 4πm

M

))
is also equal to zero via the Euler formula.

Based on the summation of a geometric series,
M−1
∑

m=0
exp

(
j
(

2θ(0) − 4πm
M

))
is equal to zero:

M−1
∑

m=0
exp

(
j ·
(

2θ(0) − 4πm
M

))
= exp

(
j · 2θ(0)

) (
1 + exp

(
−j · 4π

M

)
+ exp

(
−j · 8π

M
)
+ · · ·+exp

(
−j · 4π(M−1)

M

))
= exp

(
j · 2θ(0)

)(
1−exp(−j· 4π

M ·M)
1−exp(−j· 4π

M )

)
= 0.

(A6)

From (A6), since
M−1
∑

m=0
exp j(2am) is identically zero, we have:

M−1

∑
m=0

(cos (2am) + j sin (2am)) = 0 (A7)

M−1

∑
m=0

cos (2am) +j
M−1

∑
m=0

sin (2am) = 0 (A8)

Note that cos (2am) and sin (2am) are real-valued for all m. Since the real number is closed under

addition,
M−1
∑

m=0
cos (2am) is also real. Similarly,

M−1
∑

m=0
sin (2am) is also real. From (A8), both

M−1
∑

m=0
cos (2am)

and
M−1
∑

m=0
sin (2am) should be equal to zero since

M−1
∑

m=0
cos (2am) and

M−1
∑

m=0
sin (2am) are real-valued:

M−1
∑

m=0
cos (2am) = 0

M−1
∑

m=0
sin (2am) = 0.

(A9)

Due to
M−1
∑

m=0
cos (2am) =

M−1
∑

m=0

(
cos

(
2θ(0) − 4πm

M

))
= 0 and

M−1
∑

m=0
sin (2am) =

M−1
∑

m=0
sin
(

2θ(0) − 4πm
M

)
= 0,

M−1
∑

m=0
cos2 (am) ,

M−1
∑

m=0
sin2 (am) , and

M−1
∑

m=0
sin (am) cos (am) can be expressed

as follows:

M−1

∑
m=0

cos2 (am) =
M−1

∑
m=0

(
1 + cos (2am)

2

)
=

M
2
+

M−1

∑
m=0

cos (2am) =
M
2

(A10)

M−1

∑
m=0

sin2 (am) =
M−1

∑
m=0

(
1− cos (2am)

2

)
=

M
2
−

M−1

∑
m=0

cos (2am) =
M
2

(A11)

M−1

∑
m=0

(sin (am) cos (am)) =
1
2

M−1

∑
m=0

sin (2am) = 0. (A12)
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