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Featured Application: This method can be applied to health monitoring of large-scale
bridge structures, and the deformation of bridge structures can be monitored regularly and
nondestructively using camera as a noncontact sensor. In order to improve measurement accuracy,
a uniaxial automatic cruise acquisition device was designed to obtain the deformation of bridge
elevation. The measurement points using the proposed method are denser than those of the
traditional sensor measurement method. It can also detect abnormal deformation caused by the
damage, and it is more efficient and easier to use.

Abstract: This paper aims to achieve a large bridge structural health monitoring (SHM) efficiently,
economically, credibly, and holographically through noncontact remote sensing (NRS). For these
purposes, the author proposes a NRS method for collecting the holographic geometric deformation
of test bridge, using static image sequences. Specifically, a uniaxial automatic cruise acquisition
device was designed to collect static images on bridge elevation under different damage conditions.
Considering the strong spatiotemporal correlations of the sequence data, the relationships between
six fixed fields of view were identified through the SIFT algorithm. On this basis, the deformation
of the bridge structure was obtained by tracking a virtual target using the optical flow algorithm.
Finally, the global holographic deformation of the test bridge was derived. The research results show
that: The output data of our NRS method are basically consistent with the finite-element prediction
(maximum error: 11.11%) and dial gauge measurement (maximum error: 12.12%); the NRS method is
highly sensitive to the actual deformation of the bridge structure under different damage conditions,
and can capture the deformation in a continuous and accurate manner. The research findings lay a
solid basis for structure state interpretation and intelligent damage identification.

Keywords: noncontact remote sensing (NRS); optical flow algorithm; structural health monitoring
(SHM); uniaxial automatic cruise acquisition device

1. Introduction

With the elapse of time, it is inevitable for a bridge to face structural degradation under the
long-term effects of natural factors (e.g. climate and environment). In extreme cases, the bridge
structure will suffer from catastrophic damages with the continuous increase in traffic volume and
heavy vehicles, due to the booming economy [1]. The traditional approach of structural management,
which is mainly manual periodic inspection, can no longer satisfy the demand of modern transport
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facilities. The traditional approach is inefficient, uncertain, and highly subjective, lacking in scientific
or quantitative bases [2–5].

Structural health monitoring (SHM) aims to monitor, analyze, and identify all kinds of loads
and structural responses during the service life of the target structure, to realize the evaluation of
its structural performance and safety status, and provide support for the proprietor in structural
management and making maintenance decisions [6–8]. In order to achieve this goal, a new sensor
technology must be developed in combination with interdisciplinary theories and methods to provide
advanced monitoring methods and reliable data sources for SHM [9–11]. Displacement is an important
index of structural state and performance evaluations [7]. The static and dynamic characteristics of a
structure, such as bearing capacity [12], deflection [13], deformation [14], load distribution [15], load
input [16], influence line [17], influence surface [18], and modal parameters [19,20], can be calculated
by structural displacement, to convert them further into physical indicators of response for structural
safety assessment.

Since the 1990s, SHM systems have been set up on important large-span bridges across the globe.
The main functions are to monitor the state and behavior of the bridge structure, while tracking and
recording environmental conditions. On the upside, these systems have high local accuracy, run on an
intelligent system, and support long-term continuous observation. On the downside, these systems
are too costly to construct, the sensors cannot be calibrated periodically, and the layout of monitoring
points is limited by a local terrain and the structure type. The geometric deformation of the bridge
structure can only be collected by a few discrete monitoring points, making it difficult to characterize
the local or global holographic geometry of bridge safety [21–25].

With the continuous development of machine vision technology and image acquisition equipment,
structural displacement monitoring methods based on computer vision continues to emerge and
have been verified in practical engineering applications [26–30]. Given its long-distance, noncontact,
high-precision, time-saving, labor-saving, multi-point detection, and many other advantages, as well
as increasing attention has been received from scientific researchers and engineers [31]. This method is
mainly used to track the target of the measured structure video, which is captured by the camera, to
obtain the moving track of the measuring point in the image, and then determine the displacement
information of the structure through the set relationship between the image and the real world.
The camera is mounted on a fixed point which is far from the structure to be tested, eliminating the
requirement to install a fixed support point on the structure for the contact displacement detection
method. In addition, low-cost multi-point measurement it is easy to achieve because the camera field
of view can cover multiple measurement areas of the structure. Structural displacement monitoring
based on computer vision has been applied in many tasks of bridge health monitoring, such as bridge
deflection measurement [32], bridge alignment [33], bearing capacity evaluation [34], finite element
model calibration [35], modal analysis [36], damage identification [18], cable force detection [29], and
dynamic weighing assistance [12]. The images can also improve the accuracy of the estimation part
through several means, such as deblurring, denoising and image enhancement, and even satellite
images are gradually applied in structural monitoring [37,38].

Although the application of machine vision technology in structural displacement monitoring
has many advantages, there are still some problems to be solved. In the recent research, part of it is
aimed at small-scale structure, which can capture all structure displacements with a camera’s field of
view. However, for large-scale structure monitoring, to achieve sufficient accuracy, only the structural
displacement for a specific area of the structure can be obtained, ignoring the overall deformation state
of the structure from the macro view as a whole. Meanwhile, as a kind of holographic data, machine
vision can obtain the displacement information of every pixel of an image in theory, but is mainly
focused on obtaining the displacement information of key points in practice.
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2. Purpose and Concept

On this basis, this paper proposes a method of obtaining the displacement information of an whole
bridge structure from different views. According to the field of view of a camera, the bridge structure
is divided into several areas, and image data are collected under different working conditions to form
the image database of the bridge facade under the time–space sequence. The entire field displacement
information of the bridge is obtained by establishing the connection between the time and space series.
For this purpose, noncontact remote sensing (NRS) is designed to obtain the time–space sequence
image data of the test bridge under different test conditions.

In order to obtain the full field displacement deformation of the whole structure, it is no longer
used to track the artificial marked and corner points as the target points, but to track the displacement
information by extracting every pixel of the lower edge contour line of the main beam as the virtual
marked points. Modelling correction and damage identification is more conducive than measuring of
finite points. Abundant data can be accumulated to provide more details data for machine learning
and life-cycle maintenance.

The paper is organized as follows. Section 3 covers the theoretical background of the intelligent
NRS system and the layout of lab. Section 4 proposes the algorithm to connect the fields of view and
track the deformation, presents the analysis with the theoretical model, and discusses the validation of
the proposed sensor and algorithms in full-field noncontact displacement and vibration measurement.
The results are summarized in Section 5.

3. Test Overview

3.1. Intelligent NRS System

This paper designs an intelligent NRS system for the holographic monitoring of bridge structure
based on virtual pixel sensors and several cutting-edge techniques (i.e., modern panoramic vision
sensing, pattern recognition, and computer technology). As shown in Figure 1a, this intelligent NRS
system mainly consists of an active image acquisition device, an automatic cruise remote control
platform, an environmental monitoring unit, a signal transmission unit, and a data storage and
analysis unit.
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Figure 1. (a)The architecture of the intelligent noncontact remote sensing (NRS) system; (b) the
intelligent NRS system for our load tests.

To monitor the holographic geometry of the bridge structure, the automatic cruise parameters
(preset position, watch position, cruise time, and sampling time) are configured by a computer to
remotely control the active image acquisition device and the environmental monitoring unit. In this
way, the dynamic and static images of the bridge structure can be captured in the current field of view.
Figure 1b is a photo of the intelligent NRS system for our load tests on the reduced-scale model of
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a super long span self-anchored suspension bridge. The workflow of the intelligent NRS system is
explained in Figure 2.
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Figure 2. The workflow of the intelligent NRS system.

3.2. Object and data Collection

According to the previous research of our research team [39–41], a 1:30 model was constructed for
Taohuayu Yellow River Bridge. A total of 52 C30 concrete deck slabs (1.16 × 0.45 × 0.2 m) were prepared
and laid on the steel box girder to simulate vehicles on the bridge and serve as the counterweight.

The main cable is composed of 37 steel wire ropes with a diameter of 2mm, an elastic modulus of
195 GPa and a f tk of 1860 MPa. The suspender is composed of steel wire ropes with a diameter of 4mm,
an elastic modulus of 195 GPa, and a f tk of 1860 MPa. The main tower adopts a thin-walled box made
of steel plate with a thickness of 6 mm and Q345D material.

The standard section of the main beam is shown in Figure 3 in which the top, web, and bottom
plates are made of 2 mm thick steel plates. Owing to the strong axial force of the main beam, considering
the stability of the box girder, the top and bottom of the girder have four solid steel stiffeners (Φ 6
rebar), which are connected with the top and bottom plates of the box girder by spot welding.
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Figure 3. The standard section diagram of a girder model (unit: Mm).

In order to fully simulate the geometric similarity between the suspender and the main beam, the
rigid arm is extended from both sides of the main beam at the lifting point, and the anchor plate is set
on the rigid arm so that the suspender can be connected with the stiffener. Steel is selected for the
rigid arm. To ensure the local stability of the main beam, one diaphragm is set every 450 mm (i.e., the
section of the lifting point) of the main beam model, and the diaphragm and the main beam can be
connected with the steel box girder by welding. The diaphragm plate is made of Q345D steel with a
thickness of 2mm. As shown in Figures 4 and 5, respectively.
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Figure 5. Schematic plan view of the main beam (unit: Mm).

The rigid arm has 5 cm wide and 5 mm thick steel plates, which are arranged through the
cross-section of the main beam. The rigid arm is connected to the top plate of the steel box girder
through welding; the stiffener adopts a 3 mm thick steel plate, which is connected to the main beam
and the rigid arm through welding. The main beam is processed in the factory. The total length of the
main beam is 24.2 m, which is divided into 24 sections: 1.3 + 6 × 3.6 + 1.3 m. Figure 6 is a photo of the
reduced-scale model.
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The intelligent NRS system was set up 5m away from the bridge façade. Then, a
computer-controlled camera rotated at fixed angles to collect the images of specific sections of
the bridge from fixed positions. The layout of the lab and the principle of image collection are shown
in Figures 7 and 8, respectively.
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To verify the feasibility of the image collection method, 11 dial gauges were arranged along the
axis of the bridge to capture the shape change while the camera took photos of the bridge, DH5902N
is adopted for data acquisition equipment. The arrangement of the dial gauges is displayed in
Figure 9 below.
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3.3. Test Contents

The structural deformation data of the bridge were collected under two scenarios to obtain the
deformation of the test bridge with the intelligent NRS system and provide more samples for the
tracking algorithm. In the first scenario, the bridge had no damage, the test load (50kg) was placed on
the middle of the test bridge, and image data on the structural change were collected. In the second
scenario, different suspension cables were damaged to simulate varied degrees of bridge damages at
different positions, the test load (50 kg) was placed on the same place as the first scenario, and image
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data on the structural change were collected. Table 1 lists the positions and numbers of damaged
suspension cables. The serial numbers of suspension cables are provided in Figure 10.

Table 1. The positions and numbers of damaged suspension cables.

Serial Number
Damage Conditions Data Collection Method

Position Number Traditional Method Visual Method

1 0 0 Dial gauges Intelligent NRS system
2 24 2 Dial gauges Intelligent NRS system
3 23, 24 4 Dial gauges Intelligent NRS system
4 22, 23, 24 6 Dial gauges Intelligent NRS system
5 21, 22, 23, 24 8 Dial gauges Intelligent NRS system
6 20, 21, 22, 23, 24 10 Dial gauges Intelligent NRS system
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3.4. Finite Element Model

The finite element model is established by Midas Civil [39–41]. The ratio of side to span of the
self-anchored suspension test bridge is 1:2.5, and the ratio of rise to span is 1:5.8. The structure is a
spatial bar model. The main tower, main beam and cross beam are all simulated by a beam element.
The main beam is simulated by fishbone type, and the main cable and suspender are simulated by
cable element. The whole bridge model consists of 388 elements and 293 nodes. A rigid connection is
adopted between the end of main cable and main beam. The main cable and the suspender, the main
cable and tower, and the suspender and the main beam share the same nodes, and no connection is set,
as shown in Figure 11. Main material parameters are shown in Table 2.
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Table 2. Main material parameters.

Serial Number Item Section Shape E (GPa) f tk (MPa) σs (MPa) Poisson’s Ratio

1 Main cable # 195 1860 / 0.3
2 suspender # 195 1860 / 0.3
3 Main beam
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Main modeling steps: (1) According to the overall design of the suspension bridge, select the
corresponding material and section characteristics of each component to initially generate the linearity
of the main cable and the initial internal force of the main cable. (2) establish a complete bridge
calculation model. (3) define the update node group and vertical analysis function to accurately calculate
the structure, and obtain the internal force data of the balance unit node to obtain the initial balance of
the suspension bridge state. (4) adjust the cable force of the suspender to a reasonable completion state
until the bending moment of the main beam meets the design requirements. The distribution of the
suspender force is shown in Figure 12.
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4. Design of Multipoint Displacement Monitoring Algorithm for Bridge Structure

This experiment simulates two problems faced by the noncontact measurement of a large-scale
bridge structure. One is the inability to obtain the monitoring image data of the whole bridge through
one field of view, which obviously reduces the accuracy of the captured structural changes. Another is
the accurate transformation of the displacement of the concerned part in the time series image data.
In view of these two problems, this paper proposes a method of acquiring the structural deformation
of a large-scale bridge structures by using a uniaxial automatic cruise acquisition device to collect data
in different fields of view and establish the relationship between data images in time and space.

4.1. Location and Extraction Method of Bridge Structure Contour

Many studies on camera calibration and perspective transformation have been conducted, and the
corresponding theory and application are relatively mature. In this paper, the calibration method of
Zhang Zhengyou [42,43] and the perspective transformation method of Jack Mezirow [44] were used
directly and are not explained in detail.

The images collected by the intelligent NRS system contain the time sequences in a fixed field
of view. Hence, the grayscales and contours were extracted from six images by MATLAB edge
function [45], as shown in Figure 13.

The Canny edge detector was adopted for the extraction process. This operator finds the edge
points in four steps: smoothing the images with a Gaussian filter, computing the gradient amplitude
and direction through finite-difference computing with first-order derivative, applying non-maximum
suppression to the gradient amplitude, and using a double threshold to detect and connect the edges.

The Canny edge detector could effectively extract the contours of the bridge structure from the
static images collected by the intelligent NRS system. The extracted contours were further processed
by a graphics processing software to decontextualize the contours of the useless parts, leaving only the
lower edge contour of the deck slabs to reflect the variation in structural shape.
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Since the fields of view in the six images are fixed, the contours of the bridge structure were
located by the following method. The six images containing the initial boundary of the bridge structure
were taken as the original images. The coordinates of each pixel in the boundary were extracted from
the six images. Based on these coordinates, each pixel was marked in the original images, revealing the
position of the initial boundary. The manual marking helps to suppress the noises in the images. In the
subsequent deep learning, the contours could be automatically tracked based on the marked pixels,
revealing the change features of the bridge structure. The specific flow of denoising and marking is
shown in Figure 14.
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Figure 14. The workflow of denoising and marking of bridge contours. Step 1: Edge detection of static
images; step 2: Acquisition of bridge contours through decontextualization of useless contours; step 3:
Marking the original images based on the coordinates of boundary pixels.

4.2. The Method of Establishing the Space-Time Relationship of Image Sequence Data

4.2.1. Dataset Construction Based on Spatiotemporal Static Image Sequences

To realize the holographic monitoring of the bridge structure with the uniaxial automatic cruise
acquisition device, the key lies in setting up the global and local holographic data based on the dynamic
and static image sequences, which were captured at different times from multiple angles and fields
of view.

The data in the static image sequences have four main features: Multi-time, multi-field of view,
multi-angle, and a strong correlation between time and space. First, the holographic data collected in
different fields of view differed in time history. Second, based on technical and economic considerations,
the local details of the bridge structure were monitored with a few devices in different fields of view,
yielding the local holographic data in each field of view. Third, the data were collected by the
automatic cruise device at different watch positions, and the resulting angle difference should be
adaptively equalized in the data processing. Fourth, the spatiotemporal features of the original
data were determined by the random impact of the entire bridge at the current moment or period,
and the structural response in local field of view reflects the overall state of the whole structure to
different degrees.

Meanwhile, the cameras responsible for six fields of view (overlap ratio: 20%–30%) each cruised
seven times under each damage condition. For the stability of the collected data, seven sets of images
were collected on the load in the same field of view under each damage condition.

During data acquisition, the time and the space pointers were constructed based on the features of
the intelligent NRS system and the image sequences. The former (time dimension) indicates the current
damage condition and the field of view, and the latter (spatial dimension) reflects the position of the
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current local area relative to the global structure. The spatiotemporal features of the data sequences in
the static images are presented in Figure 15 below.
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Figure 15. The spatiotemporal features of static image sequences.

In view of the data features, temporal information and spatial information were added into the
dataset as labels before deep learning. The temporal information indicates the variation in damage
condition and the order of images in the same field of view, and the spatial information reflects the
correlation between a local structure with the global structure in a field of view. On this basis, the
temporal, spatial and angular data were constructed for the original data, and then integrated with the
environmental data (i.e. temperature, humidity, and illumination). The labels can be expressed as:

labels{i,j}(m,n) = np.arange(Time_lable,Space_lable,Angle_lable,Env._lable)

where i is the serial number of damage conditions of the test bridge (i = 1–6); j is the label position
under different damage conditions (1 for Time, 2 for Space, 3 for Angle, . . . ); m is the invocation
parameter of the data on labels Time, Space, Angle and Environment in a local field of view; n is the
serial number of measurements under the same damage condition, i.e. the time history of the same
damage condition in the same field of view; Time_label, Space_label, Angle_label and Env._label are the
matrices of labels Time, Space, Angle, and Environment, respectively.

After tagging the photos in the spatiotemporal sequence through the above steps, the photos are
connected in the spatial sequence by using the overlapping part between field of view n and field of
view n + 1 (n = 1–5). The rich feature points and the SIFT feature points of the test bridge structure
must be matched [46,47] in the image data. As shown in Figure 16, the yellow line is the corresponding
relationship between the local feature points of the structure in different fields of view and the overall
feature points of the structure. The matching results of the feature points of the structure itself and
the feature points of the structure SIFT are good. The red line in Figure 11 is the most similar line
between the field of view n of the test bridge and the feature points of the whole bridge. The line after
matching according to the similarity in the calculation process of the algorithm is used as the constraint
condition of edge registration theory and the basis of the displacement measurement information (the
red line is the need of explanation, but the actual line should be the yellow line). However, many
mismatches in the calculation of the algorithm remain, such as the connection of several characteristic
points on the bridge tower and the reaction frame. Therefore, the greedy algorithm is used in this
study to re-express the matching set of feature points, and the matching similarity rate is calculated by
traversing the proximal and the sub proximal points in the process of filtering. The error matching
points in the feature matching set are eliminated by optimizing the selection of each calculation in the
process of traversing.
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According to the Euclidean distance calculation, the correlation degree between the spatial feature
points of the test bridge structure is used for the optimal matching of the feature point set, where di,j
is the Euclidean distance between feature points, Si and Sj are the spatial feature point set. HMF is
the control equation of superposition analysis of displacement calculation in the space–time domain,
where m and n are the serial numbers of spatial feature points; x, y, and z are the spatial coordinates
of feature points; Hi j(x, y, z) is the structural holographic morphological response measurement of a
certain time in a certain field of view; and H′i j(x, y, z) is the reference state of the structural holographic
morphological response measurement.Appl. Sci. 2020, 10, x FOR PEER REVIEW 12 of 20 
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4.2.2. Target Tracking and Displacement Calculation

In the previous research, the static image is used to extract the contour of the bridge structure
at different times and under different load-damage conditions, and carry out stacking to obtain the
deformation of the bridge structure. Given that this method has many manual interventions, the
optical flow optical flow algorithm which is widely used in computer vision, was adopted for target
tracking and displacement calculation in the static image sequence data collection [48,49].

The algorithm using optical flow must satisfy two hypotheses: (1) constant brightness: The
brightness of the same point does not change with time; (2) small motion: The position will not change
drastically with over time, such as finding the derivative of grayscale relative to the position. In our
research, both hypotheses were satisfied by the data collected by the NRS. The brightness of each
point in the collected images remained constant because of the small data interval of the seven time
sequences; the small motion was also fulfilled, and the bridge structure had a limited deformation for
the monitoring object.

Basic constraint equation. Consider the light intensity of a pixel f (x, y, t) on the first picture (where
t represents its time dimension). It moves the distance (dx, dy) to the next picture because it is the same
pixel point, and according to the first assumption above, the light intensity of the pixel before and after
the motion is constant.

f (x, y, t) = f (x + dx, y + dy, t + dt) (1)

The Taylor expansion on the right end of Formula (1) is as follows:

f (x + dx, y + dy, t + dt) = f (x, y, t) +
∂ f
∂x

dx +
∂ f
∂y

dy +
∂ f
∂t

dt + ε (2)

where ε represents the second order infinitesimal term, which could be ignored; then (2) is substituted
into (1) and divided by dt:

∂ f
∂x

dx
dt

+
∂ f
∂y

dy
dt

+
∂ f
∂t

= 0 (3)
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Let fx =
∂ f
∂x , fy =

∂ f
∂y , ft =

∂ f
∂t represent the partial derivatives of the gray level of the pixels in the

image along the x, y, and t directions. Summing up,

fxu + fyv + ft = 0 (4)

where, fx, fy, and ft can be obtained from the image data, and (u, v) is the optical flow vector that must
be solved.

At this time, there is only one constraint equation but two unknowns. In this case, the exact
values of u and v cannot be obtained. Constraints need to be introduced from another perspective.
The introduction of constraints from different angles leads to different methods of optical flow field
calculation. According to the difference between the theoretical basis and the mathematical method,
they are divided into four kinds: Gradient-based method, matching-based method, energy-based
method, phase-based method, and neurodynamic method. In addition to distinguishing the optical
flow method according to different principles, the optical flow method can also be divided into dense
optical flow and sparse optical flow according to the density of a two-dimensional vector in the optical
flow field.

Dense optical flow is a kind of image registration method that matches the image or a specific
area point by point. It calculates the offset of all the points on the image to form a dense optical
flow field. Through this dense optical flow field, pixel level image registration can be performed. In
contrast to dense optical flow, sparse optical flow does not calculate every pixel of the image point by
point. It usually needs to specify a group of points for tracking, which is better to have some obvious
characteristics, such as the Harris corner, for a relatively stable and reliable tracking. The computation
cost of sparse tracking is much less than that of dense tracking.

Since the collected image has less data than the video and does not pursue timeliness and
according to the object extraction method described in Section 3.1, the displacement of all points on
the image need not be calculated, but the offset of each pixel on the extracted contour line for pixel
level image registration must be calculated. Thus, the Horn-Schunck algorithm [50] was selected.
The Horn-Schunck algorithm belongs to the dense optical flow with the best accuracy. The objective
function of the Horn-Schunck algorithm is as follows:

min
u,v

E(u, v) =
x

[(T(x, y) − f (x + u, y + v))2 + λ·(u2
x + u2

y + v2
x + v2

y)]dxdy (5)

In order to facilitate the calculation, the approximation method in the sparse optical flow is used
to approximate the data items linearly to obtain a new objective function:

min
u,v

E(u, v) =
x

[( fxu + fyv + ft)
2 + λ·(u2

x + u2
y + v2

x + v2
y)]dxdy (6)

The definite integral of the above formula can be rewritten into discrete form. Then,
the corresponding Jacobian iterative formula can be obtained by the super relaxation iterative
method (SOR):

u = u− fx
fxu + fyv + ft
a + f 2

x + f 2
y

(7)

v = v− fy
fxu + fyv + ft
a + f 2

x + f 2
y

(8)

According to Equations (11), (14), and (15), optical flow vectors ti to ti+1 can be calculated, and all
time ui and vi can be summed to calculate the displacement of the pixel point.
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5. Extraction Deformation and Discussion

The MATLAB edge function and the Canny edge detector were adopted to extract the grayscale
and contour from each image in the static image sequences of the test bridge under different damage
conditions. Based on the extracted feature, the contours were marked on the original images. Then, the
marked images and the subsequently taken images were compiled into a dataset. After that, the SIFT
algorithm was applied to establish the spatial relationship between the fields of view, and the optical
flow algorithm was used to track the displacement information of the lower edge contour of the main
beam, based on the images collected by the NRS method (proposed in this paper). Since there are too
many working conditions and the generated data to show well, the bridge tower consolidation point
was used as the reference point to compare the nondestructive working condition (con. 1) obtained
by the two methods and the working condition (con. 6) that shows the most obvious damage and
deformation. In the figure, “- 1” represents the data obtained from finite element calculation, and “- 2”
represents the data obtained from the method proposed in this paper, as shown in Figure 17.
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As shown in Figure 17, the deformation curves of our method are less smooth than those of the
finite-element method. There are two possible reasons for the lack of smoothness. Firstly, the lower
edge of the deck slabs marked in the original images, which was considered as the contour of the bridge
structure, is not smooth and even discrete in some places. Secondly, the positions of the marked pixels
changed greatly after the bridge deformed, and were not captured accurately through deep learning.

The first problem was solved through the contour stacking analysis in structural deformation
monitoring, which is a method previously developed by our research team. This method treats the
initial contours as known white noises of the system, and subtracts them from the contours acquired
under different damage conditions. The second problem calls for improvement of the capture algorithm.
Here, the improvement is realized through manual intervention. In this way, the bridge deformation
data in the six fields of view were integrated into the global holographic deformation of the test bridge
(Figure 18).
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The deformation map of the test bridge based on the 11 dial gauges is not presented here. Even if
fitted, the data collected by these gauges were discrete to demonstrate the global deformation features
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of the test bridge. Moreover, the initial state of the test bridge was not measured at the completion.
Consequently, the actual stress state of the bridge structure at that moment is impossible to determine.
However, the relative deformation of the test bridge in the monitoring period can be obtained from
Figure 18. The obtained results were compared with the relative deformation recorded by the dial
gauges to verify the accuracy of our method.

Out of the many damage conditions, the greatest difference lies between damage conditions 1 (no
damage) and damage condition 6 (suspension cables 20–24 are damaged). Thus, these two damage
conditions were subjected to stacking analysis and compared in detail (Table 3).

Table 3. Comparison results.

No.

Deformation of Stacking Analysis (mm) Measured
Deviation %

Relative Error
%

Dial gauge Measurement
R1

Finite-Element Method
R2

Noncontact Remote Sensing
R3 |R3–R1|/R1 |R3–R2|/R2

1 0.11 0 0.1 9.09% /
2 0.99 1 1.08 9.09% 8.00%
3 1.56 1.55 1.68 7.69% 8.39%
4 5.42 5.55 5.87 8.30% 5.77%
5 17.46 17.32 18.75 7.39% 8.26%
6 15.16 15.3 16.43 8.38% 7.39%
7 5.18 5.24 5.67 9.46% 8.21%
8 0.93 0.96 1.02 9.68% 6.25%
9 0.37 0.38 0.41 10.81% 7.89%

10 0.35 0.33 0.37 5.71% 12.12%
11 0.09 0 0.08 11.11% /

Table 3 shows that our NRS method accurately derives the deformation features of the bridge
structure from those collected in local fields of view. Compared with the dial gauge measurement and
finite-element results, the maximum errors of our method were 11.11% on the 11th measuring point
and 12.12% on the 12th measuring point, indicating that the global holographic deformation curves
obtained through the decking analysis of contours are accurate enough for engineering practices.

In order to more clearly reflect the advantages of dense full-field displacement, the deformation
of the whole bridge girder obtained from NRS under condition 6 is compared with the deformation of
the whole bridge girder obtained from nine dial indicators, as shown in Figure 19. The comparison of
Figure 19 and Table 3, it can be derived that the position with the maximum deformation in Table 3
is the measuring point 4, but the position with the maximum deformation of the actual test bridge
is the position with the length of 10.71m between the measuring points 5 and 4; the comparison of
the six working conditions, it can be derived that the position with the maximum deformation of the
girder changes under different damage conditions, as shown in Figure 20. If the contact sensor, such as
the dial gauge is used for measurement, a reasonable arrangement way of obtaining the deformation
characteristics of the bridge structure from the finite points is difficult to determine. One arrangement
approach cannot meet the deformation characteristics of the bridge structure caused by the change of
structural stiffness at different positions. The noncontact remote measurement method used in this
paper can capture the pixel level change of any position of the bridge structure, the accuracy can meet
the requirements of engineering application, and the advantages are obvious. Meanwhile, model
updating according to more accurate line shape can make the model closer to the real bridge, increasing
the authenticity and credibility of the finite element calculation results, and exerting the same positive
significance on the application of digital twin. The dense full-field displacement monitoring provides
a larger amount of real data, which is the basis of machine learning. Using this method for regular
or long-term monitoring can obtain a larger amount of real data than traditional ways, laying the
foundation for using machine learning for structural health monitoring.
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6. Conclusions

In this study, the dense full-field deformation of a reduced-scale model for a 24m-span self-anchored
suspension bridge under multiple damage conditions was captured with the noncontact remote
measurement method in a multi visual field. The spatiotemporal sequence static image data under
different work conditions were collected to establish the relationship between spatial and temporal.
Furthermore, the dense full-field displacement monitoring data of the girder of the test bridge were
obtained, and compared with the finite element calculation results. The measurement results of the
dial gauge displacement meter were compared. The main conclusions are as follows:

(1) A fixed point uniaxial automatic cruise acquisition device was designed to collect the static images
of the bridge façade under different damage conditions. Then, the spatiotemporal sequences of
static images were processed by the edge detection method, the edge pixel virtual marker point,
the SIFT algorithm and the optical flow algorithm to obtain a dense full-field displacement of
the whole test bridge girder, which can be used as the data base to make the structural health
monitoring technology more economical, efficient and direct. Compared with other monitoring
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methods, the girder dense points displacement information provides a data-base for more accurate
model updating and damage identification. Meanwhile, the technology proposed in this paper
is low-cost and can be used as a long-term regular monitoring method to accumulate massive
real structural displacement information and provide big data set for the subsequent study of
machine learning for damage identification.

(2) The optical flow algorithm, which is widely used in video analysis, was used in the static image
data set to track the target and calculate the displacement, overcoming the shortcomings of many
manual interventions in the early stage of research group. Meanwhile, the number of monitoring
points remains the same (i.e. the displacement of each pixel of the lower edge contour line of
the girder). The output data are basically consistent with the finite-element prediction and dial
gauge measurement. The global holographic deformation curves of the test bridge exhibit similar
trends under different damage conditions, with an error of less than 12%. This means that the
proposed method in this paper satisfies the engineering requirement on measurement accuracy.

(3) A new method of making a virtual target was used. The coordinates of the required lower edge
contour of the girder were extracted and then used it to make the pixels of the initial image of the
lower edge of the girder as a virtual target back, and then track and calculate the displacement
information of all pixels of the contour through the optical flow algorithm. Although this method
needs a certain amount of manual intervention in the early stage, it can locate accurately and
obtain more measuring point displacement simultaneously.

(4) The information obtained from the combination of several points does not really reflect the
structural deformation characteristics of the bridge under different damage conditions, and the
abnormal local deformation information caused by the damage will be lost. Thus, the dense
full-field displacement information is more sensitive to the structural stiffness change.

(5) The characteristics of the linear change of the test bridge under different damage conditions
indicate a strong correlation between the damage location and degree and the linear change. The
relationship between the three can be established, and the method of amplifying the damage and
deformation characteristics and carrying out the quantification requires further study.

(6) This work is only the first exploration of the dense full-field displacement monitoring of the whole
bridge girder using NRS. It involves less in the optimization of parameters in the experiment, less
in the improvement of the algorithm and the accuracy of the algorithm, which needs to be further
studied in the future. Meanwhile, it only shows that the dense full-field displacement is more
sensitive to the damage identification, but the damage identification is not involved.
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