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Abstract

:

This paper mainly improves the visual geometry group network-16 (VGG-16), which is a classic convolutional neural network (CNN), to classify the surface defects on cement concrete bridges in an accurate manner. Specifically, the number of fully connected layers was reduced by one, and the Softmax classifier was replaced with a Softmax classification layer with seven defect tags. The weight parameters of convolutional and pooling layers were shared in the pre-trained model, and the rectified linear unit (ReLU) function was taken as the activation function. The original images were collected by a road inspection vehicle driving across bridges on national and provincial highways in Jiangxi Province, China. The images on surface defects of cement concrete bridges were selected, and divided into a training set and a test set, and preprocessed through morphology-based weight adaptive denoising. To verify its performance, the improved VGG-16 was compared with traditional shallow neural networks (NNs) like the backpropagation neural network (BPNN), support vector machine (SVM), and deep CNNs like AlexNet, GoogLeNet, and ResNet on the same sample dataset of surface defects on cement concrete bridges. Judging by mean detection accuracy and top-5 accuracy, our model outperformed all the contrastive methods, and accurately differentiated between images with seven classes of defects such as normal, cracks, fracturing, plate fracturing, corner rupturing, edge/corner exfoliation, skeleton exposure, and repairs. The results indicate that our model can effectively extract the multi-layer features from surface defect images, which highlights the edges and textures. The research findings shed important new light on the detection of surface defects and classification of defect images.
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1. Introduction


Recent years has seen a growing popularity of nondestructive evaluation (NDE) in the evaluation of infrastructural aging. One of the most promising NDE techniques for bridge defects is deep learning. This technique has various advantages: the portability of devices and the swiftness of data collection and processing. Hence, deep learning enjoys a great application potential in fast defect detection of real-world bridges.



Deep learning is an important field of machine learning [1,2]. Unlike traditional methods for image recognition, deep learning, which mimics the visual perception of humans, expresses the image features in an abstract form rather than actively establish the key features. Based on deep learning, artificial intelligence (AI) [3,4] is realized in the computing system by setting up artificial neural networks (ANNs). Below is a brief review of relevant studies on the application of the artificial neural networks (ANNs) in image classification tasks.



Gopalakrishnan et al. [5] introduced deep migration learning to detect surface cracks of roads made of hot mix asphalt (HMA) and Portland cement concrete (PCC), and observed the best detection effect on the single-layer neural network (NN) after feature training. Based on a convolutional neural network (CNN), Gulgec et al. [6] conducted finite-element simulation of cracked gusset plate connections in steel bridges, and differentiated between defected and healthy bridge samples. Wang et al. [7] proposed a CNN method based on the sliding window, which uses deep learning frameworks from AlexNet and GoogLeNet to classify bridge damages.



Chen and Jahanshahi [8] trained the CNN with the track defects in the Photometric Stereo Images Database. The defects are cavities on the track surface, which indicate further surface degradation before track breakage. Cha et al. [9] proposed an NN to classify images on bridge surfaces, and compares the expected reflection features of defected bridge surfaces and those of intact bridge surfaces. Specifically, the classical CNN is trained in a purely supervised manner, and the influence of different regularization methods is discussed including unsupervised layered pre-training and enhancement of bridge defect datasets.



Wu et al. [10] developed a CNN-based approach to detect fatigue cracks from real crack images at triangular plate joints, which are the most fatigue-prone joints of steel bridges. By this approach, the image datasets are collected from previous fatigue tests and bridge checks under uncontrolled settings. Next, the pre-trained benchmark CNN architecture on large general image datasets is adopted to transfer the deep learning features to bridge crack classification tasks. Zhang et al. [11] put forward a novel road crack detection algorithm based on deep learning and adaptive image segmentation. First, the deep CNN was trained to judge the presence of cracks in images. Then, the crack-containing images were smoothed by a bilateral filter to minimize the number of noise pixels. Lastly, the cracks were extracted from pavement through adaptive thresholding.



Pan et al. [12] designed a machine learning algorithm that adapts well to actual scenarios. Fan et al. [13] detected structural defects by machine learning. The signals were collected via nondestructive tests, and the defectiveness was evaluated based on the signals. Ding et al. [14] identified bridge cracks using Welch’s power spectrum and a generalized regression neural network (GRNN). Guan et al. [15] used a surface acoustic wave and the NN to identify pavement cracks of bridges. To determine the material damages of bridge surfaces, Yam et al. [16] identified the vibration of composite structures through wavelet transform and deep learning-based NN.



Peng et al. [17] decomposed the gray images of various roads into approximate and detailed sub-images through wavelet transform, created a feature vector based on energy features of the wavelet, and computed the gray level co-occurrence matrix (GLCM) features of detailed sub-images. Lastly, the backpropagation neural network (BPNN) was optimized, using eight characteristic parameters, and was trained to achieve the best results. Sharif Razavian et al. [18] summed up the merits of the CNN over the standard NN, which include the ability to capture the grid topology of road surfaces, the need for fewer computing iterations due to neuron sparsity and the pooling operation, and the excellent results of road defect detection.



With the aid of the CNN, Soukup and Huber-Mork [19] found the defects on railway surfaces, which enhanced the manufacturing quality of railway workpieces. Qiao et al. [20] designed a practical method to detect defects of bridge surfaces, which integrates the CNN with pattern recognition. Shang L. [21] combined image processing and the CNN to detect defects on bridge surfaces. In light of deep learning, Yang and Zhao [22] proposed a CNN-based defect detection algorithm of steel surfaces, which establishes a CNN model and datasets to extract and detect steel surface defects automatically. Prasanna et al. [23] achieved 90% detection accuracy through thousands of crack tests on bridge surfaces.



German et al. [24] integrated thresholding and template matching to measure the spalling degree of post-seismic bridges, and observed that the integrated strategy achieved 81.1% in mean accuracy and 80.2% in sensitivity on horizontally-exposed concrete. Chen et al. [25] adopted the deep NN to detect different types of defects. Four independent classifiers were trained by one or several types of bridge surface defects. The trained classifiers realized an accuracy of 79.5% and a sensitivity of 65.0%. The results fully demonstrate the classification ability of deep NN. You et al. [26] proposed a deep learning method that directly estimates bridge defects from outdoor images without relying on expensive customized sensors. Imani, M. et al. [27] proposed a Bayesian decision making framework for control of Markov Deci- sion Processes (MDPs) with unknown dynamics and large, possibly continuous, state, action, and parameter spaces in data-poor environments.Xie S. et al. [28] constructed a classification rule for nonstationary data through linear discriminant analysis (LDA), using a linear Gaussian state space model. Imani M. et al. [29] proposed an approach for finite-horizon control of partially-observed Boolean dynamical systems (POBDS) with uncertain, continuous controlled input and infinite observation space. Imani M. et al. [30] derived an optimal Bayesian estimator for damage state and parameters, and created deep learning features based on the CNN and a recurrent neural network (RNN). The CNN and the RNN were connected with shortcuts. The former captures the full view of the detection target, while the RNN mimics the transfer of human attention. The extension of the CNN to the RNN makes defect detection more accurate, which provides a novel deep learning approach in the industrial field.



Through the above analysis, this paper attempts to develop an intelligent classification system for surface defects on the cement concrete bridge. First, a complete dataset of concrete bridge surface defects was established, and the tags of seven classes of defects were set up according to the current code in China. Next, the sample images were preprocessed through morphology-based weight adaptive denoising. Lastly, the parameters of the VGG-16, which is a classic CNN, were optimized to realize intelligent identification and classification of surface defects.




2. Sampling and Image Preprocessing


2.1. Sampling


The data samples were collected by a road inspection vehicle (Figure 1) of the Highway Engineering Test and Inspection Center, Jiangxi Province, China. The vehicle drove at a mean speed of 60 km/h along the roads in Jiangxi Province, including national highways like G105, G319, and G356 and provincial highways like 219, 221, 222, and 312. A total of 600,000 concrete bridge images were taken by charge-coupled device (CCD) line-scan cameras (2048×2000 pixels) mounted on the vehicle.



Out of the 600,000 images, 40,610 images with clear features were extracted manually, according to the seven classes of defects mentioned in the current code in China (Figure 1 and Figure 2). This creates a dataset of surface defects on cement concrete bridges. The dataset contains the images in seven classes of defects, including 3000 normal images, 8090 images of cracking, 9790 images of plate fracturing, 3320 images of corner rupturing, 4180 images of edge/corner exfoliation, 6900 images of skeleton exposure, and 5240 images of repairs. From the extracted images, 90% were randomly selected and allocated to the training set, and the remaining 10% were allocated into the test set. The division between the two sets and the number of images in each defect class are shown in Figure 3.




2.2. Image Preprocessing


During the collection and transmission, digital images are affected by noises arising from camera elements and an external environment. To eliminate the noise impacts, the CNN was introduced to preprocess the collected images. Considering the difficulty in differentiating between defects, the authors developed a morphology-based weight adaptive denoising method for the collected images. The developed method integrates basic morphological transformations such as corrosion, expansion, opening, and closing operations. Several shapes were selected to characterize the seven classes of defects, and used to distinguish between the images in light of the set theory. Normally, the positive and negative impulse noises can be filtered out from the images through open and close operations, respectively. In this paper, the two operations were combined into a morphology-based open-close cascade filter (1) and a morphology-based close-open cascade filter (2).


  O C     m    x    =   m ∘ h • h      x   



(1)






  C O     m    x    =   m • h ∘ h      x   



(2)







On this basis, the structural elements with the selected shapes were combined with the adaptive weight algorithm into a composite filter (Figure 4) to preprocess the collected images.



In Figure 4, Ci is the weight of the i-th structural element and M(x) is the input image. For any image inputted, the outputs mn(X), n = 1,2,…,i of the composite filter will be provided as an output image.


  M  x  =   ∑  n = 1  i     c  i      m  n   x   



(3)







The set theory was employed to analyze each image. The morphology-based filter was selected, considering the geometric features of the target image. The purpose is to perform effective and efficient filtering of the original image without losing any information, which makes it easier for the convolutional kernel to extract features.





3. Basic Principles of Deep Learning


3.1. The CNN


The CNN is an emerging deep ANN capable of convolutional computation, which offers a representative algorithm of deep learning. Mimicking the visual perception of humans, the CNN supports supervised learning, unsupervised learning, and semi-supervised learning. Over the years, this network has been successfully applied to such fields as natural language processing, voice recognition, and image classification.



The CNN model generally consists of the convolutional layer, the pooling layer, the fully connected layer, and the Softmax classification layer. Among them, the convolutional and pooling operations can be repeated many times to optimize the filtering effect. The relatively mature CNN models include LeNet, AlexNet, GoogLeNet, VGG-16Net, and ResNet. All of them have performed well in the field of artificial intelligence (AI).



3.1.1. Convolutional Layer


There is a kernel on each convolutional layer. During the operation, the kernel processes different areas of the input image according to the preset parameters (e.g. the step length), which outputs a convoluted feature map. Through the convolutional layer, the features can be extracted from the input image through the following convolutional computing.


     y   c o n v   = F     ∑  j = 0   J = 1      ∑  i = 0   I = 1      x   a + i , d + j     w   i j   + b            0 ≤ a ≤ A , 0 ≤ d ≤ D     



(4)




where x is a 2D vector of the input image, A and D are the length and width of the 2D vector, respectively, w is the convolutional kernel, j and i are the length and width of the kernel, respectively, b is the bias of each element of the kenel,     y   c o n v     is the convolutional result, and F is the activation function.




3.1.2. Pooling Layer


After the feature extraction through the convolutional layer, the resulting feature map is transferred to the pooling layer for further feature extraction and information filtering. The common pooling methods include max pooling, average pooling, and global average pooling. The most classic method is max pooling. For instance, take a 1D 6 × 6 input matrix without padding. The max pooling with a filter size of 2 × 2 and a step length of 2 will output a 1D 3 × 3 matrix. Therefore, the feature map is reduced by half in size through max pooling, while the dimensions of the information channels remain unchanged. Figure 5 explains the max pooling method of this paper.




3.1.3. Fully Connected Layer


The fully connected layer appears at the end of the CNN. The output of convolution/pooling is flattened into a single vector of values, with each representing a probability that a certain feature belongs to a label. In this layer, each neuron is connected to every neuron in the superior layer, such that the distributed features extracted and learned in the previous layers can be mapped into the tag space. In other words, all the features previously obtained are consolidated into a unified output, which reduces the burden of subsequent classification tasks. To improve the nonlinear expression, the fully connected layer is usually activated by an activation function. Figure 6 presents the structure of a relatively simple, fully connected layer.





3.2. Activation Function


In the neural network (NN) architecture, some nonlinear functions are often introduced to activate some inputs or outputs. These functions are known as activation functions. The overlapping of these functions will improve the nonlinear fitting of the CNN. Typical activation functions include sigmoid function, tanh function, and ReLU function.



3.2.1. Sigmoid Function


The sigmoid function can be expressed by the equation below.


  f  x  =  1  1 +   e   − x      



(5)







The sigmoid function is one of the earliest and most popular activation functions. However, there are two clear defects with this function. First, this function can easily lead to vanishing gradient, which makes it impossible for neurons to accept signals or transfer weight and data. Second, the output of sigmoid function (Figure 7a) is not based on zero but the interval of [0, 1], i.e., the function always outputs positive results. Thus, the weight gradients are either all positive or all negative, which adds to the optimization difficulty.




3.2.2. Tanh Function


The tanh function expression can be expressed by the equation below.


  f  x  =     e  x  −   e   − x       e  x  +   e   − x      



(6)







As shown in Figure 7b, the tanh function controls the output within [−1, 1], which overcomes the second defect of sigmoid function and facilitates the optimization process. Nevertheless, the tanh function also faces the problem of a vanishing gradient.




3.2.3. ReLU Function


The rectified linear unit (ReLU) function can be expressed by the equation below.


    f   Re L U    x  = max   0 , x    



(7)







Compared with a sigmoid function and tanh function, the ReLU function (Figure 7c) solves the vanishing gradient and speeds up the convergence. Therefore, this function has a small error in the back-propagation process.





3.3. Transfer Learning


Transfer learning refers to transferring the acquired knowledge in a certain field to the related disciplines, which eliminates the need to restart the learning of the entire knowledge system. If applied in image classification, transfer learning mainly relocates the knowledge acquired from the training of the original task to the application of the target task.



In this paper, the surface defects of cement concrete bridges are detected based on the VGG-16. Specifically, the VGG-16 was trained on the ImageNet dataset, and the weights and parameters of the trained model were migrated to our model. Thus, our model could achieve a better detection effect on cement concrete bridges.





4. Model Construction and Experiments


4.1. Construction and Optimization of the Visual Geometry Group Network-16 (VGG-16) Model


The VGG-16 is a CNN with great strength in image classification. A typical VGG-16 consists of 13 convolutional layers and three fully connected layers. The relatively large kernels are replaced with two or three 3 × 3 kernels. Through the replacement, the nonlinear fitting ability will be enhanced, such that the same convolutional effect can be achieved with fewer parameters.



In this case, each input image is subjected to feature extraction on the convolutional layer with a step length of 1. Then, the resulting feature map received max pooling with the step length of 2 and the pooling window of 2 × 2. The planar size of the feature map was halved after max pooling. Through multiple convolutions, pooling, and ReLU activation, the half-size feature map was inputted into three fully connected layers, whose channel number was 4096, 4096, and 1000, respectively. The greater the number of channels, the lower the spatial resolution. Thus, the input image could be converted into the classification vector smoothly in terms of the dimension. Lastly, the obtained data were classified by a Softmax classifier with 1,000 tags. The proposed VGG-16 model is illustrated in Figure 8.



The VGG-16 convolutional neural network model contains a large number of weight parameters, which are trained by a large image database of ImageNet, so it has a strong ability of deep feature learning and excellent performance in image classification and target extraction detection (Figure 9). The depth of the configurations increases from the left (A) to the right (E), as more layers are added (the added layers are shown in bold). The convolutional layer parameters are denoted as“conv<receptive field size> - <number of channels>”.The rectified linear unit (ReLU) activation function is not shown for brevity.



In this paper, the principles of fine tuning and transfer learning are implemented to save cost and time of the entire network. The mature VGG-16 model and trained parameters were directly improved to recognize the seven classes of surface defects on cement concrete bridges. The improved network can be divided into convolutional, pooling, fully connected, and Softmax classification layers.



To further optimize the network performance, the ReLU function was adopted as the activation function. The three fully connected layers of the VGG-16 model were reduced into two, and the Softmax classifier with 1,000 tags was changed into a Softmax classification layer with seven tags. Through these fine tunings, the VGG-16 model can efficiently and accurately recognize the surface defects of cement concrete bridges.



Overall, our VGG-16 model has a total of 16 convolutional or fully connected layers, including five groups of convolutional layers and three fully connected layers: 16 = 2+2+3+3+3+3.




4.2. Experimental Steps


The parameters of the pre-trained VGG-16 model were migrated to the surface defect detection model for cement concrete bridges, which follows the principles of fine tuning and transfer learning. In addition, the fully connected layers and Softmax classification layer of the VGG-16 model were adjusted. Our experiments were carried out in the following steps.



	
Step 1. Inputting the surface defect samples of cement concrete bridges.






The images of the seven defect classes were randomly extracted from the database of defect samples of cement concrete bridges, and inputted as the training set.



	
Step 2. Preprocessing the input images.






The images are polluted by noises in collection and transfer. In this case, the morphology-based weight adaptive denoising method is applied to enhance the image features and eliminate the useless noises from the images. Then, the input images were scaled and cropped into the standard size of 224×*224.



	
Step 3. Constructing the surface defect model.






The multi-class logistic regression objectives were optimized through backpropagation with small batch gradient descent with momentum (Batch size: 256. Momentum: 0.9). To void overfitting, the weight attenuation was regularized (L2 penalty factor: 5 × 104) and the first two fully connected layers were discarded (discard ratio: 0.5). The learning rate was initialized as 10−2, and then reduced by 10 times when the accuracy of the test set no longer improved.



	
Step 4. Adjusting the VGG-16 model






Based on the pre-trained VGG-16 model, the three fully connected layers were reduced to two and the Softmax classifier with 1,000 tags was replaced with a Softmax classification layer with seven tags.



	
Step 5. Fine tuning and transfer learning






The pre-trained parameters of the VGG-16 were migrated to the 13 convolutional layers and pooling layers of the surface defect detection model for cement concrete bridges through fine tuning and transfer learning.



	
Step 6. Training the surface defect detection model






Before training, the momentum, learning rate, and training time were configured manually. The parameters of the first 13 convolutional and pooling layers were kept constant, and the model was randomly initialized to obtain the initial loss. The model was then iteratively optimized through error backpropagation and gradient descent, which aims to train the parameters of the subsequent two fully connected layers and the Softmax classification layer with seven tags. The optimization was terminated until the value of the loss function reached the minimum. At the termination, the weights and biases of the model were optimal, which correspond to the best modelling effect.



	
Step 7. Testing the surface defect detection model






The remaining images of the seven defect classes were extracted from the database and used to verify the established surface defect detection model. The accuracy and efficiency of the model were tested through the steps in Figure 10.





5. Experimental Results and Analysis


Our experiments were carried out on a computer with an NVIDIA GeForce MX130 GPU, an Intel Core i7-8550U CPU (4 cores and 8 threads), two 4GB DDR3 memories. The computer runs on Windows 10. The improved VGG-16 model for surface defect detection was trained, tested, and simulated on Matlab2018a.



5.1. Model Training Strategy and Test Analysis


The selected training set was divided into several small batches for training. The stochastic gradient descent and error backpropagation were adopted to solve the negative gradient of each sub-training set and to adjust the model parameters continuously such as to iteratively optimize the model. Through the optimization, a VGG-16 model with good detection performance of surface defects was obtained. The size of the sub-training set, momentum, number of iterations, initial learning rate, and the adjustment factor of the learning rate were set to 100 images, 0.8, 4,000 times, 100 interations, and 0.88, respectively. Figure 11 displays the original image and the images in each step of pre-processing. The final results are provided in Figure 12.




5.2. Comparative Experiments


To verify its performance, the proposed model was compared with traditional shallow NNs like the backpropagation neural network(BPNN) and support vector machine (SVM) and deep CNNs like AlexNet, GoogLeNet, and ResNet on the same sample dataset of surface defects on cement concrete bridges.



With relatively few layers, the shallow NNs are good at solving simple problems. However, the functions of the shallow NNs do not have enough expression ability to tackle complex real-world problems. By contrast, deep CNNs provide excellent tools for complex problems, but their robustness varies from problem to problem.



Therefore, the above contrastive models and our model were trained and tested at the same ratio between training and test samples. All the models were tested under the framework of Matlab2018a. The results of these models are compared in Table 1.



As shown in Table 1, deep NNs clearly outperformed shallow ones in the detection of surface defects on cement concrete bridges. Among the deep NNs, our model achieved better detection results than AlexNet, GoogLeNet, and ResNet. Hence, our model is highly suitable and robust for detecting the surface defects on cement concrete bridges.





6. Conclusions


This paper mainly develops a surface defect detection model for cement concrete bridges based on transfer learning and the convolutional neural network (CNN). The collected images were preprocessed by a morphology-based weight adaptive denoising method. The VGG-16, which is a classic CNN, was fine-tuned by reducing the three fully connected layers into two and making the Softmax layer with seven tags as the final classification layer. The fine-tuned model was trained and tested with characteristic images of seven classes of defects including normal, cracks, fracturing, plate fracturing, corner rupturing, edge/corner exfoliation, skeleton exposure, and repairs. Lastly, our model was compared with other NNs, using the same ratio between training and test sets. The comparison demonstrates the excellence of our model in defect detection, generalization, and robustness.
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Figure 1. Road inspection vehicle. 
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Figure 2. Sample images and seven defect classes. 
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Figure 3. Number of images in each defect class. 






Figure 3. Number of images in each defect class.



[image: Applsci 10 00972 g003]







[image: Applsci 10 00972 g004 550] 





Figure 4. The composite filter for image preprocessing. 
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Figure 5. The max pooling process. 
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Figure 6. The structure of the fully connected layer. 
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Figure 7. Geometric diagram of typical activation functions. (a) Sigmoid function. (b) Tanh function. (c) ReLU function. 
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Figure 8. Visual geometry group network-16 (VGG-16) transfer learning model. 
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Figure 9. Structure of our visual geometry group network-16 (VGG-16) model. 
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Figure 10. Experimental flow. 
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Figure 11. The original image and the images in each step of pre-processing. (a) Original image. (b) Preprocessed image. (c) Convolutional layer. (d) rectified linear unit (ReLU) 1-1. (e) Max pooling layer 1-1. (f) Fully connected layer 1. 
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Figure 12. The accuracy and loss of the model. 
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Table 1. Comparison of the six models on surface defect detection.






Table 1. Comparison of the six models on surface defect detection.





	Recognition Model
	Normal
	Cracks
	Plate Fracturing
	Corner Rupturing
	Edge/

Corner Exfoliation
	Skeleton Exposure
	Repairs
	Mean Accuracy
	Top 5- Accuracy





	BPNN
	59.72
	60.01
	57.65
	61.23
	58.96
	60.82
	58.75
	59.59
	70.68



	SVM
	61.54
	62.37
	60.23
	64.58
	61.66
	64.39
	61.36
	62.30
	80.56



	AlexNet
	79.32
	81.51
	78.31
	82.96
	79.89
	81.65
	82.16
	80.83
	92.32



	GoogLeNet
	78.46
	84.65
	80.24
	83.61
	80.52
	80.88
	81.53
	81.41
	95.49



	ResNet
	81.64
	84.99
	80.55
	84.02
	81.64
	81.36
	81.65
	82.33
	97.85



	Our model
	82.98
	84.96
	81.06
	84.67
	83.03
	85.45
	84.17
	83.76
	98.96











© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).






media/file13.jpg





media/file4.png
i g

M ‘
T P T I Sea4 10050 1 1 Berane
-, ! . i
MALLEPUIRE AL PP R0 PR T IR L0010 1 R . 13T °
e T o B P
Tt R 4 win’h

v,g:%: '
i

i
i

-
- Had
m I'

:
;

i

; (h) Class name

a) :Normal
b) :Cracking

(
g (
| (c) :Plate fracturing
§| (

(

d) :Corner rupturing
e) .Edge/corner

exfoliation

(f) :Skeleton exposure
(g) :Repairs






media/file18.png
ConvNet Conﬁguration

A A-LRN B C D E
11 weight 11 weight 13 weight 16 weight 16 weight 19 weight
| lavers layers layers layers layers layers
mput (224 x 224 RGB image)
conv3-64 conv3-64 conv3-64 conv3-64 conv3-64 conv3-64 10 .
LRN conv3-64 conv3-64 conv3-64 conv3-64 | 3x3 conv. 512 |
maxpool [ 3x3 conv, 512 |
conv3-128 conv3-128 conv3-128 conv3-128 conv3-128 conv3-128
conv3-128  conv3-128  conv3-128  conv3-128 |_3x3 conv, 512 |
maxpool ~ Pool
conv3-256 conv3-256 conv3-256 conv3-256 conv3-256 conv3-256 I 3x3 conv. 512 I
conv3-256 conv3-256 conv3-256 conv3-256 conv3-256 conv3-256
conv1-256 conv3-256  conv3-256
conv3-256 | 3x3 conv, 512 |
maxpool Pool
conv3-512 conv3-512 conv3-512 conv3-312 conv3-512 conv3-512
conv3-512 conv3-512 conv3-512 conv3-512 conv3-512 conv3-512 M
convl-512 conv3-512 conv3-312
conv3-512 | [T Pool
e
conv3-512  comv3-512  comv3-512  comv3-512  comv3-512  conv3-512 2 conv, 178
conv3-512 conv3-512 conv3-512 conv3-512 conv3-512 conv3-512
convl-512 conv3-512  conv3-512 | Pool
convd-512 | 3x3 conv, 64 |
maxpool
FC-4096 I 3x3 COIIVi 64 I
FC-4096 | Input |
FC- 1000
soft-max VGGI16

convs-3
convs-2

conv-1

conv4-3
conv4-2

conv4-1

conv3-2

conv3-1

conv2-2

conv2-1

convl-2

convl-1





media/file21.jpg





media/file3.jpg
(n) Class name

(@) Normal
(b) Cracking
(c) Plate fracturing
(d) Corner rupturing
(e) Edge/corner

§|  exfoliation

Skeleton exposur
(9) Repairs






media/file22.png
- n -
A o] s e
— f -
= - ' — -~ "
~ ~=i. =g
. e ey
‘0’” . - . | 3 | = A
N =
A s DS
- S 2
qﬁb - v Tty e 4| -
s — f | ]
2
-~ o = B
= = Lo
= o N =
Z SRR Yy
-
e ol o
o~ = e
- —— -
- P -U.-' - &”4
. s vuf gy
- r
v = :
. 1 5 P :
=% gt
= ’I' ]
= — .1‘1vh.u~
—_- { 3 .w‘*~ 34, Y 1
Oy 3 L L) o " -
( - LB — -
N, 3 it o b o i
e el L] > | . e

k4]

|
T.vlu.ﬂuuqﬁ —— ﬁf!.lbl”\l ha s o~






media/file19.jpg





media/file7.jpg
e

c






media/file10.png
1D matrix

Max pooling with a filter size

of 2% 2 and a step length of 2 .
ak

o
\%





media/file14.png
.6

0.6

F 10

f =10

(c)

e

k.





media/file11.jpg
NN i
X7 ifﬂ\\‘?{?f‘}\}y}/,‘
AR

W

&t'l”,

¢ LY

e N

W@y e By

IO W X

S AN /‘Q\v‘,&» ’9(, )

; | A0 LR
s {

N /5

Hidden layer





media/file6.png
9000

8000

7000

6000
% 00
g 5000

4000
3
b,_ 3000 e
2 2000

1000

0 . . : _— .
Normal Cracking Plate fracturing Corner rupturing  Edge/corner exfoliation  Skeleton exposure Repairs

W Training set 2700 7281 8811 2988 3762 6291 4716
MW Testing set 300 809 979 332 418 699 524

mTOTAL 3000 8090 9790 3320 4180 6990 5240





media/file15.jpg
242203 20246

(7 Convolution + ReLu
() Max pooling

(7 Fullycomnected-+ReLU
() Softmax





nav.xhtml


  applsci-10-00972


  
    		
      applsci-10-00972
    


  




  





media/file16.png
224x224x3 224%224x6

112¥112x128

56x56x256
28x28x512 TxTx512
14x14x512 1x1x4096  1x1x7

@ Convolution + ReLu

@ Max pooling
@ Fullyconnected +ReLU

@ Softmax






media/file2.png





media/file20.png
Dataset of
surface defect
images on cement
concrete bridges

Training set of
surface defect
images in 7
defect classes

Inputting

e

\J

Pre-processing

Test set of

surface defect

images in 7
defect classes

I

l

Surface defect
detection model

l

Trained surface
defect detection
model

Convolutional
lavers

=
Pooling
lavers

7

Fullv connected
lavers

Softmax
classification

\J

lavers

Outputting the
detection
results

Softmax
classifier with
7 tags

Softmax
classifier
with 7 tags

Model
parameters

VGG—-16
network
mode 1

l

Transfer
learning
VGG-16

model

A

Trained
VGG-16
mode ]

ImageNet

Replacement

2 fully
connected
lavers






media/file23.jpg





media/file5.jpg





media/file24.png
b

=]

=3
I

) ko'bﬁ‘

j n‘l‘r‘"-‘ J

80
™ Final
80
70
£ w0
>
o
£ =0
8
< a0
30
20
.
10 -
Epoch 1 Epolch 2 Epoch 3l Epoch 4 Epoch 5 | Epoch 6 Epth 7
0 B
0 200 400 600 800 1000
Iteration
2
15 «‘l
2 yi )
o : |
= w“ \‘I‘l| \
05 St 5 ol - ‘ 5
v g " ') 1 T - » FI l
| ' : ll"l‘ " v "r \ )"‘W""* A -
5 Epoch 1 Epoch 2 Epoch 3, Epoch 4 i Epoch v Epoth 6 ‘ 'Eppch
0 200 400 600 800 1000

Iteration

Validaton accuracy 83.76%
Training finished Met validation crtenon
Training Time
Start time: 2019-04-30 17 .47 .00
Elapsed time 157 min 21 sec
Training Cycle
Epoch 7 of 200
Reration 1125 of 32400
Rerations per epoch 162
Maxrmum ferations 32400
Validation
Frequency: 3 iterations
Patience 100
Other Information
Hardware resource Single GPU
Leaming rate schedule Constant
Leaming rate 0.0001
u Learn more
Accuracy
Training (smoothed)
e Training
- - -® - - Validaton
Loss
Training (smoothed)
Training
- = -@ - - Validaton





media/file1.jpg





media/file12.png
\\"

V
A t\‘ y{”
u

\'/

.Q

" '//

1' {\\\

V//’

\\‘v};\\
.‘&

Qo
\oo &

‘ l l 61
'I‘ "l,“
A\\ S

“

\\ /)

Hidden layer

................





media/file9.jpg
1D matrix

Max pooling with  filersize
f2%2 and a step length of 2






media/file0.png





media/file8.png
C1






media/file17.jpg
‘ComNet Configuration
A ALRN B c D E
Twewht | Uwesht | Dwesht | 1oweht | 1owemht | Dwesht
vers byers yers ayers yers bvers
oput (224 % 224 RGB mage)

o6l comi6l  comi6l  comd6i  comd6l  comi6l

LRN  comvd64  comi6i  comi6i comi6i

‘maxpool
Comi IR com1B  condiB  cowd 1B comd 1B comiin
com3138 _comdI8  comdi8 com3i2

maxpool
ComiT6  comiZ6  comdlSh  comd2S6  comil6  comilse
com32%6  comB2%6  com32S6  comd 26 comd256  comd256
comv1256  comv3256  com3256
com3.256

maxpool
ComAS comdS  comdSl  comdSIZ  comdSIE  comaSn
com3S2 comBS2  com3SI2 comdSI2  comdSI2  comdS12
comv1S12 com3SI12  com3S12
com3512

maxpool
iz comiS2  comdS  comdSl2  comdsi
comdS2 comdS2 com3S1  comdSI2  comdSI2
conviSI2 com3SI2 comdS12
com3512

“maxpool

FC-4096

FC4096

FC_1000

softma

5
1

coms3
coms2
coms-1

coma3
coma2
coma-1

com32
com3-1

com22
com2-1

com1-2
coml-1





