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Abstract: According to the literature review performed, there are few methods focused on the study
of qualitative and quantitative variables when making demand projections by using fuzzy logic and
artificial neural networks. The purpose of this research is to build a hybrid method for integrating
demand forecasts generated from expert judgements and historical data and application in the
automotive industry. Demand forecasts through the integration of variables; expert judgements and
historical data using fuzzy logic and neural network. The methodology includes the integration of
expert and historical data applying the Delphi method as a means of collecting fuzzy date. The result
according to proposed methodology shows how fuzzy logic and neural networks is an alternative for
demand planning activity. Machine learning techniques are techniques that generate alternatives for
the tools development for demand forecasting. In this study, qualitative and quantitative variables
are integrated through the implementation of fuzzy logic and time series artificial neural networks.
The study aims to focus in manufacturing industry factors in conjunction time series data.

Keywords: demand forecasting; machine learning; fuzzy logic; artificial neural network

1. Introduction

The definition of supply chain is used to include activities the flow of goods from the suppliers
to the final consumer [1]. There are many factors affect supply chain performance [2]. Some of the
most important factors that affect the companies performance are the decisions made based on the
planning and the demand forecasting process, because they are processes in which various areas of the
companies are based on [3].

This document focuses on the conflicts that arise from suppliers to consumers when incorrect
sales projections are generated. That is, to avoid a poor forecast, planners need to integrate activities
related to transport, transformation and distribution of goods through good collaboration in the supply
chain [4].

One of the effects of poor planning is the well-known whip effect that distorts the flow of materials
along the supply chain channel [5]. This is reflected in the excessive supplying and obsolescing
therefore the costs of each of the participating organizations increase.

Therefore, collaboration between the different areas of the company is an indispensable part
for proper business administration, which results in effective decision making. However, a bias is
generated when only one variable is considered in the preparation of the forecast, for example using
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only sales data. Because of this, an inadequate demand projection arises resulting in additional costs
and operational inefficiencies [6].

Today, demand forecasting is a planning activity that includes new analytical tools that add to
the known traditional methods. Some of the traditional methods are moving averages, weighted
average, smoothing and exponential regression and other novel approaches such as Walsh—Fourier
techniques [7]. The methods mentioned above are added techniques derived from the principles
of artificial intelligence such as artificial neural networks, fuzzy logic, big data, among other new
mathematical techniques. [3,8]. On the other hand, there are also qualitative techniques that consist
of the empirical interpretation of future sales. Finally, current managers make decisions taking
into account more than one methodology. Concluding that by applying two or more tools for
decision-making it would be possible to increase efficiency in the planning process [9].

In addition, it is important to mention that the judgement issued by the experts discriminate
against any type of mathematical method in the qualitative field, this allows generat projections that
are adjusted according to intuition and evaluated in the same way [10]. This type of projection has the
ability to generate high levels of certainty in the planning process because the expert requires better
results than those obtained only with mathematical tools.

In summary, traditional techniques combined with new techniques become increasingly important
in modern decision-making processes. Therefore, the use of mathematical and statistical models
combined with tools that allow the integration of historical sales data with other relevant information.
With this, sales projections can be generated for future periods, reducing forecast errors and generating
more efficient decision and operational processes [11].

In this research, a fuzzy inference system is used to forecast the demand for light vehicles in the
automotive industry. This model incorporates environmental factors that change the level of sales
as input and demand as output. This paper is organized as follows: Section 2 presents a literature
review of statistics and artificial intelligence techniques for forecasting in the supply chain. Section 3
explains the proposed methodology that integrates different techniques in the demand projection
model based on the fuzzy inference system. Section 4 describes the application of the model in the
industrial automotive industry. Finally, Section 5 presents the conclusion.

2. Literature Review

This section,literature review, is made up of the analysis of research surveys, the review of fuzzy
logic methods and the explanation of artificial neural networks. With this, the main tools implemented
in the proposed methodology are documented; such as the use of surveys and the application of fuzzy
logic and artificial neural networks.

2.1. Expert Judgements

The data generated in the organizations are indispensable in the planning process, this information
can contribute to generate adequate decisions for the commercial activities and provides support to
the supply chain as long as they are analyzed correctly. Surveys are the most used tools for data
collection, which are popular in areas and sectors such as the health, social and industrial sector [12–14].
The opinion in the medical sector has gained great relevance through the application of surveys to
patients as they support a variety of research. Through this tool the data are standardized and
homogenized [15,16].

Also, the surveys have also been applied in the social sector, focused on the study of population
and government, allowing to generate information that can be used to take decisions [17]. In the
same way they are applied in the business sector, focused on the analysis and seeking the opinions
convergence [18].

Opinion-based collaboration also improves supply chain management and improves production
orders, activity planning and decision making. Otherwise, a unique opinion does not always go
well and generates bias by having only one perception. Through the combination it is possible



Appl. Sci. 2020, 10, 829 3 of 16

to improve the planning process. The combination of perspectives helps enrich any task, address
more environments and generate better approaches. For instance, [19] introduce a new approach of
forecasting using a multi-criteria decision making (MCDM) model which integrates quality and cost
type attributes.

In addition to the above mentioned, new technologies have been increasingly relevant in
the planning process. These technologies can be carried out in the collection of information,
telecommunications systems and artificial intelligence [20,21].

2.2. Fuzzy Logic

Fuzzy logic is a technique applied to the study of data sets belonging to different classifications or
segments, allowing the study of relationships to different segments. In addition, fuzzy logic has been
widely applied in the areas of fuzzy controller engineering, among other [22].

Diffuse logic is applied in different areas under study as a means of smoothing. That is, it reduces
abrupt changes to generate smooth action curves. There are different methods in fuzzy logic, Mamdani
and Sugeno are the most used. These are composed of four fundamental stages, fuzzyfication,
background evaluation, aggregation and defuzzyfication [23].

The fuzzy logic technique in the planning process is also applied as a adjustment means.
The methodology proposed by [24] contemplates the seasonal variables study, perception and
competition as dynamic axes in the forecast. While the work elaborated by [25] envisages the
fuzzy logic application as a adjustment means in the planning sector in electric energy consumption
of Colombia, based only on the data of demand. In addition, the work developed by [26] also
contemplates the development of electrical energy through the application of means C. It has also been
applied by [27] in the stock market, with the aim of integrating environmental variables to adjust the
dynamic behavior, this research considers the behavior of oil and market values.

2.3. Artificial Neural Network

Since demand forecasting is a topic widely studied by academia and industry, the application
of traditional techniques combined with artificial intelligence (AI) has been considered. Some of
the related AI techniques are artificial neural networks, fuzzy logic, genetic algorithms,
among many others.

The classical methods implementation is commonly derived from the certainty generated in
the predictions process. The work developed by [28], proposes the prediction methods integration
with application in psychology, statistics and administrative sciences. On the other hand, [29]
include integration collection techniques in times series and judgements of experts and [30] propose
a forecasting methodology integrated by expert judgements and quality components, combining
qualitative and quantitative forecasts at the same level or simultaneous action and establishing an
entry to this type of model.

Artificial intelligence techniques have acquired great relevance in sales projection. Artificial
intelligence techniques applied in the forecast of supply chain demand through multilayer neural
networks and evaluation of learning algorithms have been one of the most popular applications.
For example, in the multilayer perceptron artificial neural network presented by [31], the forecasted
demand is made up of historical data and applies a backpropagation learning (BPN) rule, which shows
its effectiveness.

In addition, artificial neural networks have been implemented in the prediction of demand by [32],
in their work traditional methodologies are developed with a focus on the historical data of the textile
industry. In addition, the research conducted by [33] makes the comparison of traditional mathematical
techniques and statistics with the results of the artificial neural network and [34] propose an approach
for comparison in evolutionary artificial neural networks by integrating genetic algorithms.

Access to the use of new technologies also allows the development of new methods for forecasting
demand. These are fed through the study of qualitative variables that are weighted to understand the
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environmental and quantitative factors that are commonly known as historical data, billing, or sales.
For example, the work of [32] studies the integration of statistical techniques and the opinions of
experts. Its objective is to unite different tools to improve your certainty.

Research made by [35] replicates an adaptive neuro fuzzy inference system (ANFIS) implementing
the method to develop a forecast approach that integrates quantitative and qualitative variables.
The experts’ data are processed by hybrid artificial neural networks with fuzzy logic integrated.

The new techniques allow to integrate different tools, from qualitative and quantitative variables
such as mathematical models that allow to generate projections with greater certainty in organizations
and in their supply chains.

2.4. Forecasting in Supply Chain

Demand planning is one of the most important tasks in the supply chain management.
This process is integrated by decisions supported in mathematical and statistical tools.

In companies, the logistics department is also responsible for monitoring the demand, distribution,
and management processes of the necessary resources [36]. One of the tasks it performs is to seek to
meet service levels and keep low the operational costs through effective strategies. In the literature it is
found that mathematical and statistical techniques such as mobil averages, exponential smoothing,
and regression are the most popular ones [3,37]. These methods are feed with the sales, billing, and
storage database. The data generated are analyzed and using in classic or hybrid forecasting tools [38].

As mentioned before, demand forecast is an essential activity in supply chain management. One of
the lacks at the time of applying the methods is to contemplate a single qualitative or quantitative
environment. The proposed method seeks to integrate these variable types and reduce bias [39].

3. Proposed Model

In this paper, it is proposed the incorporation techniques of fuzzy logic and artificial neural
networks, fed by the information obtained from surveys. The demand forecast is one of the problems
generated from information or inefficient methods and required improvement. Changes in demand
levels do not conform to historical values on most occasions. The objective is to adjust demand
projections when projected values do not contemplate a disruptive change in the industry [40].
Therefore, the use of artificial intelligence techniques can generate more robust alternatives in new
demand forecasting integrating more than one historical variable.

This project is made from the experts’ opinions; this is achieved through the information gathering
tools. As mentioned before, there is a wide variety of tools focused on gathering information, the Delphi
method generates quality information and it allows for convergence in opinions through consensus
perspectives [9]. The data collected are transformed by fuzzy logic numerical values based on the
convergence of opinions and then it is implemented in a time series artificial neural network.

In the work produced by [35] a fuzzy artificial neural network application for forecasting demand
is proposed. This system has a learning process of the artificial neural network based from the fuzzy
rules. By other side, the work developed by [41] integrates experts’ judgement combining genetic
algorithms and neural networks.

The proposed method consists of an approach made from three steps. The first one is gathering
information that is recollected by the Delphi method which allows obtaining objective information
through expert consensus. The next step, the data processing—in this step the experts’ opinions are
transformed by applying an artificial neural network combining with fuzzy logic. The fuzzy logic
allows softening the opinions and behavior on weighted data. Finally, the system integrates the
information and generates a demand forecast, see Figure 1.
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Figure 1. Proposed model.

3.1. Expert Judgements (Delphi Method)

Gathering information by surveying experts in the area it is the first stage of the proposed
methodology. This activity has as objective to generate information from the experts point of view,
due to having a better perspective of the factors that affect the demand behavior. This activity is carried
out through the application of surveys applying the Delphi methodology [42,43].

Information gathering by implementing this methodology is to conduct a series of successive
surveys. The study consists of three stages. Through the application of this type of studies it seeks that
opinions converge. A key characteristic is the feedback process by experts through clear tendencies
examples. By means of graphs it manages to illustrate the behavior of the experts. In this way,
the methodology seeks to provide feedback and contribute to the opinion convergence. The analysis of
results should be performed by applying basic statistical tests such as average, median, and mode. It is
noteworthy that the group of experts in research must be integrated between 7 and 30 persons [43–45].

Before carrying out this step, it is important to identify the variables to study for experts to
contribute to the selection of them. This is done by a preliminary survey that facilitates the collection
of variables with the greatest impact on the demand behavior.

Also, it has to be determined the features of the same instrument such as structure, elements to be
analyzed, validation, testing, and Cronbach’s alpha . This activity can be done by a specialist in the
surveys preparation [46,47]. By collecting data from experts, the variables are weighted. That is, it has
to be established a range in each of the variables that must be weighted by the experts. Then, through
the convergence level, the quality of the information is evaluated.

Therefore, it is possible to reflect the behavior of the demand and this stage concludes with
the weighting of variables. Subsequently, the analysis is performed through machine learning and
fuzzy logic [48].
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3.2. Information Softening (Fuzzy Logic)

The next stage is composed by the construction of the fuzzy logic mechanism that develops and
characterized inputs of the weighted values of each variable. All this, to determine the degree of impact
to the demand levels. Into this study is proposed the Mamdani fuzzy method. This technical usually
applied in fuzzy controllers and these mechanisms are applied in different industries to improve the
performance of systems with the aim to reduce sudden changes and to soften their impacts. [22,49].

Some parameters that are evaluated in this study method are the range, the type of membership
function, the discourse universe and building scenarios [50]. This is generated from rules with
operators AND and OR:

• If x is A1 and y is B1 then z is C1.
• If x is A2 and y is B2 then z is C2.

The membership function considers the behavior of the variables [49]. Because it is required
a suitable tool with capacity for precision and interpretation and that generates an automatic data
derivation while incorporating of human expert knowledge. Beside, it integrates numerical and
symbolic processing into a common scheme, fuzzy linguistic models are considered as tools that have
these capabilities. Therefore this study proposes to apply the Mamdani method [51,52].

Mamdani Method

This methodology contemplates the analysis of the opinions of the experts, through this method
it is sought to measure the impact on the level of demand. It is a tool implemented in a wide variety of
investigations due to its simplicity and the results generated. It is structured in four stages: background
evaluation, conclusions, aggregation of conclusions, and defuzzification.

Evaluate the preceding for each rule (input fuzzyfication). It corresponds to the evaluation of
the input variables. These entries are assessed by rankings and membership functions that follow
a particular trend. These functions can be smooth or abrupt depending on the study. At this stage,
they are experimented with different input values and the variation in each rule behavior is interpreted
as in the Equation (1), the Gaussian membership function, it is a soft function, seeking to minimize
abrupt changes in the level of demand.

µAh(x) = exp

{
−
(

x − mh
σh

)2
}

(1)

Obtain each rule’s conclusion. The background evaluation allows to generate consequents that
correspond to the results of the study of the fuzzy rules. This can study two or more variables to which
the type of diffuse AND operator is applied, which contemplates the minimum values according
to [53]. This is represented in the Equation (2).

µAuB = min [µA(x), µB(x)] (2)

Aggregate conclusions. This process aims to unify results. The output rules are combined to
obtain a result as a consequence cut resulting from the output variable. The development of the method
corresponds to the integration of the set of consequents of the total fuzzy rules. Aggregation is the
overall integration of fuzzy values through unification, the goal is to generate only one.

Defuzzyfication. The final result of this method corresponds to the output value. There are
different defuzzyfication methods. The area center method (COA) is one of the most commonly used
defuzzification methods, which is also known as the centroid method. This method determines the
center of the fuzzy set area and returns the corresponding crisp value. The sums center method (COS)
and the maximum mean method are two alternative methods in defuzzification [54]. For convenience,
in this study the centroid is used, Equation (3) [55–57].
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centroid =
∑b

x=a µA(x)x

∑b
x=a µA(x)

(3)

Once the fuzzy values are obtained, the next stage is to execute the time series artificial neuronal
network. Through this machine learning technique, it allows to integrate the factors and the
historical data.

3.3. Time Series Artificial Neural Network

The network inputs include the variables obtained in the Delphi method and the fuzzy inference
system. In addition, this contemplates the standardized information. That is, to homogenize the values
that are integrated into the network database [58]. Also, some of the parameters to contemplate in the
network construction are the inputs number, topology, number of neurons for each hidden layer and
the output values [59].

The mathematical interpretation network is represented in the following way, input value xj,
weights values wij , bias values bi and output value yi, as in the Equation (4).

yi = φi

(
n

∑
j−1

wij xj + bi

)
(4)

with i = 1, ..., h activation function of the neuron i is represented as φi. This represents the operations
performed between the input layer and the hidden layer, while the relationship that saves the hidden
layer and output layer is calculated as the Equation (5).

ys = φs

(
h

∑
i−1

wsi yi + bs

)
(5)

with s = 1, ..., g. In the training process different algorithms are proposed to the experimentation. Also,
it is important to mention that this can be modified based on the results obtained from what stands out
the algorithms Levenberg–Marquardt (TRAINLM) and scaled conjugate gradien (TRAINSCG)[60,61].

3.4. Nonlinear Autoregressive Neural Network with External Input

The application of artificial neural networks can generate future data reflecting the historical data
trend. The projection of the demand allows generating future data and it is an essential activity in the
organizational planning process. It is an activity that is usually done using mathematical and statistical
techniques. It also generates hybrid models that integrate different machine learning techniques with
classical methodologies.

Make forecasts are made by some mathematical technologies, among them the perceptron
multilayer, feed forward or nonlinear autoregressive neural network or in its variant with inputs
in parallel. One of the main features is the recursive process in which past values are taken in the future
prediction. There are two variations; normal projection one-step without performing the recursion or
openloop and multi-steps in which a feedback loop or closeloop is established [62–64]. Another feature
in the type of network is recurrence, while the feedback is adjusted and trained with the output values.

The NARX application is characterized to incorporate two or more vectors, two types of sigmoid
and linear functions. This network type is broken down from the ARX [65]. The application of the
NARX type network is characterized to incorporate two or more vectors, two types of sigmoid and
linear functions that are trained by the output values. The application of the proposed methodology is
then performed.
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4. Application

Incorporating expert judgements is an essential investigation. The treatment is carried out with
the use of Matlab Toolbox through the use of Fuzzy logic Designer and Time Series Neural Networks
with the result to generate forecast demand in the automotive industry.

4.1. Delphi Method Application

Delphi method is a technique applied in the variables analysis phase and experts’ opinion
gathering. It consists in the application of an instrument with open questions. This technique is
characterized by anonymity, opinions convergence and consecutive application:

• Anonymity: This feature seeks to minimize the exchange of views among experts consulted. It is
understood how to limit the bias in its valuation.

• Interaction and continuous feedback: continuous development activity, the application consists of
a questionnaire to be analyzed and the feedback is aimed at improving its evaluation.

• Heterogeneity: It is a characteristic applicable to different types to profiles that maintain direct
relation with the study phenomenon.

• Statistical work: It is the activity that consists of basic statistics techniques of central tendency,
data normality and correlation [42].

The collecting expert judgements is an indispensable part in demand planning process.
The opinions correspond to the expert valuation from the experience and these variables are assessed
directly related to market behavior. This section is integrated in three stages. First, it corresponds to the
expert committee conformation. Second, the questionnaires application is done with the corresponding
feedback, this activity is carried out between two or three times. Third, the analysis of the information
is carried out.

This stage consists of the evaluation of a dependent variable that corresponds to the demand and
an independent variable in study and the objective is to evaluate some variables that have influence on
sales. Some of them are described below [35]. Some representative variables in the planning process:

• Interest-rate. The car purchase is motivated by large number of financial institutions, the level of
interest is high impact factor in sales performance.

• Gross domestic product. National growth is a representative indicator that maintains direct
connection with the vehicles sales, decreasing this can generate notes or record damages to the
automotive sector.

• Inflation. Purchasing power is directly related to the value of the currency and is measured by the
inflation factor which is represented as the ability to purchase certain good.

• Mexican currency. Corresponds to the currency value referring to the United States currency,
this variable is directly represented in the national exchange of goods.

The factors identification is the Delphi method objective, the next stage includes the analysis of
these variables with respect to the automotive demand.

4.2. Fuzzy Analysis

The Mamdani method application contemplate the implementation AND and OR operator,
therefore the antecedent’s relation both in whole is evaluated. These are also known as
independent variables.

Fuzzy logic aims to establish dependency relationships between variables, this tool can implement
an indefinite variable set. Also, the attributes of each set, the coherence and the behavior. In addition
to this activity, They are done through Matlab 2015 in its Fuzzy Logic Designer Toolbox application.
it is chosen for development and implementation activities.

An important part of the fuzzy process is the construction of rules. These should reflect the
expert’s opinions, through this process it is possible to develop a decision analysis of demand, as it’s
shown in the following fuzzy rules [66].
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• Interest-rate is A and GDP is B and inflation is C and USA/MXN is D then is Z.
• Interest-rate is A or GDP is B or inflation is C or USA/MXN is D then is Z.

The fuzzy mechanism construction is used in the fuzzy logic designer toolbox application using
the Matlab software. This includes four variables such as antecedents and demand consequently.
This study has the capacity to add four or more antecedents that affect the demand, as shown in the
Figure 2. It is also important to mention that the purpose of the rules is evaluating four antecedents
and generate one consequent.

Figure 2. Fuzzy mechanism.

In addition, fuzzy mechanism elaboration contemplated the rules construction that integrate each
one of the selected variables, the membership function is chosen that reflects the demand behavior and
reflects its decision boundaries and the triangular membership function is chosen.

The membership functions construction contemplates the discussion universe values, in other
words, maximum and minimum levels, besides this may be integrated by a membership functions set
and may have specific characteristics, as show in the Figure 3.

Figure 3. Fuzzy construction.

The decision behavior can be represented in a clear graphic way. The three coordinates choices
represent the demand level, it evaluates the demand projections without the need to carry out the
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Delphi methodology once that the fuzzy mechanism itself is carried out, which already contains the
expert’s perception.

Once the study of weighted variables has been done, numerical values can be obtained through an
established convergence of all experts. Through this tool, the creation of projections from the opinion is
simplified. Therefore, people who work in a planning area can integrate more information more easily.
The system allows to evaluate fuzzy relationships when the behavior of the variables increases or
decreases, as shown in the Figure 4, and this allows to forecast demand values from the fuzzy values,
as shown in the Table 1.

Figure 4. Fuzzy rules.

Table 1. Demand forecasting.

Input Output

Date Interest rate GDP Inflation USA/MXN Demand

2018/01 13.15 1.2 5.55 18.60 205,000
2018/02 13.15 1.2 5.34 18.84 202,000
2018/03 13.15 1.2 5.04 18.16 206,000
2018/04 13.15 2.6 4.55 18.71 360,000
2018/05 13.19 2.6 4.51 19.91 413,000
2018/06 13.19 2.6 4.65 19.91 413,000
2018/07 13.90 2.5 4.82 18.64 400,000
2018/08 13.90 2.5 4.90 19.08 400,000
2018/09 13.24 2.5 5.02 18.71 400,000
2018/10 13.24 1.7 4.90 20.33 266,000
2018/11 13.32 1.7 4.70 20.40 266,000
2018/12 13.32 1.7 4.80 19.64 266,000
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This research integrates more than a qualitative data variable, in other words, they are represented
as factors that influence the demand for behavior. Through the Matlab 2015 Toolbox application and
the use of neural net time series 2.2.21, both types of information can be integrated; expert judgements
and historical data. The sales projection for a future period is generated by integrating the market
behavior perceived by the experts.

4.3. Qualitative and Quantitative Data Integration Using Narx

Forecasting demand is a fundamental activity in the planning process, this support the entire
supply chain, from suppliers to marketing and consumption. Companies tend to use tools applied to
generation the future sales projections through the past data implementation with the aim of generating
possible future values. It is usually used mathematical techniques and classical statistics and even
some hybrid methods such as ARIMA among the most used.

The proposed methodology is contemplated the artificial neural networks application that belongs
to the machine learning area that derives from computer science. This can be understood as the
mathematical aspect inspired by the human being learning processes. These tools are have countless
applications, from the pattern analysis processes or classification to the projection’s generation. This is
widely applied in the planning process and they go on to generate relevant results for the people who
manage the companies.

Study envisages integrating two variables in the process forecasting the demand. First variable
corresponds to the historical data, the sales records, billing, production, etc., and the second are the
staff working opinions with fuzzy logic. This study that includes two input variables is chosen the
implementation of NARX that was derived from the structure ARX with the modification activation
function types non-linear, as show in the Figure 5 [67].

Figure 5. Integration of historical data and experts judgements in ARX, external variable.

This tool can generate projections to one or more future periods. This network is also characterized
by integrating two activation functions, linear and non-linear, as show in the Figure 6.

Figure 6. Integration of historical data and experts judgements in NARX, closed-loop network.



Appl. Sci. 2020, 10, 829 12 of 16

This application can be made to a future period, in which historical data are implemented.
Multiple periods are also projected when the neural network is closed-loop in which they are trained
with output values, as show in the Figures 6 and 7.

Figure 7. Integration of historical data and experts judgements in NARX, predict one step ahead.

The final methodology stage includes the integration of the data obtained from the fuzzy analysis
Table 2 and the historical sales records that includes 168 periods, from 2005 to 2018 corresponding to
the data from [68]. The data are processed using X/Xmax.

The study included experimentation through a nonlinear autoregressive network with exogenous
inputs (NARX) and Nonlinear autoregressive (NAR) neural network and holt statistical model from
which the following results are obtained.

The information implementation from different sources allows generating a robust, flexible and
adaptable tool to changes, as show in the Tables 3 and 4. This research shows that NARX allows
that fuzzy analysis is integrated and make appropriate adjustments in the weightings and training,
this allows to generate an efficient forecast with low error level.

Therefore, the methodology is capable of generating a tool that contributes to the work plan in
organizations and individual suppliers. It is important to say that the tools focused mainly on a single
variable, also the new technologies allow the application of hybrid tools in a wide variety of industries.

Table 2. Historical data.

Data Variables

Historical ... 0.80, 0.86, 0.87, 0.77, 0.93, 0.92, 0.77, 0.98, 0.84, 0.97, 0.90, 0.62.

Variables ... 0.50, 0.49, 0.50, 0.87, 1.00, 1.00, 0.97, 0.97, 0.97, 0.64, 0.64, 0.64.

Table 3. Models NARX and NAR: scaled conjugate gradient.

NARX NAR

Input layer 2 Input layer 2
Hidden layer 10 Hidden layer 10
Output layer 1 Output layer 1
Activation function tansig Activation function tansig
Training algorithm trainscg Training algorithm trainscg
Interactions 16 Interactions 13
MSE 0.0070 MSE 0.071
Correlation 0.9882 Correlation 0.9215
Max-error 6 Max-error 6
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Table 4. Comparative results.

Performance models

Modelo MAD MAPE MSE
NARX 17,661 8 561,742,971
NAR 16,446 8 584,297,989
Holt 23,359 12 996,544,938

5. Discussion and Conclusions

Managing the supply chain is a complex activity and maintains great relevance. The flow products
control in organizations are complex because the demand for products is not predictable in its entirety.
This generates conflict in the supply, production, inventories, and distribution levels [1]. The new
technologies allow contributing in the administrative processes in the organizations, making it possible
to analyze robust information sets through the soft-computing systems.

There are many computer systems that support decision-making and these allow the development
and demand planning with greater certainty as enterprise resource planning (ERP) and material
requirements planning (MRP) and customer relationship management (CRM) [69,70]. It is important to
mention that these systems do not guarantee the bias elimination in demand forecast because they are
people the administer them and the information systems not always information generated adequate.

Forecast of demand is an activity it is supported in computer systems and this do not always
adhere to the dynamic reality of the market and its sudden fluctuations [38]. Therefore people
experience becomes relevant because they have a perception from another prospective. it can identify
variations with suppliers or customers in advance or by implicit signals. These signals can be used in
order to generate more efficient planning.

Derived from the biases generated when making decisions based on numerical data are that it is
decided to propose a methodology that integrates expert judgements, fuzzy logic, and artificial neural
network of time series [71]. Some reasons why proposed this methodology:

• This methodology is possible to identify variables that are not reflected in the planning and
supply chain management.

• Integrate expert judgements through tools that presently offer advantages to developing new
planning and prediction strategies by analyzing variables.

• Planning is one of the activities that help to control the products flow in an appropriate way,
mitigating the error and the losses in order to minimize the risk.

• The uncertainty on markets the requires new strategies to be efficient in the demand planning
process through new artificial intelligence technologies.

Planning process is one of the activities with greater relevance, through the proposed methodology
is contemplated the integration the qualitative and quantitative variables contributing in decision
making in the dynamic markets and it allows to have better reaction to changes and increase visibility
in the supply chain.

Some considerations that must be taken in the collection information. In other words, the validated
data and the applied questionnaires must be evaluated. This is achieved through an adequate analysis
by applying statistical measures. Also, in the process of fuzzy logic applied, fuzzy rules construction,
operator type and membership function as an essential part of the study should be considered in
principle. In other words, use the functions that recognize study properties. In addition, the artificial
neural network must consider the percentages of training, test, validation.

For future work, it is expected to apply the Sugeno method and the adaptive neuro fuzzy inference
system (ANFIS) to assess performance by comparing the methods applied in different real scenarios.
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