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Abstract: In this paper, we propose a new sparse channel estimator robust to impulsive noise
environments. For this kind of estimator, the convex regularized recursive maximum correntropy
(CR-RMC) algorithm has been proposed. However, this method requires information about the
true sparse channel to find the regularization coefficient for the convex regularization penalty term.
In addition, the CR-RMC has a numerical instability in the finite-precision cases that is linked to the
inversion of the auto-covariance matrix. We propose a new method for sparse channel estimation
robust to impulsive noise environments using an iterative Wiener filter. The proposed algorithm does
not need information about the true sparse channel to obtain the regularization coefficient for the
convex regularization penalty term. It is also numerically more robust, because it does not require the
inverse of the auto-covariance matrix.

Keywords: mathematical models of digital signal processing; digital filtering; maximum correntropy;
impulsive noise; sparse channel estimation

1. Introduction

In many signal processing applications [1–4], we find various sparse channels in which most of
the impulse responses are close to zero and only some of them are large. In recent years, many kinds
of sparse adaptive filtering algorithms have been proposed for sparse system estimation, including
recursive least squares (RLS)-based [5–9] and least mean square (LMS)-based algorithms [10–14]. It is
generally known that RLS-based algorithms have faster convergence and less error after convergence
than LMS-based algorithms [15]. However, there are fewer RLS-based than LMS-based algorithms.
Among these, the convex regularized recursive least squares (CR-RLS) proposed by Eksioglu [6] is a
full recursive convex regularized RLS like a typical RLS.

While the aforementioned algorithms typically show good performance in a Gaussian noise
environment, their performance deteriorates in a nonGaussian noise environment such as an impulsive
noise environment. Recently, the maximum correntropy criterion (MCC) [16–19] has been successfully
applied to various adaptive algorithms robust to impulsive noise. Current studies in robust sparse
adaptive methods have resulted in the development of CR-RLS-based algorithms with MCC [20,21],
and showed strong robustness under impulsive noise. However, CR-RLS used in [20,21] is not
practical when determining the regularization coefficient for the sparse regularization term because
CR-RLS [6] needs information about the true channel when calculating the regularization coefficients.
In addition, MCC CR-RLS algorithms (so called convex regularized recursive maximum correntropy
(CR-RMC)) [20,21] include the inversion of the auto-covariance matrix, which is linked to the numerical
instability in finite-precision environments [15].

The recursive inverse (RI) algorithm [22,23] and the iterative Wiener filter (IWF) algorithm [24]
have recently been proposed. RI and IWF have the same structure besides a step size calculation. They
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perform similarly to the conventional RLS algorithm in terms of convergence and mean squared error,
without using the inverse of the auto-covariance matrix. Therefore, RI [22,23] and IWF [24] can be
considered algorithms without the numerical instability of RLS.

This paper proposes a sparse channel estimation algorithm robust to impulse noise using IWF
and maximum correntropy criterion with l1-norm regularization. The proposed algorithm includes
a new regularization coefficient calculation method for l1-norm regularization that does not require
information about true channels. In addition, the proposed algorithm has numerical stability because
it does not include inverse matrix calculation.

In Section 2 of this paper, we derive the new algorithm using IWF. In Section 3, we provide
simulation results that show the performance of the proposed algorithm. In Section 4, we note
our conclusions.

2. MCC l1-IWF Formulation

In the channel estimation problem, we assume that at time instant n the observed signal y(n)
is the result of the input signal x(k) sequence passing through the system wo = [w0, · · · , wM−1]

T in
the M-dimensional finite impulse response (FIR) format. Especially, in the sparse channel estimation
problem, we assume that the system response w is sparse.

In the adaptive channel estimation, we apply an M dimensional channel w(k) to the same
dimensional signal vector x(k), estimate an output ŷ(k) = xT(k)w(k), and calculate the error signal
e(k) = y(k) + n(k) − ŷ(k) = ỹ(k) − ŷ(k), where y(k) is the output of the actual system, ŷ(k)
is the estimated output, and n(k) is the measurement noise. Especially, the measurement noise
is nonGaussian.

To estimate the channel in nonGaussian noise, we define an MCC cost function with exponential
forgetting factor λ shown in (1) [20,21] and minimize it adaptively.

minimize
ŵ(n)


n∑

m = 0

λn−m exp

−
(
y(m) − ŵ(n)Tx(m)

)2

2σ2

,s.t.
∥∥∥ŵ(n)

∥∥∥
1 ≤ c

, (1)

where ŵ(n) = [ŵ0(n), · · · , ŵM−1(n)]
T, x(m) = [x(m), x(m− 1), · · · , x(m−M + 1)]T, λ is a forgetting

factor, and
∥∥∥ŵ(n)

∥∥∥
1 ,

∑M−1
k = 0

∣∣∣ŵk(n)
∣∣∣. The Lagrangian for (1) becomes

J(ŵ(n),γ(n)) = ζ(ŵ(n)) + γ(n)
(∥∥∥ŵ(n)

∥∥∥
1 − c

)
, (2)

where ζ(ŵ(n)) =
n∑

m = 0
λn−m exp

(
−
(y(m)−ŵ(n)Tx(m))

2

2σ2

)
, and γ(n) is a real-valued Lagrangian multiplier.

We minimize the regularized cost function to find the optimal vector in the same way that IWF was
derived [24].

The regularized cost function is convex and nondifferentiable; therefore, subgradient analysis
replaces the gradient. When denoting a subgradient vector of f at ŵ with ∇s f (ŵ), the subgradient
vector of J(ŵ(n),γ(n)) with respect to ŵ(n) can be written as follows:

∇
s J(ŵ(n),γ(n)) = ∇ζ(ŵ(n)) + γ(n)∇s

(∥∥∥ŵ(n)
∥∥∥

1

)
. (3)

Hence, for the optimal ŵ(n) minimizing J(ŵ(n),γ(n)), we set the subgradient of J(ŵ(n),γ(n)) to
0 at the optimal point. When evaluating the gradient ∇ζ(ŵ(n)), we can derive a gradient vector as (4).

∇
s J(ŵ(n),γ(n)) =

1
σ2

(Φ(n)ŵ(n) − r(n)) + γ(n)sgn(ŵ(n)) = gn, (4)
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where e(n) = y(n)− ŵ(n)Tx(n), Φ(n) =
n∑

m = 0
λn−mx(m)x(m)T = λΦ(n− 1)+ exp

(
−

e(n)2

2σ2

)
x(n)x(n)T,

r(n) =
n∑

m = 0
λn−my(m)x(m) = λr(n− 1) + exp

(
−

e(n)2

2σ2

)
y(n)x(n), and ∇s

(∥∥∥ŵ(n)
∥∥∥

1

)
= sgn(ŵ(n)) [6].

Using Equation (4), we can obtain the update expression for ŵ(n) as (5).

ŵ(n + 1) = ŵ(n) − µn∇
s J(ŵ(n),γ(n)) = ŵ(n) − µngn (5)

To get the step size µn, we find the µn that minimizes exponentially averaged a posteriori error
energy, J(ŵ(n + 1),γ(n)), where a posteriori error is e(n) = y(n) − ŵ(n + 1)Tx(n).

∇µ J(ŵ(n + 1),γ(n)) = − 1
σ2 ŵ(n + 1)T

Φ(n)gn +
1
σ2 r(n)Tgn − γ(n)∇

s
(∥∥∥ŵ(n + 1)

∥∥∥
1

)T
gn

� − 1
σ2 ŵ(n + 1)T

Φ(n)gn +
1
σ2 r(n)Tgn − γ(n)∇

s
(∥∥∥ŵ(n)

∥∥∥
1

)T
gn

= − 1
σ2 ŵ(n + 1)T

Φ(n)gn +
1
σ2 r(n)Tgn − γ(n)sgn(ŵ(n))Tgn.

(6)

Substituting Equation (5) into Equation (6), we get

∇µ J(ŵ(n + 1),γ(n)) = −
1
σ2 ŵ(n)T

Φ(n)gn +
1
σ2µngT

n Φ(n)gn +
1
σ2 r(n)Tgn − γ(n)sgn(ŵ(n))Tgn. (7)

To find µn, we set ∇µ J(ŵ(n),γ(n)) = 0, and

µn =

1
σ2

(
ŵ(n)T

Φ(n) − r(n)T
)
gn + γ(n)sgn(ŵ(n))Tgn

1
σ2 gT

n Φ(n)gn
= σ2 gT

n gn

gT
n Φ(n)gn

(8)

We have to derive regularization coefficient γ̂(n) such that
∥∥∥ŵ(n + 1)

∥∥∥
1 = c, i.e., the l1-norm

of vector ŵ(n + 1) is preserved at all time steps of n. This can be represented by a flow equation in
continuous time-domain in [25].

∂
∥∥∥ŵ(t)

∥∥∥
1

∂t
=

∂
∥∥∥ŵ(t)

∥∥∥
1

∂ŵ


T
∂ŵ
∂t

=
(
∇

s
∥∥∥ŵ(t)

∥∥∥
1

)T ∂ŵ
∂t

= 0. (9)

Using a sufficiently small interval δ, the time derivative in (9) can be approximated as

(
∇

s
∥∥∥ŵ(t)

∥∥∥
1

)T ∂ŵ
∂t
�

(
∇

s
∥∥∥ŵ(n)

∥∥∥
1

)T (ŵ(n + 1) − ŵ(n))
δ

= 0. (10)

Using (5) and (6), (10) becomes

sgn(ŵ(n))T(ŵ(n + 1) − ŵ(n)) = sgn(ŵ(n))T(−µngn) = 0. (11)

and
sgn(ŵ(n))T

( 1
σ2 Φ(n)w(n) −

1
σ2 r(n) + γ(n)sgn(ŵ(n))

)
= 0. (12)

The regularization coefficient γ̂(n) obtained from Equation (12) is as follows.

γ(n) = −
sgn(ŵ(n))T(Φ(n)w(n) − r(n))

σ2sgn(ŵ(n))Tsgn(ŵ(n))
. (13)
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On the contrary, CR-RMC algorithm in [20] uses the same regularization coefficient as that in [6].
The regularization coefficient is shown in (14)

γ̂(n) = 2

tr(Φ−1(n))
M

(∥∥∥ŵ(n)
∥∥∥

1 − ρ
)
++sgn(ŵ(n))T

Φ−1(n)ε(n)

σ2
∥∥∥Φ−1(n)sgn(ŵ(n))

∥∥∥2
2

, (14)

where ε(n) = w̃(n) − ŵ(n) and w̃(n) is the solution to the normal equation, Φ(n)w̃(n) = r(n).
In (14), the regularization coefficient has the parameter, ρ. In [6] and [20], the parameter was set as
ρ = f (wtrue) = ‖wtrue‖1, with wtrue indicating the impulse response of the true channel. There was
no further discussion about how to set ρ. We summarize the algorithm in Table 1.

Table 1. Summary of the l1- iterative Wiener filter (IWF).

Initialization: Φ(0),r(0),ŵ(0), σ2.

For n = 1 . . .

Φ(n) = λΦ(n− 1) + exp
(
−

e(n)2

2σ2

)
x(n)x(n)T

r(n) = λr(n− 1) + exp
(
−

e(n)2

2σ2

)
y(n)x(n)

γ(n) = −
sgn(ŵ(n))T(Φ(n)w(n)−r(n))
σ2sgn(ŵ(n))Tsgn(ŵ(n))

gn = Φ(n)ŵ(n) − r(n) + γ(n)sgn(ŵ(n))

µn =
gT

n−1gn−1

gT
n−1Φ(n)gn−1

ŵ(n + 1) = ŵ(n) − µngn

end

3. Simulation Results

In this section, we compare the sparse channel estimation performance between the proposed
algorithm and the convex regularized recursive maximum correntropy (CR-RMC) [20]. In addition,
the numerical robustness of the proposed algorithm is compared with that of CR-RMC in the
finite-precision environments.

3.1. Estimation of Sparse Channels

In this experiment, we showed the sparse system estimation results. The simulation was performed
under the same experimental conditions in [6]. The true system parameter wo had an order of M = 64.
Out of the 64 coefficients, there were S nonzero coefficients. The nonzero coefficients were placed
randomly, and the values of the coefficients were drawn from a N(0, 1/S) distribution. The impulsive
noise is generated according to the Gaussian mixture model [26]

pv = (1− pr)N
(
0, σ2

1

)
+ prN

(
0, σ2

2

)
(15)

where N
(
0, σ2

i

)
(i = 1, 2) denote the Gaussian distribution with zero-mean and variance σ2

i . The pr

denotes the occurrence probability of the Gaussian distribution with variance σ2
2, which usually is

much larger than σ2
1 so as to generate the impulsive noises. The zero-mean Gaussian distribution with

variance σ2
1 generated the background noise, and the zero-mean Gaussian distribution with variance

σ2
2 (usually σ2

2 � σ2
1) generated the impulsive noise with the probability pr. In this experiment, we set

the variance of σ2
1 to 0.01 and generate the input signal so that SNR keeps 20dB. The other parameters

were set as σ2
2 = 500 and pr = 0.01.

We compare CR-RMC [20] using the true system response information and the proposed algorithm
using a regularization factor that did not use the true system response. It also included the results of
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the MCC-RLS [27] and the conventional RLS without considering impulsive noise and sparsity. For the
performance evaluation, we simulated the algorithms in the sparse impulse response for S = 4, 8, 16, 32.

Figure 1 illustrates the mean standard deviation (MSD) curves. The results show that the estimation
performance of the proposed algorithm is similar to that of CR-RMC using the regularization factor
referring to the true system impulse response. As expected, the conventional RLS produced the worst
MSD in all cases.

Figure 1. Steady state MSD for S = 4, 8, 16, 32 (-�-: the proposed algorithm, -◦-: convex regularized
recursive maximum correntropy (CR-RMC), -�-: maximum correntropy criterion (MCC)- recursive
least squares (RLS), solid line: conventional RLS without considering impulsive noise and sparsity):
(a) S = 4, (b) S = 8, (c) S = 16, (d) S = 32.

Figure 1 confirms that, without a priori information about the true system impulse response,
the proposed regularization factor works similarly to that of the regularization factor in CR-RMC using
the true system impulse response information.

3.2. Numerical Robustness Experiment

In this experiment, we showed the proposed algorithm to be numerically more robust than
CR-RMC in the finite-precision environments. We performed channel estimation with finite precision
by quantization to show the numerical robustness [28]. The round-off error from the quantization with
finite bits was accumulated and propagated through the inverse matrix operation of Φ(n), and, finally,
explosive divergence occurred [15,28]. To illustrate this, we repeated numerical stability experiments,
decreasing the quantization bit from 32 bits by 1 bit to find the quantization bits that started numerical
instability in each algorithm while comparing and verifying the performance for the case of S = 4 and
S = 16. In addition, the rest of the setup for the experiment was the same as Experiment 3.1.

Figure 2 shows the results of comparing the performance of the proposed algorithm and CR-RMC
in terms of MSD with different numbers of quantization bits. Figure 2a,b shows the results when
quantized to 32 bits. In this case, we can observe that the proposed algorithm as well as CR-RMC
converges normally as Figure 1a,b. Figure 2 shows the results of comparing the performance of
the proposed algorithm and CR-RMC in terms of MSD with different numbers of quantization bits.
Figure 2a,b shows the results when quantized to 32 bits. In this case, we can observe that the proposed
algorithm as well as CR-RMC converges normally as Figure 1a,b. Figure 2c,d shows the quantization
results for 16 bits. In 16 bits, CR-RMC started numerical instability. Compared with the results of
Figure 2a,b, it can be observed that quantized CR-RMC diverges due to the cumulative effect of the error
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of quantization noise. Figure 2e,f shows the quantization results for 11 bits. In 11 bits, the proposed
algorithm also started numerical instability. If we consider the level of quantization error with signal to
quantization noise ratio (SQNR), SQNR (dB) = 1.76 + 6.02 × bits [29], CR-RMC is stable at above 98.08
dB in SQNR. The proposed algorithm is stable at above 67.98 dB in SQNR. In other word, the proposed
algorithm has 30.1 dB gain in numerical stability compared to CR-RMC.

Figure 2. Results of numerical robustness experiment (-�-: the proposed algorithm, -x-: CR-RMC):
(a) S = 4 case quantized by 32 bits; (b) S = 16 case quantized by 32 bits; (c) S = 4 case quantized by 16
bits; (d) S = 16 case quantized by 16; (e) S = 4 case quantized by 11 bits; and (f) S = 16 case quantized by
11 bits.

The experimental results confirm that the proposed algorithm is numerically more robust
than CR-RMC.

4. Conclusions

In this paper, this paper have proposed a sparse channel estimation algorithm robust to
impulse noise using IWF and MCC with l1-norm regularization. The proposed algorithm includes a
regularization factor calculation algorithm without any requirement for a priori knowledge about the
true system response. The simulation results show that the proposed algorithm works similarly to
the CR-RMC algorithm with a regularization factor referring to the true system response information.
In addition, simulation results show that the proposed algorithm is more robust against numerical
error than the CR-RMC algorithm.
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