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Abstract: Line segments are common in urban scenes and contain rich structural information.
However, different from point-based reconstruction, reconstructed 3D lines may have large
displacement from the ground truth in spite of a very small sum of reprojection error. In this work,
we present a method to analyze the uncertainty of line reconstruction and provide a quantitative
evaluation of accuracy. A new minimal four-vector line representation based on Plücker line
is introduced, which is tailed for uncertainty analysis of line reconstruction. Each component
of the compact representation has a certain physical meaning about the 3D line’s orientation or
position. The reliability of the reconstructed lines can be measured by the confidence interval of
each component in the proposed representation. Based on the uncertainty analysis of two-view
line triangulation, the uncertainty of multi-view line reconstruction is also derived. Combining the
proposed uncertainty analysis with reprojection error, a more reliable 3D line map can be obtained.
Experiments on simulation data, synthetic and real-world image sequences validate the feasibility of
the proposed method.
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1. Introduction

Recovering 3D structure from 2D images captured from different views is an important
and basic task of computer vision. Benefited from point feature detectors and descriptors, the
point-based reconstruction received major attention. However, line segments are common in urban
scenes and provide more intuitive structural information. Though more complicated than point
reconstruction, line construction is meaningful for urban and poorly-textured scenes. Recently, line
segments are widely applied to structure from motion [1–4], SLAM systems [5–10], visual odometry
algorithms [11,12], mapping [13–16] and modelling [17]. Compared with point reconstruction, line
reconstruction suffers from much more severe degeneracy [18]. Lines coplanar with two camera centers
cannot be determined by triangulation these two observations. Lines that are close to the epipolar plane
can be poorly localized even with a large baseline and a small reprojection error. In 3D reconstruction,
reprojection error has always been a golden rule to evaluate the accuracy of reconstructed points of
lines. In general cases, the setting threshold on reprojection can reject poorly reconstructed lines from
wrong matches. However, small reprojection error does not guarantee a well-reconstructed line in
nearly-degenerate cases and fails to provide a numerical evaluation of direction or location accuracy
of the line in 3D. When cameras are mounted on a car and move along the road, many lines on the
buildings along the road are approximately coplanar with camera motion. It is necessary to analyze
the uncertainty of the reconstructed lines to distinguish those lines that are badly reconstructed with a
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high probability. In this work, we focus on uncertainty analysis of 3D line reconstruction and intend to
provide a numerical evaluation of the reconstruction accuracy, with which a more reliable line map
can be obtained.

1.1. Related Work

Degeneracy and map culling in 3D line reconstruction. Spatial lines can be reconstructed from
observations with known poses and further can be used to determine the poses of new cameras.
Different from triangulation for points, line segment correspondences between two views do not
have any geometry constraints. The line can be solved uniquely by intersecting two projection planes.
We can’t measure the accuracy by reprojection error as in two-view triangulation for 3D points.
Using more observations and minimizing the sum of reprojection errors in all observed images is
a convention of estimating a spatial line. To make things worse, degeneracy for line triangulation
is far more severe than for point triangulation [18]. In degenerate cases, lines will be reconstructed
with large uncertainties. To deal specifically with the degeneracy, the detected line segments that
are nearly-aligned (≤10º) with the epipolar line were labeled as degenerated cases in [13] and [19].
Ref. [17] avoided degeneracy by measuring the distance between the reconstructed 3D line and the
camera baseline. Ref. [20,21] detected degenerate cases by measuring the angular span of all projection
planes’ normal vectors. However, these methods specify degeneracy by setting thresholds on some
parameters with personal experience.

Small reprojection errors and large baselines do not guarantee a well-reconstructed line. Most
of the existing line reconstruction work does not consider the degeneracy specifically. To get a
reliable line map, lines seen from less than three viewpoints or in less than 25% of the frames from
which they were expected to be seen were discarded in [6]. In Hofer’s series of work on 3D line
reconstruction [14,16], clustering approaches [22,23] were applied to generate the final line-based 3D
model. Ref. [15] proposed to eliminate outliers by line grouping, a representative line was estimated
for each group and these lines that do not form a group with at least one other line were discarded. In
the group-based methods, some lines that are no outliers but different 3D lines are merged into one
line. Though effective to some extent, these methods generally need sufficient observations to ensure a
good line thus not suitable for limited views. Many poorly localized lines will present in the final line
map if we simply set a threshold on the reprojection error. Subsequent motion estimation and mesh
generation will suffer from these badly reconstructed lines.

Uncertainty of 3D reconstruction. Uncertainty is a common criterion used to measure the
reliability of estimations. The estimation and propagation of uncertainty have been well studied
mathematically [18,24]. The uncertainties of reconstruction parameters can be obtained by propagating
the uncertainties of input parameters, i.e., detected features in images. Depth uncertainty of point
reconstruction has been well-studied [25–29]. Recently, [30] proposed an efficient algorithm for
uncertainty propagation which works with large scale 3D reconstruction. In comparison, the research
on the uncertainty of line reconstruction is much less. Ref. [31] analyzed the stereo line reconstruction
and demonstrated that a line can be more accurately reconstructed as an intersection of two planes
than reconstructing pair of endpoints. To be more general, [32] presented a performance analysis of
reconstructing a 3D line from two arbitrary perspective views. A spatial line was represented by three
direction cosines and a point on the line. Inverse perspective equations were derived to describe 3D
line error. Simulation experiments were conducted to illustrate the effect of multiple factors on errors in
line reconstruction. Ref. [33] analyzed error generation and propagation in a multilayer feature graph
including line segments, and used them as observation error models in the extended Kalman filter.
Uncertainty of 2D line segment extraction in images and 3D line segment extraction by RGB-D sensors
are investigated. A 3D line reconstruction using uncertain projective geometry was proposed in [34].
The results need to be improved because only geometry information is used. Although a series of
qualitative measures have been proposed to achieve better reconstruction, quantitative measurements
of line reconstruction accuracy are still missing.
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Representations of 3D lines. The widely adopted representation methods of spatial lines can
be divided into two types according to the number of parameters: the linear over-parametrization
and the nonlinear minimal four-parameter [2]. The linear over-parametrization representations are
suitable for expressing transformation and projection, while the nonlinear minimal four-parameter
representations are more favorable for nonlinear optimization. For the first type, a 3D line can be
represented by two endpoints [5–8], the closest point and direction [35], pair of points or pair of
planes [18], or Plücker lines [12,19,36–38]. For the nonlinear minimal four-parameter representations,
a 3D line was represented by the intersection of two certain planes in [39], then lines parallel to both
planes can not be represented. The orthonormal representation of spatial lines was proposed in [1].
There is no internal gauge freedom in the orthonormal representation thus well-suited for optimization.
Ref. [10] utilized the orthonormal representation to deal with parameter redundancy in the backend
of visual SLAM. In [2], the Plücker lines were transformed into four-vector by Cayley transform [40]
to automatically guarantee that the parameters of lines satisfied the Plücker constraints. In both
methods, spatial lines are represented in other spaces or by relation with other spaces, the orientation
and location are expressed indirectly. Ref. [41] proposed to use two angles and a 2D coordinates
to represent a 3D line. Two angles were used to indicate the direction of the line in 3D space. The
location was indirectly indicated by a 2D coordinates on the plane that passes through the origin
and is perpendicular to the direction. For the special case in [21], a 3D line on the reference frame
is parameterized by an angle to specify the direction and a variable λ to specify the location on the
projection plane.

Redundant spatial line representation methods are not suitable for uncertainty analysis.
The redundancy in the representation leads to singular covariance matrices and thus there is no
proper probability density function (PDF). Besides, a 3D line has four degrees of freedom, hence it is
not easy to visualize the uncertainty by the confidence region. As we know, the confidence region of a
one-dimensional variable is a one-dimensional interval, the confidence region of a two-dimensional
variable is a two-dimensional ellipse, and the confidence region of a three-dimensional variable is a
three-dimensional ellipsoid. Variables with dimensions greater than four are more difficult to visually
represent their confidence regions. In order to intuitively visualize the uncertainty and easily evaluate
the reliability of the reconstruction line, we expect a minimal spatial line representation that meets two
conditions: uses non-redundant form to represent the direction and position of the line in three-space;
each component corresponds to a motion type of the line in three-space, then the uncertainty can be
interpreted as confidence interval lengths of all components.

1.2. Contributions

In this paper, an uncertainty analysis method for line reconstruction is proposed to provide
a quantitative evaluation of reconstruction accuracy. The proposed uncertainty analysis is able to
distinguish poorly reconstructed lines resulting from line triangulation under insufficient effective
ego-motion. Based on the Plücker line representation, a minimal four-vector line representation
is proposed. In the proposed representation, each component has a clear physical meaning that
describes orientation or position of the line in 3D. The uncertainty of a spatial line can be easily
visualized by representing the direction and position with two parameters, respectively. The reliability
of an estimated line is interpreted as the confidence interval of every component. Based on the
uncertainty analysis of two-view triangulation, the uncertainty analysis can be extended to multi-view
line reconstruction. The lines that have a large probability of being inaccurately reconstructed can
be rejected by uncertainty rejection. The feasibility of the proposed uncertainty analysis method
is validated by experiments on simulation data. The application in map-culling of the proposed
uncertainty analysis is tested on synthetic and real-world dataset, experimental results show that a
more reliable 3D line map can be obtained by incorporating the reprojection error and the proposed
uncertainty analysis in outlier rejection.
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2. The Proposed Method

In this section, a detailed description of the uncertainty analysis of 3D line reconstruction is
presented. It is a wise choice to use different representations according to stages of line reconstruction.
In this work, the Plücker line representation is applied in projection and triangulation. A 3D
line is computed in Plücker coordinates and then converted into the proposed line representation
for uncertainty estimation and analysis. Spatial line representation and triangulation in Plücker
coordinates are introduced in Section 2.1. A minimal spatial line representation is introduced
in Section 2.2. The relationship between the proposed line representation and the Plücker line
representation is introduced in Section 2.3. The uncertainty estimation and visualization of two-view
line reconstruction are described in Section 2.4. Based on the two-view triangulation, Section 2.5
introduces the uncertainty update of multi-view 3D line reconstruction.

2.1. Notations on 3D Line Representation and Triangulation in Plücker Coordinates

In this paper, we use the derivation of a Plücker line representation based on two given 3D points
X0 and Y0 described in [42]:

L(X0, Y0) =

(
Y0 − X0

X0 × Y0

)
=

(
Lh
Lo

)
. (1)

The first part Lh is homogeneous and indicates the direction of the line. The second part Lo is the
normal of the plane defined by X0, Y0 and the origin, we can conclude that:

LT
h Lo = LT

o Lh = 0. (2)

A Plücker line is represented by two three-vectors: L = (m; d), while d denotes the direction and
m denotes the momentum, corresponding to Lh and Lo, respectively.

As derived in [19], the projection constraint equation of lines in Plücker coordinates is:

([
ni

c
]
× Ri

wc −(ni
c)

Tti
wcRi

wc

)(m
d

)
= 03×1, (3)

where [·]× denotes the skew-symmetric matrix of a three-dimensional vector, ni
c denotes the normal

vectors of projection plane in the i-th camera coordinate system, Ri
wc and ti

wc denote the rotation and
translation from the i-th camera coordinate system to the world coordinate system, respectively.

2.1.1. Two-View Line Triangulation

As illustrated in Figure 1, a 3D line L = (m; d) is projected to two cameras. Ow − XYZ denotes
the world coordinate system. C1 and C2 are camera centers. Let R1

wc and t1
wc be the rotation and

translation from camera 1 to the world coordinate system, R2
wc and t2

wc be the rotation and translation
from camera 2 to the world coordinate system. p1

s , p1
e , p2

s and p2
e are the normalized homogeneous

endpoints of the detected line segments in two images, respectively. n1
c and n2

c are the normal vectors
of projection plane in respective camera coordinate system: n1

c = p1
s × p1

e , n2
c = p2

s × p2
e .

When L is projected to camera i, we can derive the constraint between m and d:

Sim = (ni
c)

Tti
wcd, (4)

where Si = (Ri
wc)

T [ni
c
]
× Ri

wc is a skew-symmetry matrix defined by the pose of camera i. mTd =

mTSim/((ni
c)

Tti
wc) = 0, which satisfies the Plücker constraint. Given two different observations from
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C1 and C2(the line passing C1 and C1 should not be parallel to the direction of motion), we can solve
the Plücker line by:

d =
(R1

wcn1
c )× (R2

wcn2
c )

|(R1
wcn1

c )× (R2
wcn2

c )|
m = (ATA)−1ATb

, (5)

where:

A =

(
S1

S2

)
6×3

, b =

(
(n1

c )
Tt1

wcd
(n2

c )
Tt2

wcd

)
6×1

. (6)

Figure 1. A 3D line is projected to two cameras. The line can be determined by intersecting two
projection planes.

2.1.2. Multi-View Line Reconstruction in Plücker Coordinates

Multiple observation constraints can be simply stacked to solve a Plücker line by linear equations.
Given n observations of the line with {Ri

wc, ti
wc, ni

c}, i ∈ {1, 2, . . . , n}, the constrain equations can be
written as: 

[
n1

c
]
× R1

wc −(n1
c )

Tt1
wcR1

wc[
n2

c
]
× R2

wc −(n2
c )

Tt2
wcR2

wc
...

...
[nn

c ]× Rn
wc −(nn

c )
Ttn

wcRn
wc


(

m
d

)
= 03n×1. (7)

The least-squares solution of the Plücker line L = (m; d) can be found by decomposing the left
matrix using Singular Value Decomposition(SVD).

2.2. A New Minimal Spatial Line Representation Tailored for Uncertainty Analysis

We expect a spatial line representation method that satisfies the following characteristics:
a minimal four-vector representation whose direction and position use two parameters respectively;
each parameter corresponds to a clear physical meaning of the line in three-dimensional space, and it
can be intuitively imagined how the spatial line moves as each parameter changes.

A three-dimensional unit direction vector can be mapped as a point on the unit sphere, which
in turn can be represented by a spherical coordinate of two dimensions. In addition to direction, the
distance from the origin to the line is also an important attribute of the line. By fixing the direction and
the distance to the origin, we can get a set of spatial lines. This set of lines are all tangent of a 3D circle
in space, as illustrated in Figure 2. By specifying a point Pc on the circle, a spatial line can be uniquely
determined. The position of Pc on the circle can be represented by an angular interval with the length
of 2π.
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Figure 2. Specify a certain line by vs and α. The lines with fixed direction d and distance ml to the
origin are all tangent of a circle(colored in red) with a radius of ml . A point Pc on the circle corresponds
to a certain line.

In this paper, we propose to represent a spatial line L by (θ, φ, ml , α). θ and φ are used to describe
the direction in the spherical coordinate system:

d(θ, φ) = (sin θ cos φ, sin θ sin φ, cos θ)T. (8)

Figure 3 illustrates how the line direction varies with θ and φ. ml denotes the distance between
the line and the origin. As showed in Figure 2, a spatial line with fixed direction and distance to the
origin can be determined only if the point Pc is specified. At the same time, Pc is the closest point
from the origin to the line. To specify the position of Pc, we define an artificial intermediate variable
vs which is perpendicular to the direction vector d and passes the origin. Then vs is coplanar with
the red circle in Figure 2. The rotation from vs to OPc is defined by an angle α about the axis d. This
rotation defines a quaternion, and we assume that the corresponding rotation matrix is R(d, α). Then
the closest point Pc on the line to the origin can be denoted as:

Pc = mlR(d, α)vs/ |vs| . (9)

In this way, a 3D line can be represented by three angles and a distance. By (8) and (9), the direction
and the closest point can be computed. It is important to emphasize that the artificial intermediate
vector vs used above can be defined by individual rules. The vectors perpendicular to the direction d
constitute the null space of d and have two degrees of freedom. In this work, vs is constructed by a
non-zero unit vector:

vs = d(θ + π/2, φ)

= (cos θ cos φ, cos θ sin φ,− sin θ)T.
(10)

The artificial intermediate vector vs is just used to construct the angle α to specify the relative
location of the line on the red circle. Here, we note that d(θ, φ + π/2) is not vertical to d in the way
how we define the direction vector. Figure 4 illustrates how the line’s position varies with ml and α.
∆α corresponds to movements on the red circle in Figure 2.

As pointed out in [41], the nonlinear minimal four-parameter representations for spatial lines
usually have singularities. The proposed representation takes the distance from the origin to the line as
one of the representation component, which makes it impossible to represent a line at infinite. Despite
this singularity, it does not prevent the use of the proposed line representation in reconstruction and
uncertainty analysis. In engineering practice, the cases of reconstructing lines at infinity will not
occur basically.
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Figure 3. The variation of line direction with the fluctuation of θ and φ. The fluctuation ∆θ is added to
θ and ∆φ is added to φ. The cone indicates the fluctuation of direction with ∆θ and ∆φ.

Figure 4. The variation of line position(with fixed direction d) with the fluctuation of ml and α.
The fluctuation ∆ml is added to ml and ∆α is added to α.

2.3. Conversion between the Proposed Line Representation and the Plücker Line

Plücker lines have no singularities in representing spatial line and can be converted into other
types of representation conveniently. Line transformation between different coordinate systems can
also be easily represented in Plücker coordinates. These are the reasons why Plücker lines are widely
employed. In this section, we derive the conversion between the proposed representation with Plücker
lines, then we can also convert it into other types of representations easily.

In Plücker coordinates, a line is represented by six dependent variables; d corresponds to the
direction part and m corresponds to the position part. As shown in Figure 5, L1, L2, and L3 correspond
to (m1; d), (m2; d), and (m3; d), respectively. L1, L2 and L3 have the same direction d. Since m1 and
m2 are collinear, L1, L2 and the origin O are coplanar. As |m1| = |m3|, then L1 and L3 are tangents
of the same 3D circle with a radius of |m1|. Accounting for the orthogonality between m and d,
and by forcing |d| = 1, a 3D line actually has four degrees of freedom. Similar to the Plücker line
representation, the proposed spatial line representation has two parts; θ and φ correspond to the
directional part, ml and α correspond to the positional part.



Appl. Sci. 2020, 10, 1096 8 of 21

Figure 5. Correspondences of 3D lines and Plücker lines with the same d but different m.

2.3.1. From Plücker Line to the Proposed Representation

In homogeneous representation, L1 = (m1; d1) and L2 = (λm2; λd2) (λ 6= 0) represent the same
line. In this paper, we force the norm of direction component to be 1: |d| = 1. This only prevents
representing the lines at infinity(a Plücker line with d = 0 is at infinity).

The direction d = (d1, d2, d3)
T can be mapped to the unit sphere coordinate as (θ, φ) directly:

θ = arccos d3;

φ = atan2(d2, d1),
(11)

where θ ∈ [0, π) and φ ∈ [−π, π). In Plücker coordinates, the ratio of |m| and |d| implies the distance
from the origin to the line. In our case, the distance is |m|. Then

ml = |m| . (12)

The closest point Pc on a Plücker line(with |d| = 1) to the origin can be represented by:

Pc = d×m. (13)

Therefore, the rotation angle α from vs to OPc about the axis d can be derived by:

α =

 arccos vT
s (d×m)
|m| dT(vs × (d×m)) ≥ 0

2π − arccos vT
s (d×m)
|m| dT(vs × (d×m)) < 0

. (14)

Given m and d, we can transform the redundant six-vector into a compact four-vector with certain
physical meanings: θ and φ imply the direction in sphere coordinate, ml = |m| implies the minimum
distance from the origin to the spatial line, α implies the location around the original.

2.3.2. From the Proposed Representation to Plücker Line

Conversely, given (θ, φ, ml , α), we can reconstruct the Plücker line by:

d(θ, φ) = (sin θ cos φ, sin θ sin φ, cos θ)T,

m = ml(R(d, α)vs)× d(θ, φ).
(15)

2.4. Uncertainty Estimation and Visualization for Two-View Line Triangulation

2.4.1. Uncertainty Estimation

Given two observations of a 3D line in different image coordinates, as shown in Figure 1, the
proposed compact representation of the line can be solved by triangulation:
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L(θ, φ, ml , α) = L(m, d)

= f (R1
wc, t1

wc, p1
s , p1

e , R2
wc, t2

wc, p2
s , p2

e ),
(16)

where f is a constructed function for triangulation. In f , we first solve a Plücker line by (5) and then
convert it into the proposed representation by Section 2.3.1. The input variables are poses of two
cameras and endpoints of the observed line segments in each camera. Assume that all noises in input
variables obey Gaussian distribution. The covariance matrix of the solved line L can be obtained by
error propagation:

ΣL = JLΣin JT
L , (17)

where JL is the Jacobian of f with respect to all input variables including poses and line segment
detections, Σin denotes the covariance matrix of all input variables. By constructing the function f , we
can compute JL numerically. To conveniently apply the proposed method directly to the work utilizing
Plücker lines, we give the Jacobian of conversion from a Plücker line to the proposed representation in
the Appendix A.

By analyzing the ΣL we can evaluate the accuracy of the reconstructed line comprehensively. ΣL

can be blocked as:

ΣL =

(
Σdd Σdm
Σmd Σmm

)
. (18)

To evaluate the accuracy of the reconstructed line, we can analyze Σdd and Σmm individually for
orientation and position. The direction is a key attribution of 3D lines and badly reconstructed lines
usually present large directional displacements. By separating the direction and position components,
we are able to give an independent evaluation for direction and position. In addition, the uncertainty
of a 3D line can be visualized by two ellipses by separating the directional and positional components,
which is more intuitive and simple.

2.4.2. Uncertainty Visualization

Given the covariance matrix Cx of a 2-dimensional vector x, the confidence region is an ellipse.
In this paper, we use 95% which means that the true value is in this ellipse with a statistical probability
of 0.95. To solve a different confidence region, we can check the Chi-square distribution table.
By projecting the ellipse to the axis of each component, we can get the confidence interval of each
component with a certain probability. The smaller the fluctuation range of the confidence interval, the
better the component is estimated.

2.4.3. Uncertainty Analysis

The orientational error tends to be much larger than the positional error in the presence of large
levels of noise in image planes [32]. To determine the direction of a line, we can split it into three
steps: Firstly, the normal vectors of projection planes n1

c and n2
c are computed. This step is affected

by noise from camera calibration (in this work, we assume images are calibrated and ignore this
item) and line segment extraction. Given two endpoints and constant Gaussian noise that causes
displacement of line segment extraction, the computed normal vectors tend to be more accurate for
longer line segments. This is the reason why most works ignore short line segments. Secondly, the
normal vectors are transformed into the world coordinate system. This step is affected by noise on
the rotation estimation of camera orientation. In pose estimation, images that are not well tracked
should not be used to triangulate for 3D lines. Thirdly, the direction is computed by the cross product
of two normal vectors in world coordinates. This step is affected by the relative orientation of normal
vectors. The orientation differences of these two normal vectors come from relative movements vertical
to the reference projection plane. Though relative movements along the reference projection plane
do generate disparity, it contributes nothing to the direction determination. Degeneracy happens
when relative movement is nearly along the projection plane. We can conclude that the quality of the
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estimated direction by triangulation is related to many factors: ego-motion of views, the accuracy of
pose estimation and line segment extraction.

When discussing the positional error, we assume that the direction is known. An illustration
of the distribution of the reconstructed line with fixed direction is given in Figure 6. A projection
plane is determined by the camera’s optical center and the two endpoints of the line on the image
plane. A line can be solved by intersecting two projection planes. Due to the error in camera position
estimation and line detection, both projection planes are biased and finally lead to line reconstruction
uncertainty. The cylinder indicated by the blue lines illustrates the distribution of the reconstructed
line with a fixed direction. With fixed direction, line triangulation degenerates to a case similar to point
triangulation. Both estimations only have one degree of freedom. In point triangulation, a good rule of
thumb is that the angle between the rays determines the accuracy of reconstruction. While in our case
of line reconstruction, the angle between the two projection planes determines the accuracy (size of the
distribution). This also explains why further lines tend to preserve larger positional errors. The angle
between the two projection planes decreases as the distance between the line and the camera centers
increases. By intersecting the cylinder with a plane that passes through the origin and is perpendicular
to the direction, the area of the section implies the uncertainty of the line position. ∆α and ∆ml in
Figure 6 implies the position accuracy in the proposed representation.

Figure 6. Uncertainty of line reconstruction with fixed direction by triangulation. The cylinder region
illustrates the uncertainty region, which depends on the biases of the planes and the angle between
the planes.

2.5. Uncertainty Update by Multiple Triangulations

Each time a new observation of the spatial line is obtained, a new constraint equation is imported
and contributes to decreasing the uncertainty of reconstruction. Each pair of observations yield
a sub-uncertainty. Uncertainty of multi-view reconstruction is a fusion of these sub-uncertainties.



Appl. Sci. 2020, 10, 1096 11 of 21

Given a prior estimation Dp ∼ N
(
xp, Σp

)
and a new noisy estimation Dn ∼ N (xn, Σn), the posterior

estimation Dm ∼ N (xm, Σm) can be obtained by multiplying Dp and Dn:

xm = Σp(Σp + Σn)
−1xn + Σn(Σp + Σn)

−1xp,

Σm = Σp(Σp + Σn)
−1Σn.

(19)

Each time we get a new observation of the line, we can update the uncertainty with (19) incrementally.

3. Results

We have performed experimental validation of the proposed uncertainty analysis. Experiments
on simulation data are designed to validate the correctness of the uncertainty estimation of line
reconstruction. Experiments on synthetic and real-world dataset provide results of the application in
map culling. We have carried out all experiments with an Intel Core i7-7700K (8 cores @ 4.20GHz) and
16Gb RAM. Section 3.1 is implemented in MATLAB(R2017A), Sections 3.2 and 3.3 are implemented
in C++.

3.1. Experiments on Simulation Data

3.1.1. Experiment on Simulation Data to Validate and Visualize Uncertainty of Two-View
Line Triangulation

To validate and visualize the uncertainty of a reconstructed line by two-view triangulation,
a randomly generated 3D line is projected to two cameras with known poses and intrinsic matrices.
In our experiment, we set intrinsic parameters: fx = fy = 1000, cx = 640, cy = 360. For each trial,
every component of rotation is added with Gaussian noise with a standard deviation of 0.02 deg; every
component of translation is added with Gaussian noise with a standard deviation of 0.02 m; for line
segment extraction, each axis of endpoints is added with Gaussian noises with a standard deviation of
0.5 pixels. This synthetic noisy data is used to solve a 3D line in the proposed representation. The test is
repeated 1000 times for reliability. Figure 7 illustrates the results of the Monte Carlo test and uncertainty
visualization. Figure 7a shows the estimated 95% confidence region and noisy estimations of (θ, φ).
Figure 7b shows the estimated 95% confidence region and noisy estimations of (ml , α). The statistical
results verify the correctness of the uncertainty estimation in the proposed line representation.

(a) (b)

Figure 7. Monte Carlo test to validate the uncertainty estimation of line triangulation. (a) The red
ellipse denotes the estimated 95% confidence region of (θ, φ). Red “+” denotes the ground truth.
Each green “+” represents a noisy estimation of (θ, φ). (b) The red ellipse denotes the estimated 95%
confidence region of (ml , α). Red “+” denotes the ground truth. Each green “+” represents a noisy
estimation of (ml , α).
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3.1.2. Experiment on Simulation Data to Validate and Visualize Uncertainty of Multi-View
Line Reconstruction

As described in Section 2.5, the uncertainty of multi-view line reconstruction can be extended by
two-view triangulation. In this section, we use three views as an example. Given a line projected to
three cameras, we can obtain an estimation of the spatial line by (7). Three observations can construct
three triangulations. Each triangulation contributes to an estimated uncertainty. The uncertainty of
the final estimation is obtained by fusing these sub-uncertainties. Uncertainty of line reconstruction
from more than three views can also be obtained in this manner. To validate the uncertainty estimation
of thee-view line reconstruction, a randomly generated spatial line is projected to three randomly
generated cameras. Camera intrinsic parameters are: fx = fy = 1000, cx = 640, cy = 360. Gaussian
noises are added to camera poses and endpoints of observations. The standard deviation of Gaussian
noise on three rotation angles is all set to 0.05 deg. The standard deviation of Gaussian noise on three
camera translation components is all set to 0.005m. The standard deviation of Gaussian noise on the
endpoints of the line segment is set to 0.3 pixels. For each trial, a spatial line is estimated with this
noisy input. The test is repeated 1000 times for reliability. Figure 8 shows the result of Monte Carlo
test on uncertainty estimation of three-view line reconstruction. Figure 8a shows the estimated 95%
confidence region and noisy estimations of direction. Figure 8b shows the estimated 95% confidence
region and noisy estimations of momentum. The results validate the correctness of fusion-based
uncertainty estimation for three-view reconstruction. Thus it can also be extended to uncertainty
estimation of multi-view reconstruction.

(a) (b)

Figure 8. Monte Carlo test to validate the uncertainty estimation of three-view line reconstruction.
(a) The red ellipse denotes the estimated 95% confidence region of (θ, φ). Red “+” denotes the ground
truth. Each green “+” represents a noisy estimation of (θ, φ). (b) The red ellipse denotes the estimated
95% confidence region of (ml , α). Red “+” denotes the ground truth. Each green “+” represents a noisy
estimation of (ml , α).

3.1.3. Experiment on Simulation Data to Validate Uncertainty Decrease by Multiple Observations

To illustrate the fusion process of uncertainty, a randomly generated 3D line is projected to multiple
images. Similar to the last synthetic experiment, noise with known standard deviation is added to
all input variables. Every following observation is used to triangulate with the first observation, the
estimated line parameters and uncertainty are incrementally updated. As illustrated in Figure 9a,
every red ellipse denotes the estimated 95% confidence region of (θ, φ) by one triangulation; the green
ellipse denotes the final 95% confidence region of (θ, φ) by incremental fusion. Figure 9b shows the
case for (ml , α) in the proposed compact representation. The blue “*” represents the ground truth and
the green “*” represents the finally estimated (θ, φ) or (ml , α) by incremental fusion. Figure 9c shows
the decrease of 95% confidence interval of every component in the proposed compact representation
by the incremental update. A more accurate estimation with smaller uncertainty can be obtained by
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importing more observations. When the confidence interval of each parameter is smaller than the
respective thresholds, the line is thought to be well-reconstructed.
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Figure 9. Uncertainty fusion by multiple triangulations. (a) Red ellipses denote uncertainty estimated
by each triangulation, the green ellipse denotes the final uncertainty after fusion. The blue “*” represents
the ground truth of d and the green “*” represents the finally estimated d. (b) The same case for m as
described in (a). (c) The 95% confidence interval length of θ, φ, ml and α decrease along with more and
more observations.

3.2. Experiment on Synthetic Image Sequence

To validate the efficiency of the proposed uncertainty analysis in outlier rejection, we also test
the proposed method on a synthetic image sequence. The experiment is performed on “Living Room
2” from ICL-NUIM dataset, which provides ground truth trajectory and depth maps. The former
90 frames are used to perform an incremental mapping. The first frame is set to be the reference frame
and the detected line segments in the reference frame are tracked in the following 89 frames (after
90 frames, the scene is totally changed, line segments on the reference frame are no longer tracked. No
new observations are acquired to update the lines’ estimation and uncertainty). The line segments
are extracted by the LSD algorithm proposed in [43]. Line segments are matched by combining the
LBD [44] and relaxed epiolar constraint introduced in [16]. Once a line segment is tracked in the
following images, a 3D line and its uncertainty are estimated by triangulation with the reference image.
If the uncertainty is too large, the current estimation is abandoned; otherwise, the current estimation is
used to update prior estimation. In this experiment, Gaussian noises are added to rotation(standard
deviation δr = 0.02 rad for each axis) and translation(standard deviation δt = 5 × 10−4 m for each
axis). We assume that the standard deviation of the endpoints is 0.5 pixels. The ground truths of line
segments in the first frame are obtained by reprojecting the 2D line segment to 3D as the depths were
known. Two items were computed for each estimation: the angular bias between the estimated line
and the ground truth line; the mean of distances from endpoints to the ground truth line. The former
item indicates the orientation accuracy and the later item indicates the positional accuracy. If the
angular error is less than 10 deg and mean distance is less than 0.05 m, an estimation is regarded as
well-reconstructed.

We compared results of outlier rejection only with reprojection error and incorporating
reprojection error with uncertainty. In reprojection error based outlier rejection, the reprojection
error for an observation is defined as the sum of distances between line segment endpoints to the
projected line. We set a threshold on mean reprojection error τrep = 1 pixel, which is a very strict
condition. However, as illustrated in Figure 10b,c, some lines are apparently inconsistent with the
scene. In uncertainty based outlier rejection, we set thresholds on each component: τθ = 0.7 rad,
τφ = 0.7 rad, τml = 0.2 m, τα = 0.7 rad (in a normal distribution, the length of the 95% confidence
interval is approximately four times the standard deviation. To ensure that the standard deviation
of each angular component does not exceed 10 degrees, we set these angle thresholds to 40 degrees
(0.7 in radius)). As illustrated in Figure 10e,f, no such lines left by adding the uncertainty based
outlier rejection. Table 1 reports the quality of the 3D line map after outlier rejection. The mean
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angular error and distance error is computed for quality comparison. The good line ratio denotes the
percentage of the well-reconstructed line in the culled map. After outlier rejection by reprojection
error, 26 lines are left but only 15 lines are well-reconstructed. In this sequence, the camera presents
frequent on-spot rotations, which results in many lines with large uncertainties. When an additional
rejection by uncertainty is utilized, 15 lines are left and 14 lines are well-reconstructed. By incorporating
reprojection error and uncertainty, a 3D line map with higher quality is obtained.

(a) (b) (c)

(d) (e) (f)

Figure 10. Outlier rejection with and without uncertainty. The first row shows reconstructed lines only
with reprojection error based outlier rejection: (a) reconstructed line segments on the reference frame;
(b) front view of reconstructed 3D lines. (c) Side view of reconstructed 3D lines. The second row shows
reconstructed lines that pass reprojection error and uncertainty tests: (d) reconstructed line segments
on the reference frame; (e) front view of reconstructed 3D lines. (f) Side view of reconstructed 3D lines.

Table 1. 3D line map quality after outlier rejection with different methods.

Outlier Rejection Method Mean Directional Error (deg) Mean Distance Error (m) Good Line Ratio

Reprojection error 21.73 9.05 57.69%
Reprojection error + Uncertainty 0.76 0.01 93.33%

3.3. Experiment on rEal-World Image Sequence

To demonstrate the application of the proposed uncertainty analysis in line reconstruction
of real-world scenarios, we also conducted experiments on the Merton I dataset (data available:
www.robots.ox.ac.uk/~vgg/data/). The Merton I dataset is a real-world dataset which contains
three images of an Oxford University building and provides line segment matching across views.
The proposed uncertainty analysis is used to detect those poorly localized lines with small reprojection
errors. Firstly, the camera poses and sparse point reconstruction is computed by COLMAP [45,46],
a general-purpose Structure-from-Motion (SfM) and Multi-View Stereo (MVS) pipeline with a graphical
and command-line interface. Secondly, camera covariance matrixes are estimated by the method
proposed in [30]. Then, a 3D line map is generated and the associated uncertainty is estimated by the
proposed uncertainty fusion method. The camera poses with uncertainty and line tracks across images
are used as input. Finally, the line map is culled. In map culling, we present results with and without
uncertainty based rejection.

www.robots.ox.ac.uk/~vgg/data/
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3.3.1. Implementation Details

In the selection of line segment, we only use line segments longer than 20 pixels. In uncertainty
based method, each line segment detected in the reference image is initialized with a freely given
estimation with large uncertainty: θ = π/4, φ = π/4, ml = 1.0, α = π/4, and

ΣL =


106

106

106

106

 . (20)

In uncertainty based line map culling, thresholds are set on θ, φ, and α. Scale ambiguity always
exists in monocular projection. If the scale is unknown, the estimated translation vectors, ml and other
distance-related parameters are all up to an unknown scale. It is not suitable to set a fixed threshold on
ml because it varies with scale. In this experiment, the poses are estimated by structure from motion
and the scale is unknown. We do not set a threshold on ml to reject outliers. In our implementation,
τθ = 0.7 rad, τφ = 0.7 rad, and τα = 0.7 rad, which implies that the 95% confidence interval for each
angular component is 0.7 in radius.

3.3.2. Experimental Results

Figure 11 shows an example of the uncertainty fusion and visualization on the real-world dataset.
In Figure 11a, for example, line segments are labeled as A, B, C, and D. Taking A as an example,
Figure 11b,c show the uncertainty visualization of orientation and position, respectively. Each red
ellipse denotes the 95% confidence region of an estimation. The blue ellipse illustrates the confidence
region after fusion. Table 2 reports lengths of the final 95% confidence region for these four line
segments. By comparing the direction uncertainty of the line segments A and B on the θ and φ

components, we can conclude that longer line segments can be better estimated. As for the line
segment C, though C is much longer than A and B, C presents a larger direction uncertainty since the
camera centers all lie in about a horizontal plane, which is in line with our previous analysis. Only the
component of camera motion that is vertical to the reference projection plane reduces the direction
uncertainty. The further line D has a larger positional uncertainty compared with A, which is also
consistent with our previous analysis.

(a)
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Figure 11. Example of uncertainty estimation, fusion and visualization for line reconstruction.
By fusing these noisy estimations, a posterior estimation with smaller uncertainty can be obtained.
The uncertainty of direction and position are visualized by 95% confidence region. (a) Four example line
segments are labelled on the image, the corresponding confidence interval length of each component
are reported in Table 2. (b) Uncertainty estimation and fusion of direction components for A. ∆θ and
∆φ correspond to 95% confidence interval lengths of θ and φ, respectively. (c) Uncertainty estimation
and fusion of positional components for A. ∆ml and ∆α are the confidence interval lengths of positional
components ml and α.
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Table 2. The 95% confidence interval length of each component for line segment A, B, C, and D.

Line Segment ∆θ (rad) ∆φ (rad) ∆ml ∆α (rad)

A 0.089 0.012 21.11 0.047
B 0.084 0.010 21.06 0.047
C 0.526 0.158 159.21 0.674
D 0.123 0.013 25.17 0.045

Figure 12 reports the number of lines that presented large uncertainties under different
reprojection error thresholds. By varying the threshold of reprojection error, we counted the number of
lines that passed the reprojection error rejection but presented large uncertainties. As illustrated in
Figure 12, nine tests were conducted and the reprojection error threshold was reduced from 7 to 0.1
pixels. In each test, the blue bar denotes the number of lines that passed the reprojection error rejection,
and the yellow bar denotes the number of lines that passed the reprojection error rejection but failed in
the uncertainty rejection. By setting a smaller threshold on reprojection error, the reconstructed lines
with large uncertainties can be reduced to some extent. However, lines with small reprojection errors
can still be reconstructed inaccurately. Although the reprojection error was set to 0.1 pixels, there were
still seven lines presenting large uncertainties. The results show that small reprojection errors do not
guarantee the accuracy of the reconstructed lines when nearly degenerate cases happen. An additional
test is required to reject these lines.
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Figure 12. The number of lines passed reprojection error rejection and the number of lines passed
reprojection error rejection but have large uncertainties at different reprojection error thresholds.

Figure 13 shows the reconstructed 3D line map and culled maps by different methods. The first
row shows the 3D line map without map culling. The second row shows the results after reprojection
error based map culling. The last row shows the results culled by reprojection error and uncertainty.
The first column denotes the corresponding line segments in the first image. The last two columns
show the corresponding 3D line maps from different views. As noted in the description of the dataset,
there are still some mismatches because camera centers all lie in about a horizontal plane. This results
in some badly reconstructed lines in Figure 13b,c. Mismatches cause inconsistency in multi-view stereo
and present large reprojection errors. As illustrated in Figure 13e,f, the badly reconstructed lines due to
mismatches can be rejected by setting a threshold on reprojection error(here we set τrep = 2 pixels, few
lines are left if we set the same threshold on reprojection error as Section 3.2). The proposed uncertainty
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analysis originates from two-view triangulation and holds the assumption that line matches are
correct, thus it is not robust to mismatches. By integrating the reprojection error and uncertainty, both
inaccurate lines due to mismatches and unreliable lines from insufficient effective ego-motion can
be rejected. As showed in Figure 13 h,i, a 3D line map consistent to the scene structure is obtained.
By comparing Figure 13d,g, we can figure out which lines are rejected by the uncertainty rejection.
The common characteristic of these lines is that they are nearly coplanar with camera movements,
which results in estimations with large uncertainties.

In existing line reconstruction work, the reprojection error has always been the golden rule to
ensure accuracy. however, the reprojection error is an indirect reflection of the accuracy in the image
plane and fails in two-view triangulation. In the proposed uncertainty analysis, the accuracy is directly
evaluated by the positional and orientational uncertainty of the line in 3D. Map culling can be robust
to degenerate cases by adding the proposed uncertainty analysis.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 13. Reconstructed 3D line map and map culling with different methods. The first column shows
the mapped line segments in the image and the later two columns show the corresponding 3D line
map from different viewpoints. In the first row, no lines are culled. In the second row, the line map is
culled by reprojection error. In the third row, the line map is firstly culled by reprojection error and
then culled by uncertainty.

4. Conclusions

This paper proposed a compact representation of 3D lines and applied it to the uncertainty
analysis of line reconstruction. A spatial line is represented by a distance and three angles in the
proposed representation. The advantage of this representation is that there is no parameter redundancy
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and each component has a clear physical meaning, which is well suited for uncertainty analysis. Based
on the proposed representation, the quality of a line reconstructed from two-view triangulation can be
measured by the confidence interval of each parameter. Furthermore, we extended the uncertainty
estimation of the two-view triangulation to multi-view reconstruction. The proposed method is
capable of distinguishing those poorly reconstructed lines from nearly degenerate cases. The main
concern of our work is to provide a quantitative evaluation of reconstruction accuracy and detect the
nearly degenerate cases of line reconstruction, especially under limited view range and baseline. By
integrating the reprojection error and the proposed uncertainty analysis, we are capable of culling
badly reconstructed from mismatches and nearly degenerate cases. The proposed method can be
used in reconstructing high-quality 3D line models and localization. Our future work will apply the
proposed method to visual odometry with line segments.
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Appendix A. Jacobian of Conversion from a Plücker Line to the Proposed Representation

Given a Plücker line L = (m; d), where m = (m1, m2, m3)
T and d = (d1, d2, d3)

T, we can convert
it into the proposed representation by (θ, φ, ml , α). The Jacobian of the conversion is derived:

∂θ

∂L
=
[
0 0 0 0 0 − 1

1−d2
3

]
, (A1)

∂φ

∂L
=
[
0 0 0 − d2

d2
1+d2

2

d1
d2

1+d2
2

0
]

, (A2)

∂ml
∂L

=
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3

m2√
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m2
|m|

m3
|m|

]
.

(A3)

As for ∂α
∂L , it is more complicated. In the following we give the partial derivatives of α to m and d,

respectively.
When dT(vs × (d×m)) ≥ 0,

∂α

∂m
= − 1√

1− ( vT
s (d×m)
|m| )2

·
∂

vT
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(A4)
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∂α

∂d
= − 1√

1− ( vT
s (d×m)
|m| )2

· 1
|m| ·

∂vT
s (d×m)
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= − 1
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where ∂vs
∂d = ∂vs

∂(θ,φ) ·
∂(θ,φ)

∂d and

∂vs

∂(θ, φ)
=

− sin θ cos φ − cos θ sin φ

− sin θ sin φ cos θ cos φ

− cos θ 0

 , (A6)

∂(θ, φ)

∂d
=

 0 0 − 1√
1−d2

3
−d2
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1+d2

2

d1
d2

1+d2
2

0

 . (A7)

When dT(vs × (d×m)) < 0, the partial derivative ∂α
∂L has a negative sign from the one above.
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