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Abstract: The demand for mass storage devices has become an inevitable consequence of the explosive
increase in data volume. The three-dimensional (3D) vertical NAND (V-NAND) and quad-level cell
(QLC) technologies rapidly accelerate the capacity increase of flash memory based storage system,
such as SSDs (Solid State Drives). Massive capacity SSDs adopt dozens or hundreds of flash memory
chips in order to implement large capacity storage. However, employing such a large number of flash
chips increases the error rate in SSDs. A RAID-like technique inside an SSD has been used in a variety
of commercial products, along with various studies, in order to protect user data. With the advent of
new types of massive storage devices, studies on the design of RAID-like protection techniques for
such huge capacity SSDs are important and essential. In this paper, we propose a massive SSD-Aware
Parity Logging (mSAPL) scheme that protects against n-failures at the same time in a stripe, where n is
protection strength that is specified by the user. The proposed technique allows for us to choose the
strength of protection for user data. We implemented mSAPL on a trace-based simulator and evaluated
it with real-world I/O workload traces. In addition, we quantitatively analyze the error rates of a
flash based SSD for different RAID-like configurations with analytic models. We show that mSAPL
outperforms the state-of-the-art RAID-like technique in the performance and reliability.

Keywords: NAND flash memory; SSDs (Solid State Drives); reliability; raw bit error rate

1. Introduction

The amount of data has exploded in recent years due to the rapid development of big data
and AI technologies. Therefore, the demand for mass storage devices inevitably follows [1]. The
three-dimensional (3D) vertical NAND (V-NAND) and quad-level cell (QLC) flash memories enable
the implementation of massive capacity of Solid State Drives (SSDs) [2], which features a capacity
of tens or hundred of TB on the market [3–8]. Furthermore, the capacity is increasing rapidly with
the developments of semiconductor process and firmware controller technologies. Such massive
capacity SSDs adopt tens or hundreds of flash memory chips in order to implement large capacity
storage. For example, a 15 TB capacity SSD employs 512 256 Gb V-NAND flash chips [8]. However,
employing such a large number of flash chips increases the error rate in SSDs. A technique that
can cope with errors other than Error Correction Code (ECC) is necessary due to the increase in
the number of flash memories and the complexity of SSD configuration. In order to supplement
ECC, Redundant Array of Independent Disks (RAID)-like configurations are typically used to protect
data [9–13]. However, existing RAID-like techniques with fixed data protection strength that tolerate a
single failure has limitations in introducing it to massive capacity of SSDs [11,12,14]. It is necessary
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to maintain two or more parities per RAID stripe like RAID6 in order to cope with two or more
simultaneous failures [15]. However, increasing the parity write, which is redundant data, adversely
affects the space, lifespan, and performance of the storage device. In particular, it is more efficient and
practical to apply differentiated data protection for each type of data [16], rather than having the fixed
strength of protection for all data in massive capacity SSDs.

In order to reflect this strategy, we proposed a massive SSD-Aware Parity Logging (mSAPL) scheme
that protects against n-failures in a stripe, where n is protection strength that is specified by the
user [17]. The design of mSAPL considers the following three elements. (1) It is necessary to cope with
more than one failure per stripe due to employing a large number of flash memories in a massive
capacity storage. (2) A parity update policy should be designed to minimize a GC overhead in SSDs
in order to minimize the overhead caused by parity management. (3) Applying the same protection
strength to all data in a massive flash based storage is not suitable for both performance and reliability
aspects. Different protection strengths are needed for different kinds of data type or a user criterion
among a massive volume of data. For reliability analysis, it is important to derive the quantitative
error rates of a flash-based SSD. Therefore, we analyzed the error rates of various flash memory error
recovery techniques.

We implement mSAPL on a trace-based SSD simulator [18] and then compare it with the
state-of-the-art RAID-like scheme, showing improvements of performance by lowering parity
management overhead inside the SSD. In addition, we observe that the mSAPL can significantly
improve the reliability and extend the lifetime of the SSD by 16% when compared to the state-of-the-art
RAID-like technology.

The remainder of this paper is organized, as follows. In the next section, we present an overview
of flash based SSD and reliability of SSDs. In Section 3, we introduce the motivation of our work
with analyzing the error rates of an SSD. Subsequently, in Section 4, we present the design of the
mSAPL scheme. Afterwards, we describe the experimental environment results with various workloads
in Section 5. After that, we analyze the reliability and lifetime of an SSD by deriving equations for
RAID-like techniques. Finally, we conclude the paper with a summary and conclusions in Section 7.

2. Background and Related Work

In this section, we briefly explain the basics of flash memory and SSDs, and introduce the reliability
of SSDs.

2.1. Basics of Flash Memory and SSDs

Most of thee SSDs in the market today provide high performance and large capacity by connecting
a large number of NAND flash memories to channels and parallelizing them with a SSD controller [19–
23].

NAND flash memory chips are composed of multiple dies and planes, which has a large number
of blocks, and each block has a fixed number of pages [19,21]. Read and write operations, which are
basic operations of flash memory, are performed in units of pages. IO requests that are issued from the
host are interleaved at the multiple channel, die, and plane levels. [19,21,22,24].

One of the unique characteristics of flash memory is that, once data have been written,
pages cannot be overwritten [25]. In order to write data to the page, the block containing the page
must be erased first. This erase operation is another order of magnitude slower than a page write
operation. Furthermore, the number of erasures after writing, generally termed the Program/Erasure
(P/E) cycle, is limited, depending on the manufacturing technology. Today, four types of technologies,
namely, single-level cell (SLC), multi-level cell (MLC), triple-level cell (TLC), and qual-level cell (QLC),
are widely used [2].

Empty pages in flash memory are eventually exhausted due to the continuous service of write
requests. To get rid of invalid pages, which hold old data that were logically overwritten, and turn them
back to clean pages, a process that is called garbage collection (GC) is performed. Because the erase
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operation is only performed in block units, GC starts by finding the target block (also called victim
block) to be erased [19–21,26]. However, in many cases, the victim block may hold a mixture of valid
and invalid pages, so, before the erase operation is done on this block, valid data that are contained
in the block must be transferred to a page of another block that has already been erased [20,21,27].
This movement of valid page data is called write amplification (WA), which is the main overhead of
GC [19,21,26,27].

2.2. Write Amplification in Flash Memory

Flash memory entails GCs to service write requests due to out-of-place update nature. In other
words, a larger amount of write is performed internally than the amount of writes requested from the
file system. We describe this as a write amplification. Therefore, as the write amplification increases,
the performance of flash-based SSDs decreases [19,21,26,27]. From another point of view, as the amount
of writing increases on flash memories, SSDs wear out and its lifespan decreases [28]. In addition,
when a RAID-like protection technology is employed inside an SSD, the amount of writing increases,
due to parity writing [11,12,14]. Additional writes other than write requests from the file system occur
due to GC, parity write, and metadata. The Write Amplification Factor (WAF) is used to represent
additional write amounts to the storage [26,27].

2.3. Reliability of Flash Memory

Although SSDs are widely used in various fields, errors including hardware and firmware are
still being reported including enterprise area [29–33]. The occurrence of such errors is mostly due to
the characteristics of the flash memory introduced below.

The flash memory has a limited number of allowed P/E times, depending on the process
technology (e.g., SLC, MLC, TLC, or QLC). The increased density by storing multiple bits per cell
provides larger storage capacity. However, it sacrifices reliability as the number of allowable P/E
cycles is drastically reduced [28,34]. The permitted P/E cycles for SLC is around 100,000, whereas
the P/E cycles for MLC, TLC, and QLC are 35,000–10,000, 5000, and 1000, respectively [28,35,36].
The technique of storing multiple bits per cell not only reduces P/E cycles, but it also increases the
bit errors [37]. The bit error rate (BER) of the flash memory increases in proportion to the cumulative
P/E count. The bit error rate is a representative measure of the reliability of the flash memory due to
these characteristics. Mielke et al. and Sun et al. measure the bit error rates of flash chips of various
manufacturer and reports relationship between bit error rate (BER) and P/E cycles [38,39].

Recently, V-NAND or 3D NAND has been introduced on the market by major manufacturers. The
technology allows for stackings memory cells vertically in order to increase capacity without reducing
cell size. Although the cell stack structure of 3D and planar (i.e., 2D) NAND are different, the bit error
characteristics of two types of flash memories are similar [40,41]. The BER of 3D NAND is generally
lower than that of 2D NAND. Particularly, the relationship between the number of P/E cycles and
increase of BER is the same for both [40,42–44]. In this paper, we use BER as the reliability criterion
for flash memory storage. Therefore, our proposal aiming to lower BER is universally applicable,
regardless of the NAND flash memory type. For 2D and 3D NAND flash memories, the absolute
values of BER of these two types of memory are different, but this does not affect the design of our
proposed scheme.

The Error Correction Code (ECC), which is stored in out of band (OOB) area in each page, is
a basic method for detecting and correcting errors in flash memory [45–48]. ECC has the capability
to detect and correct a fixed number of bit errors, regardless of the error rate of flash memory since
the ECC code size is fixed. Therefore, ECC cannot cope with bit errors exceeding the detectable
range [45,46,48]. Studies for addressing the limitation of ECC have been proposed, but they require
additional hardware and complex management overhead [49,50].

RAID-like protection architectures have been introduced in order to complement the limitation of
the ECC [11,12,14,51]. The RAID-like architectures significantly reduce BER of flash memory. However,
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it requires redundant data for the protection [9,14,28], and this overhead could be more prominent in a
large capacity of SSD. Several studies present how the data protection of RAID affects BER reduction
through numerical analysis models [9,14,51–54]. In this paper, we also analyze the reliability of RAID
configuration inside SSD through the same BER analysis model [14,52,53].

In this work, we address this redundant overhead of RAID architecture while improving the
reliability of flash memory for a massive capacity of SSD.

3. Motivation

In this section, we introduce the motive of this study by showing the bit error rate according to
the increase in the number of P/E cycles when RAID-like technology is built in an SSD.

Figure 1 show the error rate of an SSD device with RAID protections. The x-axis shows the
number of P/E cycles and the y-axis shows the page error rate. The horizontal red bar indicates the
industry standard error rate, which refers to the error rate of the HDD [55].
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(b) Reflecting parity write overhead

Figure 1. Comparison of the error rate according to the parity write cost in an SSD.

The error rate is calculated under the following assumptions. Three different RAID configurations
are applied to the SSD simulator that is presented in Table 1. We ran the Financial workload in
Table 2 and measured WAF of the SSD by simulating each RAID (i.e., RAID0, RAID5, and RAID6)
configuration. The three configurations provide different levels of reliability by maintaining different
numbers of parity data per stripe. That is, RAID0, RAID5, and RAID6 maintain zero, one, and two
parities per stripe, respectively. We adopt the state-of-the-art RAID-like technique, which was proposed
for flash memory friendly policy, in order to minimize the parity management overhead of RAID
configurations in the SSD [14]. Recall that ECC is used by default and RAID-like configurations are
introduced in order to supplement reliability. The ECC is capable of correcting eight-bit errors per
1 KB code word with BCH code [45] and a stripe consists of 16 pages for the RAID configurations.
The raw bit error rate (RBER) of flash memory is based on 3xnm MLC products [38].The WAF of flash
memory increases due to the parity write cost of RAIDs, which increases the number of P/E and bit
error rate. Through the simulation, we observed that RAID5 and RAID6 increase WAF by 20 and 50%,
respectively, as compared to RAID0 configuration, due to parity overhead.

Figure 1a assumes that the WAFs of RAID0, RAID5, and RAID6 are all the same in order to
find out the reduction in error rate that can be obtained with pure RAID protection. On the other
hand, Figure 1b reflects the increase in WAF due to parity overhead. As a result of observation in
the simulation using Financial workload, the WAF ratio of RAID0, RAID5, and RAID6 is 1:1.2:1.5,
respectively. Recall that, as WAF increases, the number of P/E increases. We derive the uncorrectable
page error rate (UPER) of each RAID configuration through Equations (1)–(5), as in Section 6. The
procedure for deriving the UPER in Figure 1 is as follows.
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(1) We first obtain the P/E cycles from the SSD simulator for Financial workload.
(2) Subsequently, the RBER can be converted from the obtained P/E number through Equation (1)

or [38]. .
(3) With the given ECC parameter in Table 3, we calculate the UPER through Equation (2). This

probability is the error rate when the ECC is applied, and it is the same for RAID0. This is
because RAID0 has no error recovery function other than ECC.

(4) RAID5 reduces the error rate by providing enhanced data protection through ECC and RAID
parity. Therefor, the UPER for RAID5 is derived by Equations (3) and (4).

(5) Because RAID6 maintains two parities per stripe, the error rate can be further reduced and it is
calculated by Equation =(5).

Table 1. Parameters of Solid State Drives (SSD) Simulator.

Parameter Value Parameter Value

Total capacity 128 GB No. of chips 8
Planes per chip 8 Blocks per plane 2048
Pages per block 128 Page size 8 KB

Over-provisioning 4% GC policy Greedy
Write time 800 us Read time 60 us
Erase time 1.5 ms Page Xfer time 30 ns

Parities per stripe 2 Stripe size 8 × 4 KB

Table 2. Characteristics of I/O workloads.

Workload Request Write Average
Total Ratio Req. Size

Financial 14.1 GB 0.76 14 KB
MSN 28.2 GB 0.96 27 KB

Exchange 19.2 GB 0.67 17 KB

We observe that the UPER of RAID5 and RAID6 exceed the UPER of RAID0 at 16K and 19K P/E
cycles, respectively, in Figure 1b. The relationship and derivation of the corresponding models [14,53]
are described in detail in Section 6. Through this, we observe that protecting the data with RAID-like
technologies greatly reduces the error rate, but the increase in WAF due to parity management overhead
adversely affects the reliability of the SSD. Therefore, reducing the parity cost of RAID-like technologies
is a major issue in terms of reliability. In addition, the cost of parity not only affects reliability, but also
the performance and lifetime of SSDs [14,28,51].

4. Design of mSAPL

In this section, we describe the design of mSAPL proposed to improve the reliability of massive
flash based SSDs.

4.1. Design Goal and Approach

The design goal of mSAPL is to improve the reliability and performance of a massive capacity flash
based SSD. mSAPL takes a design approach that considers the following three aspects.

1. It is necessary to cope with more than one failure per stripe due to employing a large number of
flash memories in a massive capacity SSD.

2. In order to minimize the overhead caused by parity management, a parity update policy should
be designed in order to minimize a GC overhead in SSDs.

3. Applying the same protection strength to all data in a massive flash based storage is not suitable
for both performance and reliability aspects. Different protection strengths are needed for different
kinds of data type or a user specification among massive volume of data.
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4.2. Differentiate Protection Strength through Classification

A massive capacity SSD can store various kinds of data according to the purpose of usage.
The mSAPL differentiates protection strengths for each data by classifying the data according to the
type of data or the user’s request. Figure 2 shows that data are deployed in the SSD with different data
protection policies applied per class. In order to improve reliability, generating parity of the same level
for all data has negative effects in terms of space, performance, and lifetime of massive flash memory
based SSDs. Therefore, the data protection strengths are differentiated according to the type of data
and the classification from the users to alleviate the negative effects.

In this work, user data are classified into multiple types according to the strength of data protection.
As shown in Figure 3, the data are categorized into three types that are based on a user selection, such
as importance of data. Class 0 is data that do not require data protection and is striped and stored on n
flash chips without parity protection like RAID-0. Class 1 is medium-weighted data with RAID-5 (one
parity) protection and Class 2 is striped with RAID-6 (two parity) protection as important data.

Classification studies that are based on the type of user data are widely used in previous studies to
differentiate services and improve system performance [16,56,57]. The use of the context information
from the host in the storage device has been widely used in recent studies and the interface standard
has also been recently established [57,58].

Figure 2. Overall architecture of mSAPL.

Figure 3. Example of multi-level protection with mSAPL.
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4.3. Data Placement in a Stripe

mSAPL adopts the latest flash memory friendly stripe construction policy, called eSAP [14], to
minimize parity update overhead for all user data, regardless of the protection strength. Conventional
RAID approaches impose excessive parity update overhead of flash memory storage, due to
out-of-place characteristics. eSAP reduces the parity overhead through dynamically constructing
a stripe in the order of write requests, regardless of the logical number of user data. In this way, a
stripe is formed with only newly written data, so there is no need to read in order to generate new
parity. However, a partial stripe is constructed according to the size of the data write request and the
stripe may not be completed. The data of the partial stripe must be protected with a parity, called
Partial-stripe Parity (PP), before the full stripe is completed. The PP write consumes more user space,
which increases the GC cost and reduces the performance and lifetime due to additional writes. For
large-capacity SSDs with a large number of flash chips, the cost of such parity management is higher.
mSAPL proposes a new way to deal with partial stripe parity. The method reduces the GC overhead of
the flash memory storage and it is described in the following section.

4.4. Partial-Stripe Parity Space of mSAPL

We introduce a method for reducing parity management overhead through Partial-stripe Parity
(PP). If the user request does not arrive while filling the stripe or if the flush command comes in, the
stripe may not be completely filled. That is, the data that are not protected by the parity become
unprotected for a certain period of time in the stripe. In order to protect such data, PP is written in the
current write stripe. mSAPL provides a way to minimize this parity management overhead.

Figure 4 shows how mSAPL performs parity writing. It is assumed that the SSD has six flash
memory chips and it has two blocks per chip and four pages per block. One stripe is composed of
pages that correspond to the same page offset of each chip. In the figure, stripe 0 consists of user data
LBN D0 D3 and full stripe parities FPp and FPq. Subsequently, D4 to D7 are written to the 2nd pages
of the block 0 across all the chips and stripe 1 is constructed with two full stripe parities (FPp and
FPq). The remaining D8 and D9 of the write request are written to the third pages of block 0 on the
chip 0 and 1, respectively. After a certain period of time (in our evaluation, 50 ms is specified), the
PPs are written PP block (block 1) in order to protect the partial stripe. mSAPL maintains logical to
physical (L2P) and PP map table on SDRAM. In the map, LPN, CN, PBN, and PPN denote the logical
page number, chip number, physical block number, and physical page number, respectively. The map
contents is periodically flushed to flash memory in order to keep consistency of the map tables [59].

By doing this, the cost of copying valid pages during GC is greatly reduced, since adjacent PPs,
which belong to the same block, are invalidated at a similar period. If the PPs in one block, which are
erase units, are invalidated at the same time, then the GC cost decreases [57,60].

Figure 4. Example of writing partial stripe parity of mSAPL.
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5. Performance Evaluation

We implemented mSAPL on the DiskSim simulator with SSD Extension [18] in order to evaluate
performance. Table 1 shows the parameter of the SSD simulator that is used in our evaluation.
Inside the SSD, the RAID configuration is done at the flash memory chip level, and one stripe is
composed of eight pages (one page per chip). The real application I/O traces are used as the workloads
for evaluation, and Table 2 shows the characteristics.

A comparison target of the evaluation is eSAP, which is the most typical and the state-of-the-art RAID
technique considering flash memory [14]. The performance evaluation shows the WAF and I/O response
time, which are representative criteria for measuring SSD’s internal data management efficiency.

5.1. Write Amplification Factor

WAF represents the ratio of the amount written to flash memory to the user request. Figure 5
shows the measured WAF of eSAP and mSAPL for each workload. We observe the mSAPL decrease 13.3%,
14.8%, and 19.1% of WAFs for Financial, Exchange, and MSN workloads, respectively, as compared to
eSAP. The reasons of the results are that mSAPL employs multi-level protection and our new policy for
handling PPs. Multi-level protection protects only selected data. Selected data are classified by similar
characteristics, which results in hot-cold classification effects and reducing GC costs. The designated
Partial-stripe Parity (PP) blocks reduce GC costs, since PP in a block is invalidated at the same time or
at a similar time.
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Figure 5. Comparison of Write Amplification Factors (WAFs).

5.2. Response Time

Figure 6 shows the average response time for mSAPL and eSAP. We observe that mSAPL reduces
the average response time for all three workloads. mSAPL reduces 18.6%, 20.2%, and 26.2% of average
response time for Financial, Exchange, and MSN workloads, respectively. mSAPL could reduce the
response time through multi-level protection and PP blocks.
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6. Analysis of Reliability and Lifetime of SSDs

In this section, we analyze the reliability and lifetime of the SSD through deriving equations of
the error rates for mSAPL and the state-of-the-art flash aware RAID technology, called eSAP [14]. The
raw bit error rate (RBER) of the flash memory increases exponentially with respect to the P/E cycle, as
follows. In this equation, x denotes the P/E cycle of a block, and A and B are constant values according
to the type of flash memory and process [38].

RBER(x) = A · eBx (1)

In order to reduce the error of a page, the flash memory records the ECC in the spare area
whenever the page is written [45,48]. The ECC code is capable of correcting up to k bit errors per
specific code word (n). Correctable page error rate (CPER) and uncorrectable page error rate (UPER)
can be calculated as binary distributions, as follows [10,51].

CPER(n, k, x) =
k

∑
i=0

(
n
i

)
RBER(x)i(1 − RBER(x))n−i

UPER(nk, x) = 1 − CPER(n, k, x)

(2)

However, the ECC has a limitation, in that, if the number of error bits exceeds k, then the error
can not be corrected by the ECC. To solve this problem, a method for correcting page errors through
RAID-like technologies have been introduced [11,14]. A RAID stripe consist of a certain number of
multiple pages, including a fixed number of parity pages for recovering errors. Therefore, errors that
cannot be corrected by ECC are recovered through RAID parity. However, in order to perform error
recovery through RAID parity, errors must first be detected through ECC. ECC can correct errors up to
k bits and detect errors up to 2k bits. Therefore, the detectable page error rate (DPER), which can not
be corrected, but detected by ECC, is defined, as follows.

DPER(n, k, x) =
2k

∑
i=k+1

(
n
i

)
RBER(x)i · (1 − RBER(x))n−i (3)

In case of one parity per stripe (i.e., a RAID5 type configuration), failures can be recovered for the
following two cases: (1) pages in a stripe have correctable error bits by ECC. (2) detectable errors by
the ECC occur in one page in a stripe and correctable errors by the ECC occur in the remaining pages.
Therefore, the uncorrectable page error rate with the ECC and RAID5 configuration are derived is
as follows.

UPERR5(n, k, x) =
1
N

(
1 −

(
N
0

)
CPER(n, k, x)N

−
(

N
1

)
CPER(n, k, x)N−1

· DPER(n, k, k)
)

(4)

Let us consider a case where two parities per stripe are maintained (i.e., a RAID6 configuration).
In case of the RAID6 configuration, two pages can be recovered when errors in two pages that can
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be detected by ECC occur simultaneously. Therefore, the uncorrectable page error rate is calculated,
as follows.

UPERR6(n, k, x) =
1
N

(
1 −

(
N
0

)
CPER(n, k, x)N

−
(

N
1

)
CPER(n, k, x)N−1

· DPER(n, k, k)

−
(

N
2

)
CPER(n, k, x)N−2

· DPER(n, k, k)2
)

(5)

mSAPL has lower WAF than that of eSAP for all three workloads, as shown in Figure 5. Figure 7
compares the page error rates of mSAPL and eSAP when running the Financial workload on the SSD
simulator. The uncorrectable page error rates in the figure are derived from Equation (5), which means
that mSAPL and eSAP maintain two parities per stripe (i.e., employing RAID6 configuration). Table 3
presents the parameters of the equations for calculating the UPER. mSAPL shows lower UPER than
that of eSAP until about 19,000 P/E cycles. The reason of the lower UPER of mSAPL is that mSAPL
reduces WAF as compared to the state-of-the-art RAID technology, called eSAP. Assuming that the
acceptable error rate is the error rate of hard disk (1.0 × 10−15), the lifespan of the SSD while using
mSAPL technique is increased by 1.16 times when compared to eSAP.
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Table 3. Parameters of UPER equations.

Parameter Description Value

A Constant [38] 1.09 × 10−7

B Constant [38] 3.01 × 10−4

n No. of bits of an ECC code word 64 Kb
k Correctable bits of ECC 8
N No. of pages for a stripe 8

7. Conclusions

We propose a RAID-like protection scheme, called mSAPL, for massive capacity of flash based
SSDs. mSAPL supports differentiated data protection strengths according to user’s decision to improves
reliability and performance of flash based SSDs. Design of mSAPL considers the following three elements.
(1) It is necessary to cope with more than one failure per stripe due to employing a large number of
flash memories in a massive capacity storage. (2) In order to minimize the overhead that is caused by
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parity management, a parity update policy should be designed to minimize a GC overhead in SSDs.
(3) Different protection strengths are required for different kinds of data type or a user criterion among
massive volume of data.

Our evaluation study shows the effectiveness of mSAPL with multiple workloads in terms of
reliability, WAF, and average response time. Furthermore, we analyze the error rates of a flash based
SSD for different RAID-like configurations through deriving error rate equations. We observe that
mSAPL outperforms the state-of-the-art RAID-like technique regarding the reliability and lifetime of an
SSD.
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