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Abstract: There is a significant amount of synergy between virtual reality (VR) and the field of
robotics. However, it has only been in approximately the past five years that commercial immersive
VR devices have been available to developers. This new availability has led to a rapid increase in
research using VR devices in the field of robotics, especially in the development of VR interfaces for
operating robots. In this paper, we present a systematic review on VR interfaces for robot operation
that utilize commercially available immersive VR devices. A total of 41 papers published between
2016–2020 were collected for review following the Preferred Reporting Items for Systematic Reviews
and Meta-Analyses (PRISMA) guidelines. Papers are discussed and categorized into five categories:
(1) Visualization, which focuses on displaying data or information to operators; (2) Robot Control and
Planning, which focuses on connecting human input or movement to robot movement; (3) Interaction,
which focuses on the development of new interaction techniques and/or identifying best interaction
practices; (4) Usability, which focuses on user experiences of VR interfaces; and (5) Infrastructure,
which focuses on system architectures or software to support connecting VR and robots for interface
development. Additionally, we provide future directions to continue development in VR interfaces
for operating robots.
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1. Introduction

Even though the concept of virtual reality (VR) has been around since the 1960s [1], its usage in
the field of robotics has only been widely adopted in robot-assisted surgery [2–4] and robot-assisted
rehabilitation [5–7]. However, there is a great deal of synergy between VR and robotics [8]. Robots can
be used in VR to help provide more immersive VR experiences by providing haptic feedback to
users [9,10] or by providing items for user interaction [11,12]. On the flip side, VR is an enabling
technology in robotics to provide immersive robot teleoperation [13], to aid in robot programming [14],
to conduct human-robot interaction and collaboration studies [15–17], and even to train individuals on
how to collaborate with robots [18].

The lack of VR integration in the field of robotics has been largely caused by the absence of
availability and affordability of commercial VR devices. In the past decade though, there has been
considerable advancement to make VR devices with immersive visualization and 6 degree-of-freedom
(DOF) tracking commercially available and relatively affordable. With these advancements, there has
been an increase in utilizing VR in the field of robotics. One area that has seen particular growth is in
utilizing VR devices for human-robot interaction and collaboration.

VR provides an opportunity to create more natural and intuitive interfaces by immersing users in
a 3D environment where they can view and interact with robots in 3D shared or remote environments.
This can allow for better situational awareness and easier interaction. Robot interfaces can be of
two types, either teleoperation, where an operator controls a robot’s end-effector, or shared-control,
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where an operator provides high-level commands to the robot. Both interface types allow operators
to control a robot from remote locations. This allows for robots to be used in dangerous, distant and
daring jobs and removes risk from the operator but keeps their knowledge and expertise in the loop.
By using VR these interfaces can be used in a wider application due to the immersive nature of VR.

In this paper, we present a systematic review of the use of virtual reality in developing interfaces
for interacting with robots. This paper has been motivated by the need to study this emerging field at
the nexus of humans, VR, and robotics. The goal of this review is to consolidate the recent literature of
VR interfaces for robots to identify the current state-of-the art and areas for future research.

2. Methodology

To identify how virtual reality is being used in robot interfaces, we conducted a systematic
review following the Preferred Reporting Items for Systematic Review and Meta-Analyses (PRISMA)
guidelines [19]. Publications were collected from the following databases:

• IEEE Xplore
• ACM Digital Library
• SAGE Publications
• Springer Link
• MDPI

These databases were selected based on their proceedings and journals associated with robotics
and their accessibility within the Northeastern University library network.

We used the following search string to capture relevant papers:

(“virtual reality” OR “vr”) AND robot

The search string was purposefully kept generic in order to capture as many relevant papers as
possible. The search was done at the abstract level for all the listed databases, except for Springer Link,
which did not provide the option to customize the search. We kept the search at only the abstract
since we found that, in general, the relevant records contained these keywords there. This helped
return only the most relevant records by eliminating records that briefly mentioned virtual reality
and/or robots in passing and were not the primary focus. Since Springer Link did not allow for a
custom search, we elected to utilize their built-in relevance sorter and only include the first hundred
results. The one hundred results cutoff was selected by scanning record titles and identifying the likely
relevant records. Almost all relevant record titles were within the first fifty results, but we doubled
this number in order to catch additional potentially relevant works. This number was also on par with
the number of records pulled from the other databases.

Results were narrowed to ones published between 2016 through September 2020. We decided
to only look at the past 4 years, since 2016 is the year when virtual reality started becoming widely
available on the consumer level (https://www.washingtonpost.com/news/the-switch/wp/2016/
01/15/what-to-expect-from-virtual-reality-in-2016/). Additionally, the language was restricted
to English.

In total, we collected 518 records for evaluation. Figure 1 shows the flow diagram of the screening
process. Records were first filtered at the title/abstract level. Records that pertained to the areas
of robot-assisted surgery, robot-assisted rehabilitation, robots being used as haptic devices for VR,
or VR development environments being used as robot simulators were rejected. Records whose
focus was not on both VR and robotics or were ancillary in nature were rejected as well. After the
initial screening, we moved to a full-text screening. The purpose of this review was to specifically
look at papers that utilized VR in robot interfaces. Therefore, papers involving other areas of VR
and robots, such as using VR to help conduct human-robot interaction studies, were removed from
consideration. Additionally, records were rejected at this level for either belonging into a previously
rejected category or for not containing substantial results. We aimed to include as many relevant works
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as possible though for a complete and through review of the current research in VR robot interfaces.
Furthermore, we consolidated records by the same author(s) of related work and only included the
most recent record. After the full evaluation, a total of 41 records were identified to be included in this
review. Appendix A contains a table briefly summarizing all the included papers.

Figure 1. Flow diagram of screening process.

3. Results and Discussion

For this review, we categorized papers in five different areas: Visualization, Robot Control and
Planning, Interaction, Usability, and Infrastructure. There is natural overlap between the categories,
however, each paper was assigned to the one that the contribution was the highest in. Figure 2 displays
the breakdown of papers in each category.

Figure 2. Division of papers in each category.
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3.1. Visualization

The Visualization category encompasses concepts mainly focused on displaying context to the
user. Currently, most of this work is in identifying the best way to represent the real world in VR.
Ref. [20] investigates the influence of displaying different levels of environmental information has
on task performance and operator situation awareness in VR robot interfaces. Specifically, they look
at two informational contexts: full information and a representative model. The full information
context shows all the contextual and task-related information to the operator, which includes a mesh
of the environment surrounding the robot. While the representative model context shows only
the task-related information, which does not include any visualization of the robot’s surrounding
environment. Ultimately, they find that the time to complete the task is reduced when displaying
full information compared to the representative model, but accuracy remains the same between
both. However, attentional demand was significantly higher during full information. Ref. [21] saw
similar results when comparing a representative model visualization of the full environment to a
real-time point cloud visualization of the real environment and found that the success rate and
usability ratings were higher with the point cloud visualization. However, point cloud visualization
can be computationally expensive and require a large amount of bandwidth. Ref. [22] looks to
solve this problem by presenting a method to efficiently process and visualize point clouds for VR
applications. Ref. [23] evaluates how using virtual features, such as a 3D robot model, object target
poses, or displaying distance to a target, effects operator performance in completing teleoperation
pick-and-place tasks. Overall, their results show that virtual features increase the accuracy and
efficiency of the task performance and significantly reduce differences between expert and non-expert
users. Ref. [24] compares an immersive 3D visualization to a standard 2D video-based visualization.
They found that by displaying real-time 3D scene information improves the ability to self-localize in
the scene, maneuver around corners, avoid obstacles, assess terrain for navigability, and control the
visualization view. Ref. [25] takes a slightly different approach and assesses how different viewpoints
can affect success when teleoperating a construction robot. Overall, they show that an active viewpoint,
where the user is able to move their head to change the visualization improves the success of the
teleoperation compared to an automatic bird’s-eye viewpoint that coincides with the movement of the
robot to maintain the end-effector in the view.

Virtual reality causes motion sickness in some individuals and can be compounded depending
on how data from a robot is being presented. Ref. [26] aims to identify the effect of linear velocity,
acceleration, and angular displacement on VR motion sickness. They use their findings to develop
a head-synchronized controller to reduce motion sickness when controlling a drone with VR.
The developed controller reduces angular velocity by synchronizing the drone’s movement with
the user’s head movement. This in turn reduces sensory conflict for the operator, therefore reducing
the motion sickness as well. Similarly, ref. [27] analyzes the effects of visual and control latency
in drones when using VR. Unsurprisingly, they find that an increase in latency resulted in worse
flight performance and a higher level of motion sickness. However, they also find that the more
time users spent operating the system, the more tolerant they became. Refs. [28,29] both present
methods to decouple an operator’s head movement from the robot’s current view, i.e., the robot’s
camera, when using VR for robot teleoperation. Traditionally, an operator’s head movement directly
controls the robot’s camera. However, when the operator moves their head, there is a delay between
the operator movement and the updated image being returned by the robot, which is caused by a
combination of latency in the system and robot hardware speed. This delay can cause intersensory
conflict and inflict motion sickness. Additionally, ref. [28] ran a user study and found that their
decoupling method, that instantly returns an updated image upon head movement, on average was
less nauseating and more visually comfortable to users. In relation, ref. [30] aims to reduce motion
sickness by identifying the best way to display stereovision cameras inside a VR headset. In a 15 person
user study, individuals, on average, reported feeling less motion sick when the stereo cameras were
rendered on a plane inside the VR headset, rather than directly rendering the cameras to each eye,
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which creates a more immersive view. Ref. [31] studies how using human perception-optimized
trajectory planning in mobile telepresence robots can improve motion sickness. Their results overall
show that minimizing the amount of turns a robot takes decreases a user’s motion sickness.

3.2. Robot Control and Planning

This category refers to the area that is focused on connecting human input to robot movement to
allow for successful teleoperation. Ref. [32] defines three mapping models to categorize teleoperation
interfaces: direct, cyber-physical, and homunculus. A simplified representation of these models are
shown in Figure 3. These categories help explain the different amounts of information being made
between the robotic space and the user space for robot teleoperation. Direct maps the user’s hand
and eyes directly to the robot. Cyber-physical contains a mapping between the user and the robot by
mapping the user’s space to a virtual robot and environment, the robot space is similarly mapped back
to this virtual space. Finally, the homunculus model combines the last two by decoupling mapping
from the direct model, by using a virtual space between the user and the robot, but not requiring a
complete virtual robot and environment that matches the real one like in the cyber-physical model.

(a) Direct Model

(b) Cyber-Physical Model

(c) Homunculus Model

Figure 3. Simplified versions of the robotic teleoperation mapping models from [32].

Ref. [33] develops a solution that follows the direct model by imitating a user’s upper body
pose to teleoperate a humanoid robot. Their method differs from other works in this field in that
their system imitates the full human arm pose in the teleoperation rather than just controlling the
end-effector pose of the robot. In a user study, they found that their imitation teleoperation method
was preferred with users and allowed them to complete the task faster and perceive less overall
workload compared to a direct manipulation programming of a robot. Instead of directly tracking
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an operator’s arm pose, refs. [34,35] both use machine learning techniques to learn a model that will
map user input to robot motion in VR teleoperation interfaces. This way the only input required from
the operator is the desired end-effector pose, which a handheld VR controller can supply, but still
provide efficient teleoperation. Ref. [36] also uses machine learning to improve teleoperation, but their
focus is on a predict-then-blend framework to aid the operator in dual-arm robot manipulation tasks.
Using their learned model, they predict the manipulation target given the current robot trajectory and
then estimate the desired robot motion given the current operator input. This estimate can then be
used to correct the input from the operator to improve the efficiency of the teleoperation.

Ref. [37] presents a system architecture and controller that falls under the cyber-physical model
by utilizing a digital twin of the robot. The idea here is that there are three control loops, one for
the operator input, one for the physical robot, and one that serves as the interaction between the
digital twin and the actual robot. The benefit of this method is that a robot and human do not need
to be co-located and instead the robot can be controlled over long distances. Ref. [38] develops an
interaction method that follows the homunculus model by decoupling the human input from the
control loop of the robot and avoiding directly using the tracked operator movement in the robot
controller. To accomplish this, they design a force controller with two interaction modes, one for coarse
movement and one for fine movement. In the coarse movement mode, the operator is able to lock the
robot movement and adjust the desired position and orientation of the robot by manipulating a virtual
sphere with a coordinate frame. Once satisfied, the operator can then switch to the fine movement
mode where orientation is locked and only position is controlled and the robot continuously moves as
long as the virtual sphere is being interacted with. They compared their teleoperation interface to the
one presented in [39], that directly tracks an operator’s movements and therefore requires operators to
simultaneously control both the position and orientation of the robot, and found that their system had
a 93.75% success rate compared to a 25% rate in completing a stacking task, which they attribute to
their decoupling and force regulation in their controllers. Similar results were found in [40], where they
showed that people preferred to control the movement of a robot by clicking-and-dragging a virtual
sphere rather than have the robot directly follow the movements of the VR controller.

Improvements in virtual reality robot control and planning are also being looked at for specific
applications. Ref. [41] presents an architecture that estimates human intent in VR to operate a welding
robot. Their results show an increase in performance with their human intent recognizer. Instead of
recognizing human intent, ref. [42] develops an optimization based planner to control a painting drone
in VR. Qualitative results, where an operator controls the painting drone to trace a previously painted
contoured line, show a high accuracy in system. Similarly, ref. [43] designs a teleoperation system for
aerial manipulation that includes tactile feedback. Ref. [13] defines a control architecture that utilizes a
VR headset, VR controllers, and an omni-directional treadmill to create a fully immersive teleoperation
interface to operator a humanoid robot.

3.3. Interaction

Interaction papers focus on both the development of new interaction techniques for controlling
robots in VR and identifying the best interaction practices. Ref. [44] develops a VR interface
that incorporates object affordances to simplify teleoperation of two robotic arms equipped with
dexterous robot hands. They provide grasping and manipulation assistance by allowing the operator to
teleoperate the arms towards an object of interest and then provide an affordance menu. The affordance
menu allows the user to select from a list of possible grasps and actions that can be performed on
the object. Ref. [45] designs a visual programming system to define navigation tasks for mobile
robots. Their system works by constructing a VR environment built from the output of the robot’s
visual simultaneous localization and mapping (vSLAM) and then allowing users to select high-level
landmarks along with task-level motion commands. From there, their system can plan a path for
the robot in order to accomplish the desired tasks. Ref. [46] looks at how predictive components
can improve operator situational awareness and workload in VR interfaces for multi-robot systems.
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Their results show that there is insignificant improvement when using predictive components.
However, the authors acknowledge that these results could be due to lack of operator training in
understanding the predictive cues. Therefore, there is additional work to be done in this area. Ref. [47]
implements a system that allows users to collaborate with a robot to conduct 3D mapping of indoor
environments using VR. Their system works by using VR headset pose data to estimate human
intentions, which is then used to navigate a mobile robot to build a 3D map of the environment.
This map is rendered inside the VR headset to provide an immersive view for the user.

There has also been some work towards identifying the best way to interact with robots in VR.
Ref. [48] compares two different VR interactions, position control and trajectory control, to remotely
operate a robotic manipulator. In position control, the user can place a single waypoint for the
robot to autonomously navigate to and the user has the option to stop the motion at any time.
In trajectory control, the user can move the arm by pressing a button and the robot will follow the
relative movements of the controller. They conduct a 12 person user study comparing their two VR
interfaces and find that when using positional control, users, in general, were both faster and more
accurate in the tasks. Ref. [49] explores developing a VR interface for humanoids by taking inspiration
from VR video games to identify the best control schemes and practices for VR. They summarize a
total of 14 VR games, specifically looking at what viewpoint they use, how movement in the game
is accomplished, how manipulation is done, and how information is brought up to be displayed.
Ref. [50] investigates using different controllers, VR controllers to allow for grabbing and 3D mouses
for driving, in operating a pair of robotic arms for a pick-and-place task and ultimately find that using
the VR controllers allowed for faster operation due to faster gross movement control.

3.4. Usability

The Usability category highlights user experiences of VR interfaces. At the moment, research
in this area is primarily focused on comparing traditional interfaces for robots to a VR interface.
Traditional interfaces include two types. The most common one utilizes a monitor to view data
and either a keyboard and mouse or a gaming controller to interact with the robot. The second
one uses direct manipulation where users can physically grab and move the robot around and
“program” the robot to complete a task, this is also frequently called learning from demonstration.
Ref. [39] compares four different interfaces for a robotic manipulator: direct manipulation, computer
(keyboard, mouse, and monitor), a partial VR interface that only uses positional hand tracking and
uses a monitor instead of a VR headset, and a full VR interface with positional hand tracking and a VR
headset. In an 18 person user study using a robotic manipulator in a cup stacking task, they found
that their full VR interface was significantly better compared to the keyboard and monitor interface
with a 66% improvement in task competition time, lower workload, higher usability, and higher
likability score. Additionally, 5 of their 18 users were never able to complete the task with the
keyboard and monitor interface, but they were all able to complete the task with the full VR interface.
However, the full VR interface was slower and higher workload compared to direct manipulation,
but it did have marginally higher usability and likability scores. Furthermore, when comparing the full
VR interface to the partial VR interface, they found that task completion times were not significantly
faster for the full VR interface, but it had higher usability and was marginally more likable than the
partial VR interface. A similar 11 person user study was done in [51], where they compare their VR
programming interface with a direct manipulation interface and a keyboard, mouse, and monitor
interface. Their VR interface has one major difference from most others in the area, in that they use
gesture recognition to teleoperate the robot rather than VR controllers. Their results show that the direct
manipulation approach on average took the shortest amount of time and caused the smallest number
of collisions. However, the VR approach was considered more natural among users and still performed
better on average in performance time and number of collisions compared to the keyboard and monitor
interface. Ref. [52] evaluates the use of VR for teleoperation and telemanipulation tasks using mobile
robots equipped with a robotic arm and compares displaying camera streams on a monitor and a
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VR headset to display streams from stereo cameras to provide stereo-vision for an operator. In their
16 person user study, they found that in driving and observations tasks that there was not substantial
difference in task completion times. However, for manipulation tasks there was a 20–25% increase in
completion time when using the traditional interface over the VR one. They attribute these results
to the stereo-vision the VR headset provides over a monitor, and that for manipulation tasks the
addition of depth perception increases people’s capability to estimate distances, but this benefit is not
significant for driving or observation tasks. Ref. [53] aims to see if VR interfaces lead to improvement
in workload, situational awareness and performance for operators of multiple robots. They conduct an
8 person user study comparing a traditional keyboard, mouse, and monitor interface to a VR interface
in both an indoor and outdoor scenario with three types of robots: aerial, ground, and manipulator.
In general, they show that results are better with the VR interface over the traditional one in terms of
operator performance, workload, and situational awareness. However, similar to [52], they found that
performance when driving the mobile robot was better with the traditional interface. Ref. [54] looks at
user preferences in using VR interfaces for teleoperating robots in combat or hostile environments.
Although their work is done entirely in simulation, they found that in a 10 person user study, that 90%
of the users preferred the immersive VR interface compared to a traditional non-immersive, keyboard,
mouse, and monitor interface.

3.5. Infrastructure

The Infrastructure category focuses on system architectures or software that helps support
connecting VR and robots for interface development. The majority of papers in this review utilize
ROS for the robot development and Unity for the VR development, and there is currently no standard
way to interface between the two. Therefore, it is necessary to find a way to bridge the gap. Ref. [55]
presents a system architecture to work with multi-robot systems using ROS and virtual reality interface
developed in Unity. Several works have also provided open-source solutions to allow for WebSocket
communication between ROS and Unity [56,57]. Additionally, there is group at Siemens that is
developing an open-source library called ROS# [58]. Ref. [59] provides an alternative to ROS#
that decreases the message size and therefore in general allow for faster data transfer. However,
their solution is currently not open-source. Ref. [60] presents a method capable of automatic calibration
procedures to provide a spatial relationship between a robot cell and a VR system. Their work is
provided as an open-source ROS package.

4. Takeaways

VR interfaces for operating robots have come a long way in the past four years. VR devices
becoming commercially available and affordable for many researchers has helped tremendously in
furthering the state-of-the-art. There is also a growing VR community to help support development,
which lowers the barrier of entry for new developers. This is particularly relevant in the area of system
architecture and infrastructure for VR robot interfaces, as there are now several open-source solutions
in connecting ROS and Unity making it much easier to get started with VR robot interface development.
Additionally, there have been several works that show the promise of VR interfaces over traditional
ones, such as 2D computer interfaces. Overall, it has been shown that VR interfaces reduce task
completion time, increase operator performance, and are generally preferred over traditional interfaces.
These works help support the need for continue development in VR interfaces for robot operation.

Although, there has been a significant amount of foundational work in VR robot interfaces,
there are still several areas that require further development. For example, there has been a significant
amount of work in creating VR teleoperation interfaces, even though, teleoperation may not always
be a viable option and a shared-control interface may be more appropriate solution, especially for
complex systems. However, there has been limited research in shared-control VR interfaces despite
the fact that these interfaces bring the advantage of allowing the robot to act semi-autonomously,
which in turn allows the user to only provide input when needed and focus on the critical elements of
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a task. In addition, most VR interfaces so far have been designed for robot manipulators, aerial robots,
or mobile robots. Figure 4 displays a heat map of the reviewed papers in each category and the types of
robots used. At the moment, there is very limited work in using bipedal humanoid robots. Humanoids
are general purpose platforms though and can easily be used in diverse environments designed for
humans. However, they are complex dynamic systems and can immensely benefit from the immersive
and 3D interaction environment that VR devices provide.

Furthermore, as VR interface development continues, it is important to continually evaluate the
usability and likability of these new advancements among users. It is also important to evaluate these
interfaces in real-world applications with actual potential users of the systems.

Figure 4. Heat map of reviewed papers in each category with robot types.

5. Future Directions

VR robot interfaces still require further development until they are ready for wide adoption.
Highlighted below are some next steps in each area of VR robot interfaces to continue advancements
in the field.

5.1. Visualization

Improving 3D visualization of the robot’s environment inside a VR headset. At the moment,
there are two main techniques for 3D visualization of the robot’s environment inside a VR headset:
using pre-designed 3D virtual models that mimic the real-world or using visualization data from
the robot, i.e. point-cloud data. Both techniques though have issues that still need to be addressed.
Currently, using a modeled environment of the world requires that the environment be both known
ahead of time and static. While using real-time visualization from the robot can be computationally
expensive and require large amounts of bandwidth to stream data from robot to VR headset. Ref. [21]
presents a method that uses model-based background segmentation of point-cloud data to reduce
bandwidth, but their method requires multiple depth sensors, knowledge of background models,
and does not work with mobile platforms. Therefore, there is room for additional work in point-cloud
streaming and rendering inside VR headsets.

Identifying what data to present and how to present it. Current data visualization is focused
on rendering images or point-cloud data from a robot. However, there is opportunity to also display
other types of information that can be virtually rendered in the scene. Most of the interfaces presented
in this review already render a virtual model of the robot that mimics the current state of the physical
robot, but there could be usefulness in visualizing points of interest, or end-effector distance from
objects, etc. Ref. [23] investigates this area and overall found promising results in using additional
virtual elements.
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5.2. Robot Control and Motion Planning

Further development in shared-control interfaces. Currently, the state-of-the-art focuses
primarily on using controllers or motion planners that allow operators to teleoperate the robot,
but there is a plethora of research on shared-control planners that could be utilized. Results in [48]
show that users were faster and more accurate when placing waypoints for a robot to traverse through
(shared-control), rather than having the robot directly follow the user’s hand (teleoperation). There is
opportunity for additional development into integrating these types of shared-control methods as they
could remove workload from the operator to handle tasks the robot is well suited for, and allow users
to focus on the high-level operation.

5.3. Interaction

Identifying best practices in interacting in VR. As discussed in Section 3.3, there has been some
research into looking at the best practices for interacting in VR, however, it is still limited. There is a
large body of knowledge in best practices for designing user interfaces, but the focus is on interfaces
for 2D devices, such as, computers or mobile devices. There are some for VR as well, but most of these
are focused towards gaming. It is important to understand best interaction practices in VR with focus
on interacting with robots in order to create understandable and enjoyable VR robot interfaces.

Investigation using different VR input devices. So far there has been limited investigation in
using other types of input devices for VR robot interfaces, such as VR gloves or omni-directional
treadmills. These devices are used to create a more immersive experience in VR gaming and therefore
could be useful as well in VR interfaces.

5.4. Usability

Diversifying user-studies. User studies on average are with a small group of people, typically
20 or less, and skew towards more males and in the 20–30 age bracket. This is understandable as
researchers usually take advantage of university students in their department, which is often in
the areas of computer science and engineering. However, this group is not representative of the
broader community that could make use of these interfaces. There are already several applications
robots are actively being deployed in, such as factories, assisting in bomb disposal, or search and
rescue missions. Therefore, it is important to have users in these domains included in user studies.
Additionally, in general it is important to have a diverse group of individuals as different groups
will bring in different viewpoints, such as, expert vs. non-expert, or younger generation vs. older
generation, etc.

Conducting real-world application user-studies. Presently, most user-studies in understanding
usability of VR robot interfaces are simplified, fabricated tasks and are not well grounded in real-world
applications. They are also not conducted in real-world environments and instead are often done
inside of a lab or structured environment that is controllable. However, the real-world is unstructured
and often unpredictable. Therefore, it is important to test these systems in real-world environments for
real-world applications in order to more accurately understand the usability of these systems.

6. Conclusions

In this paper, we presented a systematic review of recently published research in the past
four years relating to VR interfaces for robot operation. Papers were categorized into five different
areas: Visualization, Robot Control and Planning, Interaction, Usability, and Infrastructure. We also
highlighted some of the missing areas in VR robot interfaces as future directions for research. As robots
become more capable and integrated into various workplaces and our daily lives, it will be crucial to
have ways to interact with them. Virtual reality provides an opportunity to create natural and intuitive
interfaces to allow for successful human-robot interaction for both expert and non-expert users.
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Appendix A

Table A1. Summary of Results.

Ref Year Category Robot Type Contribution

[54] 2016 Usability (Virtual) Mobile
Identifies user preferences between using a
traditional computer interface over an
immersive VR interface for teleoperation

[47] 2016 Interaction Mobile
Develops a collaborative human-robot
system to accomplish real-time mapping
in VR

[45] 2016 Interaction Mobile Develops a visual programming system to
define navigation tasks

[29] 2016 Visualization Humanoid
Develops a method to use stereo panoramic
reconstruction to reduce perceived visual
latency during teleoperation

[25] 2016 Visualization Manipulator
Evaluates the affects of different viewpoints
on success when teleoperating a
construction robot

[46] 2017 Interaction (Virtual) Mobile
& Aerial

Investigates the utility of predictive
capabilities in VR interfaces for multi-robot
teams using a traditional interface as
a baseline

[51] 2017 Usability Manipulator

Compares a developed VR programming
interface with a direct manipulation
interface and a keyboard, mouse, and
monitor interface

[56] 2017 Infrastructure N/A
Develops an open-source cloud-based
software architecture to interface ROS
with Unity

[23] 2018 Visualization Dual-Arm
Manipulator

Evaluates using virtual features to display
task-related information to improve
operator performance in completing
teleoperation pick-and-place tasks

[40] 2018 Robot Control and
Planning Manipulator Compares different VR interaction

techniques for teleoperation

[22] 2018 Visualization Manipulator Develops a method to efficiently process
and visualize point-clouds in VR

[30] 2018 Visualization Mobile with
Manipulator

Evaluates the best way to visualize stereo
cameras inside a VR headset to minimize
motion sickness
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Table A1. Cont.

Ref Year Category Robot Type Contribution

[32] 2018 Robot Control and
Planning

Dual-Arm
Manipulator

Develops a teleoperation framework that
can quickly map user input to robot
movement and vice-versa

[27] 2018 Visualization (Virtual) Aerial Evaluates the effects of visual and control
latency in drones when using VR

[59] 2018 Infrastructure N/A Develops a framework to interface ROS
with Unity

[57] 2018 Infrastructure N/A Develops an open-source framework to
interface ROS with Unity

[28] 2019 Visualization (Virtual) Mobile
Develops an image projection method that
remove discrepancies between robot and
user head pose

[50] 2019 Interaction Dual-Arm
Manipulator

Evaluates using different controllers
in teleoperation

[44] 2019 Interaction Dual-Arm
Manipulator

Develops a telemanipulation framework
that incorporates a set of grasp affordances
to simplify operation

[49] 2019 Interaction Humanoid (Bipedal)
Summarizes data visualization and
interaction techniques of VR video games
for adoption to VR robot interfaces

[33] 2019 Robot Control and
Planning

Humanoid (Mobile
Base)

Develops teleoperation system that imitates
user’s upper body pose data in real-time

[53] 2019 Usability
Mobile with
Manipulator &
Aerial

Compares a traditional interface to a VR
interface for multi-robot missions

[24] 2019 Visualization Mobile with
Manipulator

Compares an immersive VR visualization to
a monitor video-based visualization for
robot navigation

[21] 2019 Visualization Manipulator

Compares a representative model
visualization of the full environment to a
real-time point cloud visualization of the
real environment for teleoperation

[37] 2019 Robot Control and
Planning Manipulator Develops a framework that allows robot

teleoperation through uses of a digital twin

[20] 2019 Visualization Manipulator

Investigates the influence of displaying
different levels of environmental
information has on task performance and
operator situation awareness in VR
robot interfaces

[42] 2019 Robot Control and
Planning Aerial Develops an optimization based planner to

control a painting drone in VR

[43] 2019 Robot Control and
Planning

Aerial with
Manipulator

Develops a teleoperation system for aerial
manipulation that includes tactile feedback

[34] 2019 Robot Control and
Planning

Dual-Arm
Manipulator

Develops a deep correspondence model that
maps user input to robot motion
for teleoperation
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Table A1. Cont.

Ref Year Category Robot Type Contribution

[36] 2019 Robot Control and
Planning

Dual-Arm
Manipulator

Develops a predict-then-blend framework
to increase efficiency and reduce
user workload

[60] 2019 Infrastructure N/A

Develops an open-source solution that help
calibrate VR equipment (HTC Vive) inside a
robot cell (hardware-agnostic, only requires
ROS-Industrial and MoveIt plugin)

[55] 2019 Infrastructure N/A Defines a system architecture to work with
multi-robot systems using ROS and Unity

[31] 2020 Visualization Mobile
Develops and evaluates a human
perception-optimized planner to reduce
motion sickness

[13] 2020 Robot Control and
Planning Humanoid (Bipedal)

Develops a control architecture that utilizes
a VR setup with an omni-directional
treadmill to create a fully immersive
teleoperation interface

[48] 2020 Interaction Dual-Arm
Manipulator

Compares two different VR control
interactions, position control and trajectory
control, for robot operation

[52] 2020 Usability Mobile with
Manipulator

Compares displaying camera streams on a
monitor and displaying stereo cameras
streams inside a VR headset
for teleoperation

[38] 2020 Robot Control and
Planning Manipulator

Develops two robot controllers to decouple
an operator from the robot’s control loop
for teleoperation

[41] 2020 Robot Control and
Planning Manipulator Develops a method that estimates human

intent in VR to control a welding robot

[26] 2020 Visualization Aerial
Develops a controller that synchronizes a
drone’s movement with the user’s head
movement to reduce motion sickness

[39] 2020 Usability Dual-Arm
Manipulator

Compares a VR interface to traditional
interfaces for teleoperation

[35] 2020 Robot Control and
Planning Manipulator

Develops a motion planner using deep
reinforcement learning to map the human
workspace to the robot workspace
for teleoperation
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