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Abstract: In this paper, we introduce a new framework for identifying the most influential people
from social sensor networks. Selecting influential people from social networks is a complicated task
as it depends on many metrics like the network of friends, followers, reactions, comments, shares,
etc. (e.g., friends-of-a-friend, friends-of-a-friend-of-a-friend). Data on social media are increasing
day-by-day at an enormous rate. It is also a challenge to store and process these data. Towards this
goal, we use Hadoop to store data and Apache Spark for the fast computation of the data. To select
influential people, we apply the mechanisms of skyline query and top-k query. To the best of our
knowledge, this is the first work to apply the Apache Spark framework to identify influential people
on social sensor network, such as online social media. Our proposed mechanism can find influential
people very quickly and efficiently on the data pattern of Facebook.

Keywords: social sensor network; influential person identification; Hadoop; Apache Spark;
skyline query; top-k query

1. Introduction

Currently, the importance of social media is beyond question. People can connect anywhere in
the world at an instant due to the blessings of social media on the Internet [1]. Social media influence
is an important term as influencers have a great impact on social media platforms. Every moment,
an enormous amount of data is generated on social media like Facebook, Twitter, Instagram, etc.
Statistics show that around four petabytes of data are generated per day on Facebook alone, and Apache
Spark along with Hadoop can play a big role in processing this huge amount of data [2,3].

1.1. Background

Considering these facts, we use Hadoop to store the data, as well as Apache Spark to process the
data. The Apache Hadoop [4] software library is a framework that allows for the distributed processing
of large data sets across clusters of computers using simple programming models. It was created by
Doug Cutting in 2005 when he was working for Yahoo at the time for the Nutch search engine project.
Hadoop has two major components named the HDFS (Hadoop Distributed File System) [5] and the
MapReduce [6] framework.
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Apache Spark was originally developed at UC Berkeley in 2009 in order to process a large amount
of data (e.g., IoT streaming data or social media streaming data processing from multiple sources [7,8]),
and Apache Spark can serve as a unified analytics engine through machine learning [9] and deal with
big data [10]. It can run ten times faster than on disk and a hundred times faster in memory than
Hadoop. Spark runs everywhere, can access diverse data sources, and has very powerful caching.
Most importantly, it supports multiple platforms such as R, Scala, Python, and SQL shells [11]. In this
paper, we use the Python language in our project to interact with Spark.

1.2. Motivation

Social media data are growing exponentially currently. Social influencers have a great impact
on these platforms. It is a difficult task to find influential people as this depends on many metrics.
If we want to analyze data from this huge source of social media data, we will be faced with mainly
two problems:

• the large data set storage problem and
• the large data set processing problem.

Therefore, we use Hadoop and the Apache Spark framework to solve these issues.

1.3. Problem Statement

In this paper, we consider the problem of selecting influential people from social networks.
We consider the data pattern of Facebook as it is the most popular social media platform currently.
We consider ten different metrics to select influential people. The metrics are friends, followers,
reactions, comments, groups, shares, pages liked, check-ins, mentions, and events attended.

To select influential people, we apply skyline queries and top-k queries. In a dimensional data set,
a point p dominates another point q only if it is better than or equal to q in all dimensions and better
than q in at least one. The points that are not dominated by any other point are called the skyline.
Top-k queries produce results that are ordered by some computed score. These queries retrieve the k
best results according to the user’s satisfaction.

1.4. Contributions

The major contributions of this article are listed as follows:

• We develop a mechanism to identify influential people.
• We use an efficient method to store and process large data.
• We effectively apply the skyline query and top-k query to handle Facebook data.

1.5. Organization of the Paper

The rest of the paper is organized as follows. A brief review of the related work is provided in
Section 2. In Section 3, we provide our methodology, describe our data set in detail, introduce the
performance metrics, and then, show the selection procedure. The experimental results and
performance evaluations are presented in Section 4. Finally, we conclude the paper in Section 5
and outline future research directions.

2. Related Work and Discussion

This section divides the state-of-the-art literature into four sections. We review the work related to
social media in Section 2.1 and the work related to Apache Spark in Section 2.2. To retrieve the selected
people, skyline queries and top-k queries are used. We review both of these queries in Sections 2.3
and 2.4.
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2.1. Work Related to Social Networks

Asif Zaman et al. [12] addressed finding key people on social media using the MapReduce
framework. They considered five metrics and applied the skyline query for selecting the key people.
However, the MapReduce framework is not very time efficient, and the performance degrades when
the data set is large. J. Qiu et al. [13] addressed social influence prediction with deep learning.
They proposed a framework that takes a user’s local network as the input to a graph neural network
for learning his/her latent social representation. They showed that their proposed model significantly
outperforms traditional feature engineering-based approaches. Cao et al. [14] addressed the jury
selection problem for decision-making tasks on micro-blog services. To avoid the exponentially
increasing calculation of the jury error rate, they introduced two efficient algorithms for choosing jury
members. By evaluating a Twitter graph, they predicted the error rate of each user. DeMartini et al. [15]
suggested a systematic model for search entities. They introduced a vector space model for ranking
entities with the application to find experts. T. Lappas et al. [16] addressed the problem of forming
a team of skilled individuals to perform a given task. They mainly focused to minimizing the
communication cost among team members.

2.2. Work Related to Apache Spark

M. Zaharia et al. [17] first introduced the architecture of Apache Spark with RDDs (resilient
distributed datasets) , parallel computing, etc. They implemented RDDs in Spark and evaluated a
variety of user applications. Satis Gopalani et al. [18] gave a comparison of Apache Spark and the
MapReduce framework. They analyzed the performance using the K-means clustering algorithm.
X. Meng et al. [19] introduced MLib, which is a machine learning library for Apache Spark. Anand
Gupta et al. [20] introduced a framework for big data analysis using Apache Spark and deep learning.
For this analysis, they used a technique called cascade learning. L. R. Nair et al. [21] analyzed Twitter
data using the Apache Spark framework and classified various job categories among millions of
streaming tweets by analyzing the real-time data.

2.3. Work Related to Skyline Query

The skyline query problems are related to the maximum vector problems [22,23].
Borzsonyi et al. [24] first addressed the skyline operator. They introduced three algorithms:
Block Nested Loops (BNL), Divide and Conquer (D&C), and B-tree-based schemes. For BNL, every
item is contrasted with each other item in the database, and the item is accounted for if no other
item dominates. Chomicki et al. [25] addressed a variant of BNL by introducing an algorithm named
Sort-Filter-Skyline (SFS) as an improved version of BNL. This algorithm requires a pre-sorting data
set. Tan et al. [26] proposed “Bitmap” and “Index”, two progressive processing algorithms. In the
Bitmap algorithm, every dimensional value of a point is represented by a few bits. It can be determined
whether a given data point is in the skyline by applying a bit-wise AND operation on these vectors.
In the Index algorithm, the entire data set is organized into some lists, and points are assigned
to a list only if the value in the dimension is the best among all the dimensions. Chan et al. [27]
addressed the k-dominant skyline in high-dimensional space. They proposed efficient algorithms
to solve the k-dominant skyline problem. Balke et al. [28] addressed the problem of skyline queries
in web information systems. They vertically partitioned the data set and retrieved the skyline in a
distributed environment.

2.4. Work Related to the Top-k Query

Several works have been done on top-k queries. Marian et al. [29] addressed an algorithm to
efficiently evaluate top-k queries over web-accessible databases, and they assumed that only random
access was available for web sources. Chang et al. [30] addressed the problem of evaluating ranked
top-k queries with expensive predicates. They proposed an algorithm for minimizing probe accesses
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as much as possible. They assumed an arranged access on one of the traits, while different scores
were obtained through testing or executing some user-defined function on the rest of the attributes.
Li et al. [31] introduced a framework that gives a methodical and principled structure to help with
efficient assessments of top-k queries in relational database systems by expanding the relational algebra.
Chaudhuri et al. [32] studied the advantages, as well as the limitations of handling a top-k query by
interpreting it in a single range query that conventional relational DBMSs (database management
systems) can process efficiently. D. Donjerkovic et al. [33] proposed a probabilistic approach to
query optimization.

3. The Proposed Methodology on Selecting Influential People

The proposed system architecture consists of four modules. They are the storage module,
calculation module, selection module, and output module. Figure 1 depicts the system architecture of
our proposed method. First, we have to store all our data sets in the HDFS (Hadoop Distributed File
System), which is the storage module. We have to fetch all our data from here for all the calculations.
In the Calculation module, first, we need to write our program for the score calculation, which is given
in Table 8. The program was written in Python and PySpark.

We first operate our program individually to generate each metric score in the PySpark shell.
After testing all the code, we create an environment for submitting our entire code to Spark.
Then, we submit the code to Spark. It will process the data, and the output is generated after processing.
In the Selection module, the skyline query and top-k query are used to retrieve the influential people.
After retrieving the output data sets, we have to store them again in the HDFS.

In the output module, the results can be easily moved into the HDFS storage. Then, we submit our
job to Spark. It will process the data, and the output is generated. In the Selection module, the skyline
query and top-k query are used to retrieve the influential people. The output module shows the results
retrieved from both queries and stores them in the HDFS.

Figure 1. System architecture for finding influential people. HDFS, Hadoop Distributed File System.
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Table 1. Facebook data.

User ID Friends Followers Reactions Comments Groups Shares Pages Liked Check-ins Mentioned by Events Attended

A

U, V,

X, Z,

. . . .

S, D,

R, Y,

. . . .

(1, T),

(3, I),

....

(3, Z, Comment5),

(6, E, Comment4),

. . . .

G1,

G3,

G5,

. . . .

(1,E),

(8, C),

. . . .

P1,

P2,

P3,

. . . .

C1,

C2,

C5,

. . . .

(B, 6),

(M, 7),

. . . .

E1, E2,

. . . .

B

C, M,

L, S,

. . .

S, P,

W, X,

. . . .

(2, F),

(9, C),

. . . .

(5, E, Comment9),

(2, P, Comment3),

. . . .

G3,

G7,

G9,

. . . .

(2, F),

(3, D),

. . . .

P8,

P5,

P7,

. . . .

C3,

C5,

C9,

. . . .

(E, 2),

(C, 5),

. . . .

E3, E5,

. . . .

C

A, C,

Y, U,

I, . . .

M, J,

K, L,

. . . .

(16, I),

(21, J),

. . . .

(7, A, Comment8),

(1, F, Comment2),

. . . .

G12,

G15,
G19,

. . . .

(7, S),

(5, N),

. . . .

P2,

P4,

P7,

. . . .

C1,

C9,

C11,

. . . .

(A, 12),

(B, 17),

. . . .

E4, E6,

. . . .

D

M, K,

S, O,

P, . . .

P, W,

T, I,

. . . .

(1, E),

(8, M),

. . . .

(9, R, Comment7),

(4, I, Comment12),

. . . .

G2,

G4,

G6,

. . . .

(11, I),

(4, X),

. . . .

P5,

P6,

P9,

. . . .

C12,

C19,

C21,

. . . .

(R, 2),

(V, 9),

. . . .

E7, E9,

. . . .

. . . . . . .. . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . ...
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3.1. Dataset Description

The symbolic representation of Facebook data is shown in Table 1. To find influential people,
we selected the 10 criteria given in the figure. Here, we show the symbol names for all metrics
for simplicity.

The User ID column shows the list of all users on Facebook. Here, we describe all the columns
for User A from the User ID column. The Friends column demonstrates that User A has friends like
U, V, X, etc., and followers like S, D, R, etc. In the Like column, (1, T) means that User T has given a
reaction to the first status of User A. In the Comment column, (3, Z, Comment5) means that User Z
has given a comment, which is Comment1 to the third status of User A. The Groups column shows
that User A is connected to different groups like G1, G3, etc. As all the groups do not have the same
influence, we assume that the group that is more active is more important.

We use Table 2 to determine the activity of the group that we called influencers. In the Share
column, (1, E) means User E has shared the first status or post of User A. The Pages liked column shows
that User A has liked pages P1, P2, etc. The importance of all pages is not the same. To determine the
page influence, we use Table 3. The Check-ins column shows that User A has checked-in different
places named C1, C2, etc. A place is said to be more popular on Facebook depending on some criteria,
which we show in Table 4. In the Mentioned by column, (B,6) means that User A was mentioned or
was tagged by User B in his/her sixth status. The Events attended column shows that User A has
attended various events named E1, E2, etc. However, the importance of all events is not the same.
The metrics are shown to determine event influence in Table 5.

Table 2. Group influence.

Group Total Members Members Added the Last 7 Days Total Posts Last 30 Days

G1 1270 E,F,G.. 200
G2 2100 D,E,F.. 134
G3 1700 M,N,O.. 305
. . . . . . .. . . . . . . . ..

Table 3. Page influence.

Page Followers Comments Reviews

P1 A,B,C. . . (5,Q,Comment1). . . (R,4). . .
P2 A,C,E. . . (2,P,Comment3). . . (S,5). . .
P3 L,M,P. . . . (1,T,Comment9). . . (U,3). . .
. . . . . . . .. . . . .. . . . ..

Table 4. Check-in influence.

Place Followers Comments Reviews

C1 B,C,D. . . (9,S,Comment2). . . (Q,5). . .
C2 W,E,R. . . (7,E,Comment1). . . (A.3). . .
C3 T,Y,U. . . . (3,Q,Comment5). . . (C,5). . .
. . . . . . . .. . . . .. . . . ..

Table 5. Event influence.

Event Going Interested

E1 180 350
E2 305 751
E3 200 500
. . . . . . .. . . . . . .
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Table 2 consists of the group name, total members, members added the last seven days, and total
posts the last 30 days. We consider the more active group to be more important. The group activity is
given in Table 2. Using these three metrics, we can calculate the group influence on Facebook. Table 3
consists of the page name, followers, comments, and reviews. On every page, there is a review section
where people can give a review of that page like a four-star review, five-star review, etc. We store this
in the Review column. We assume a Facebook page to be influential considering all these metrics in
Table 3. Here, the Comment column has the same format as described in Table 1.

In the Reviews column, (R,4) means that User 4 has given a four-star rating to that particular
page. Table 4 is for determining the check-in influence. It consists of the name where a user checked-in,
the followers, the comment section, and the review section of that place. The structure of Tables 3 and
4 is the same. Table 5 consists of the event, going, and interested column. A popular event always gets
a huge response from people. Therefore, we consider how many people are interested in that event,
as well as how many people are going to that event to determine the event’s popularity.

3.2. Performance Metrics

In this section, we give the basic definitions, as well as the formulas for social network metrics
that are used in this work. As we considered a total of 10 metrics to find influential people, we assume
that each metric’s data set is in kvs (key-value storage) format. Then, we calculate the metric score for
every metric separately in the PySpark [34] shell, which is described in detail in Section 3.3. Table 6
shows the considered metrics with their symbols.

Table 6. Symbols and their meanings.

Considered Metrics Symbols

Friend Score Fs
Follower Score Fls
Reaction Score Rs
Comment Score Cs
Group Score Gs
Share Score Ss
Pages Liked Score Ps
Check-in Score Chs
Mention Score Ms
Event Score Es

3.2.1. Friend Score (Fs)

A friend score is the total number of friends a user has on social media [12]. It is defined as:

Fs = Total number of friends (1)

3.2.2. Follower Score (Fls)

A follower score is the total number of friends a user has on social media [12]. It is defined as:

Fls = Total number of followers (2)

3.2.3. Reaction Score (Rs)

The term reaction refers to the like, sad, happy, angry, etc, reaction that a user has to someone’s
post. The reaction score is the average number of the “reaction” count that a user has achieved.
To determine the reaction score, we define the following rules:

Rs = (Total reaction received from all posts/Total posts ) (3)
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3.2.4. Comment Score (Cs)

In every post, many relevant and irrelevant comments are made by users. To determine the
comment score of a user, a comment bias function [12] is used to determine the polarity of the comment.
The function receives comments and returns a value for each comment. We give +1 for the positive
comments, −1 for negative comments, and 0 for neutral comments. For simplicity, we considered all
complicated comments as neutral comments. After determining each comment bias, we replace each
comment name with its corresponding value. Then, we use the formula:

Cs = (Total comment bias/Total posts) (4)

There are mainly three types of sentiments that can be classified: positive, negative, and neutral.
There are many features that are often used in this problem [35] like terms and their frequency, parts of
speech, opinion words and phrases, rules of opinions, etc. We used opinion words and phrases to
detect comment bias. Words that are commonly used to express positive or negative sentiments are
called opinion words.

3.2.5. Group Score (Gs)

There are many groups in which a user is involved. To obtain a group score, we first calculate
the group influence, which is depicted in Table 2. We assume a group to be more active, as well as
influential by three criteria: total members, members added the last 30 days, and total posts the last
30 days. Group influence is the summation of all these metrics for each group. It is defined as follows:

Group influence = (Total members + members added the last 30 days + total posts the last 30 days ) (5)

The group score is the summation of all the group influence of a user that belongs to the social
network. It is defined as:

Gs = Total group influence (6)

3.2.6. Share Score (Ss)

A Facebook user’s post is shared by many people according to the quality of that posts.
The share score is the average number of “share” counts of that user. It is defined as:

Ss = (Total shares/Total posts) (7)

3.2.7. Pages Liked Score (Ps)

To obtain a page score, we first calculate the page influence, which is depicted in Table 3.
We assume a page to be more influential based on total followers, the comment score, and the review
score. Total followers are the total number of followers following a page. To determine the
comment score, we use the same method as discussed earlier. To determine the reviews, we use
the following formula:

Total reviews = (Total review score/Total reviewers) (8)

Adding all the measures, we obtain the page influence. It is defined as:

Page influence = (Total followers + comment score + review score) (9)

The pages liked score is the summation of all users that have liked the pages. It is defined as:

Ps = Total page influence (10)
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3.2.8. Check-in Score (Chs)

A user checks into different places on Facebook. To determine the importance of these places,
we consider the follower score, comment score, and review score of that page and call it check-in
influence. We calculate the follower score, comment score, and review score by the same method used
previously. It is defined as:

Check-in influence =(follower score + comment score + review score) (11)

The check-in score is the summation of all the check-in influence of a user that belongs to the
social network. It is defined as:

Chs = Total check-in influence (12)

3.2.9. Mention Score (Ms)

A Facebook user is mentioned by several users in their posts, photos, etc. The mention score is
the number of times in total a user ID is get mentioned or tagged by another user. It is defined as:

Ms = Total get mentioned (13)

3.2.10. Event Score (Es)

A person attends several events, and to determine event importance, we assume two criteria:
how many people are going and how many people are interested in that event. It is defined as:

Event influence = (Total going + Total interested) (14)

The event score is the summation of the event influence of a user of the social network. It is
defined as:

Es = Total event influence (15)

3.3. Table Construction

As we mentioned before, all our data set is in kvs (key-value storage) format. We first run all our
data sets individually according to the formula given in Section 3.2 to obtain the individual score of
each data set, like the friend score, follower score, reaction score, comment score, group score, share
score, pages liked score, check-in score, mention score, and event score. However, for every data set that
has a comment column, we use the CommentBias() [12] function to determine the polarity and replace
the value with the corresponding comment. Then, we follow our algorithms for further processing.

We show the friend data set and group data set in kvs format in Tables 7 and 8. The rest of the
data sets also follows the same format. To avoid redundancy, we show here only two data sets.

By using Algorithm 1, the friend score, follower score, reaction score, comment score, share score,
and mention score are calculated. However, we shown the friend score calculation here. Other metric
scores are calculated by following the same procedure described in Algorithm 1. By using Algorithm 2,
the group score, pages liked score, check-in score, and event score are calculated. We shown only
the group score calculation here. Other metric scores are calculated by following the same procedure
described in Algorithm 2.

The constructed table is shown in Table 9. We use this table for further calculations to find the
influential people.
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Table 7. Friends data set in key-value storage (kvs) format.

User ID Friends

A U,V,X,Z,. . . .
B C,M,L,S,. . .
C A,C,Y,U,. . .
D M,K,S,O,. . .
.... ......

Table 8. Groups dataset in kvs format.

User ID Groups

A G1,G3,G5,. . . .
B G3,G7,G9,. . . .
C G12,G15,G19,. . . .
D G2,G4,G6,. . . .
.... ......

Algorithm 1 Friend score calculation.

1: procedure FRIEND SCORE

2: initialize Spark context
3: load data set into a data frame df
4: createOrReplaceTempView of df
5: perform SQL operation for score calculation
6: store result in df_friends
7: end procedure

Algorithm 2 Group score calculation.

1: procedure GROUP SCORE

2: initialize Spark context
3: load group data set into a data frame df_1
4: load group influence data set into data frame df_2
5: createOrReplaceTempView of df_2
6: perform SQL operation for score calculation, and store in df_3
7: inner join df_1 and df_3
8: store result in df_groups
9: end procedure

Table 9. Score calculation for each metric.

User ID Fs Fls Rs Cs Gs Ps Ss Chs Ms Es

A 1002 200 103 200 302 409 70 54 19 7
B 905 125 95 120 504 206 90 65 12 9
C 507 50 53 75 210 115 105 43 20 5
D 1506 500 150 240 270 101 320 29 45 11
. . . .. . . . .. . . . .. . . . .. . . . .. . . . .. . . . .. . . . .. . . . .. . . . .. . . . ..

3.4. Influential People Selection

To select the influential people, we use the skyline query and top-k query.

3.4.1. Skyline Query

We first perform descending sort on the user ID according to the friend score, follower score,
reaction score, comment score, group score, share score, pages liked score, check-in score, mention
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score, and event score. Then, we join all the tables. Then, we select the candidate list from among these
sorted user IDs. As we have to select influential people based on ten criteria, an influential person ten
opportunities to be selected as the best person. Therefore, for candidate selection, we programmed a
Python function that maintains a counter for each user and appends a list, and if a user is retrieved
ten times, then the calculation stops. Thus, we will find our candidate list. The total procedure of
candidate selection is given in [12].

Here, the list returns S,A,B,Y,E,N,X,C,Q as the candidate list. Each candidate list contains separate
domain values, which are given in Table 10. We have to perform a dominance test to retrieve the
influential people. The dominance test is performed using a simple comparison algorithm. After the
dominance test, we get our desired influential people. The procedure of the skyline query is shown
graphically in Figure 2.

Table 10. Candidate domain values.

User ID Fs Fls Rs Cs Gs Ps Ss Chs Ms Es

S 701 305 80 107 192 446 92 60 28 11
A 1002 200 103 200 302 409 70 54 19 14
B 905 125 95 120 504 206 90 65 12 9
Y 1501 550 152 243 267 103 229 49 55 15
E 1056 210 109 254 304 550 96 65 67 12
N 654 120 19 63 113 90 65 38 4 1
X 700 99 40 45 101 112 70 56 8 2
C 507 50 53 75 210 115 105 43 20 5
Q 877 376 40 83 120 154 68 44 29 6

3.4.2. Top-k Query

There are many methods to run top-k queries efficiently. The top-k query aims to retrieve only the
k best results from a large data set. We use the naive method as Spark uses the distributed computation
technique, and the naive method gives efficient results in the Spark framework. We can use SQL
queries very easily in PySpark.

The steps of the naive approach of top-k query are given below.

1. Compute the total score by adding all the attribute values (given in Table 9) using the SQL query
in PySpark.

2. Sort all user IDs based on their scores in descending order.
3. Return the first k highest scored user IDs.

We set the limit to 10 users, so we got the top 10 influential people. The output of the top-k query
is shown in Table 11.

Table 11. Top-K query result.

User ID Influential Score

S 9006
G 8987
J 8970
H 8901
L 8890
T 8889
K 8850
M 8820
Z 8809
X 8805
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Figure 2. Skyline computation.

4. Experiments and Performance Evaluation

This section provides the experimental settings, as well as evaluates the performance of
our methodology.
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4.1. Experiment Setup

We set up a Hadoop cluster of 4 commodity PCs having 8 GB memory of each. Our Hadoop
version was 2.7.1. The Apache Spark version was 2.0.0, and the Python version was 3.5.2, as it is
compatible with Spark 2.0.0. The Java version was JDK 7u79. We used CentOS 7 as the operating
system on each PC. The replication factor of the Hadoop configuration was 2.

4.2. Performance on Score Calculation

The score calculation table is shown in Table 6. We compared this result with the Hadoop
MapReduce framework. There was a little time variation after submitting the job every time. Therefore,
we repeated our job five times and took the average result. For automatic repetition, we used a
crontab [36] schedule. The result is shown in Figure 3. We see that there is a constant time delay with
respect to the total data volume from 50K to 500K. However, if the data volume becomes larger, there
would be a slight increase in the processing time.

Figure 3. Performance on score calculation.

4.3. Performance on Skyline Queries

We used the naive approach of the skyline query. Generally, the naive approach of the skyline
query takes too much time. However, in the Spark framework, we did not face such a problem. We also
compared our work with the MapReduce framework. However, the time difference was huge. This is
shown in Figure 4. Here, we also see that the time delay remains constant for the total data volume
from 50K to 500K. The processing time would also vary here when the data volume increases.

Figure 4. Performance on skyline queries.
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4.4. Effect of New Metrics in Skyline Computation

The main problem of skyline computation is that either it may give a very small result set or a
very large result set. It will create a great problem for a user if this condition occurs. Growing the
size of social media matrices can limit the chance of experiencing such an issue. In [12], they used
5 matrices. As we use 10 metrics, we obtained more precise results, which are shown graphically
in Figure 5.

Figure 5. Effect of new metrics in skyline computation.

4.5. Performance on Top-k Queries

The naive approach of top-k queries generally takes much time. However, within the Spark
framework, it gives time-efficient results. We have compared it with the MapReduce framework.
We can see that Spark is far better than MapReduce. The time comparison is shown in Figure 6.

Figure 6. Performance on top-k queries.

5. Conclusions and Future Research Directions

As the nature of social networks is becoming more complicated day-by-day, social media data are
also increasing at an exponential pace. Influencers on social media are currently receiving even more
exposure as well. In this article, as we consider Facebook in our work, we suggest an effective method
of identifying prominent individuals from the social network. Our method can obtain data from both
skyline queries and top-k queries efficiently. We use Hadoop as the storage to manage the big data and
Apache Spark to process the data. The algorithms used for calculating the score of different metrics
and submitting the Spark job are simple, easy to implement, and very fast in obtaining the result as
well. The effectiveness of our calculation is also demonstrated by multiple experiments.
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In this work, we use synthetic data considering the data patterns of Facebook. In the future,
we plan to use Twitter data and data from other social networking sites to further verify the
performance and effectiveness of our proposed system. In addition, this work can be further expanded
by adding more parameters to get more precise results.
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