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Abstract: The video-capabilities of smartphones are rapidly improving both in pixel resolution and
frame-rates. Herein we use four smartphones in the “slow-mo” option to perform time-resolved
Tomographic Particle Shadow Velocimetry of a vortex ring, using 960 fps. We use background
LED-illuminated diffusers, facing each camera, for shadow particle imaging. We discuss in-depth
the challenges present in synchronizing the high-speed video capture on the smartphones and steps
to overcome these challenges. The resulting 3-D velocity field is compared to an instantaneous,
concurrent, high-resolution snapshot with four 4k-video cameras using dual-color to encode two
time-steps on a single frame. This proof-of-concept demonstration, supports realistic low-cost
alternatives to conventional 3-D experimental systems.
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1. Introduction

Since its inception in the early 1980s, particle image velocimetry (PIV) has become the dominant
approach to measuring instantaneous velocities in experimental fluid mechanics [1,2]. A typical
PIV system consists of at least one camera, a high-intensity light source with accompanying sheet
or volume optics, a timing unit, and tracer particles seeded in the flow of interest. Velocity vectors
are obtained by measuring the displacement of the particles using a cross-correlation between two
images [3]. Using one camera and a light sheet can yield velocities in a single plane known as 2D-2C
vectors (two-dimensions, x and y, and two components, u and v). If a second camera is added to make
a stereo setup, in and out of plane or w velocities are also measurable yielding 2D-3C vectors. These
methods have been further expanded into whole-field, volumetric measurements such as scanning
stereo PIV [4], tomographic PIV [5,6] or synthetic aperture PIV [7], which typically use four or more
cameras to obtain 3D-3C velocity vectors.

These powerful, volumetric techniques have been applied to a large variety of scenarios such as
flapping flight [8,9], turbulent flows [10–12], and blood flow around heart valves [13] among many
others; however, the cost of the equipment to obtain these measurements can be prohibitive. If we
consider a typical time-resolved tomographic PIV system, one would need to have four high-speed
cameras and a high-repetition rate, high-intensity laser which can easily cost in the hundreds of
thousands of dollars for a complete system. Thus, in recent years efforts have been made to reduce
costs by reducing the amount or type of equipment needed.

Multiple methods have been proposed to obtain 3D vectors with a single camera. Willert and
Gharib [14] used defocusing with a three-pinhole aperture mask embedded in a single lens to encode
the depth of the particles; which was later enhanced using separate-color filters on each pinhole [15].
Several authors have split the full resolution of a frame to have multiple viewpoints within the same
frame [16,17]. Plenoptic or light-field cameras, which use a precisely positioned microlens array in front
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of the main lens to capture the direction of the incoming rays of light, have been used [18–20] although
the depth resolution suffers a bit when compared with tomographic methods [21]. Furthermore,
the depth information can be encoded in the light either using a specific color pattern [22–27] or a
structured monochromatic light pattern [28]. While promising, many of these methods suffer from low
spatial resolution, low light intensity, or low temporal resolution, limiting the conditions in which they
can be employed.

An alternative to the high cost of lasers is to use high-power LEDs. Willert et al. [29] and
Buchmann et al. [30] have shown that these LEDs can be used in liquids where the particles can be
large enough to scatter sufficient light to be captured by the camera. While much lower cost, the light
from the LEDs has a larger divergence than that from a laser resulting in less defined boundaries and
thicker light sheets. One way to overcome some of these short-comings is to use particle shadows for
volumetric measurements instead of light scattering from particles, which reduces the total amount of
light needed [31].

The ubiquitous smartphone provides an additional avenue of reducing the costs of experimental
setups. The rapid advancement of the imaging and video capabilities of these devices enables high
resolution and rapid frame rates at an affordable price. Cierpka et al. [32] first proposed using
a mobile phone for planar PIV measurements of a jet cut axially by a laser sheet. They used a
1280× 720 pixels frame size at a frame rate of 240 frames per second (fps). Aguirre-Pablo et al. [33]
used four smartphones to obtain tomographic particle shadow velocimetry measurements of a vortex
ring. Here they used a single 40 megapixel (Mpx) frame from each camera and encoded 3 times using
three different color LEDs. Separating the color channels and demosaicing the images provided 3
unique time instances which resulted in two consecutive timesteps of velocity vectors.

Current generation smartphones are now capable of 960 fps at 1280× 720 pixels per frame, opening
opportunities to achieve time-resolved velocity measurements of fast-moving and transient flows.
This “slow-mo” capability coupled with an open source operating system such as Android OS provides
researchers new possibilities by enabling control and simultaneous use of other sensors natively packaged
in the smartphone. In this report, we expand on our previous work [33] by using four smartphones in the
960 fps “slow-mo” mode to demonstrate a proof-of-concept of how these phones can be integrated into a
time-resolved, tomographic PIV system taking measurements of a vortex ring. We use back-lighting
by high-power LEDs to generate particle shadows. We then compare the results obtained from the
smartphones with a concurrently operated high-spatial-resolution tomographic PIV system.

2. Materials and Methods

2.1. Overall Tomographic PIV Setup

Figure 1 shows the experimental setup, which is similar to our previous study [33]. The octagonal
acrylic tank is filled with a mix of 60%–40% by volume of water-glycerol to better match the density of
the seeding particles. This mixture has a density ρ = 1.12 g/cm3 and kinematic viscosity ν = 4.03 cSt.
A 3D printed vortex generator is placed in the bottom of the tank. A latex membrane is stretched across
the interior of the vortex generator and then a pulse of air synchronized with the cameras through a
digital delay generator actuates the membrane emitting a vortex ring from the orifice. The liquid in the
vortex ring generator is seeded beforehand with opaque black polyethylene particles with a diameter
between 212–250 µm and material density ρ = 1.28 g/cm3. The particles are stirred inside the chamber
allowing them to be dragged by the vortex ring.

The system is backlit by high-power LEDs (Luminus Devices Inc., Sunnyvale, CA, USA, PT-120)
through diffusers to obtain a uniform background color intensity. Each LED is coupled with a 60 mm
focal length aspheric condenser lens to focus the light onto the diffuser. The LEDs can be operated in
either a continuous or pulsed mode using an LED driver board (Luminus Devices Inc., DK-136M-1).
The pulse duration is controlled via a digital delay generator.
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We use two camera systems simultaneously, a high-frame rate smartphone camera system
operating at 960 fps at 720p HD resolution (Sony XperiaTM XZ), and a 4 K high-resolution camera
system operating at 30 fps (RED Cinema Scarlet-X). Both systems contain four cameras each. Three of
the cameras are positioned along a baseline with approximately 45◦ between cameras. This positions
the optical axis of each camera perpendicular to a face of the octagonal tank reducing the effects of
refraction. The fourth camera is positioned above the central camera and tilted downward at a small
angle to overlap with the same field of view. The smartphones were mounted to the optics table using
a custom, 3D printed holder.

HR Camera 1

HR Camera 2

HR Camera 3

RGB LED

Vortex

Generator

RGB LED

Phones 2, 3

Phone 4

Phone 3

Phone 1

Phone 2
HR Cameras 2, 3

HR Camera 4

Condenser

Lens

Top View Side View

Polyester

Diffuser
Air Pulse

Latex Membrane

(a)

(c) (d) (e)

(b)

Figure 1. (a) Top view sketch of the experimental setup showing the positioning of smartphones,
high-resolution (HR) cameras, and LED back-lighting around an octagonal tank. (b) Side-view sketch
showing the vertical positioning of the central cameras and a cross-section of the vortex generator at the
tank centerline. (c) Photograph of experimental setup. HR Red Cinema cameras are labeled with red
circles, while the Xperia smartphones are labeled with green circles and the LED clusters are labeled
with orange circles. (d) Close-up detailed photograph of an RGB LED cluster with lenses. (e) Detail
photographs of the custom, in-house 3D printed smartphone holder to stiffly mount the smartphones
via aluminum struts to the optical table.

The main difference from our previous study is the smartphone model and the system intended
to synchronize and trigger the cameras. In the previous iteration, only three instants are captured with
three different colors using a very long exposure (approximately 1 s) in all the cameras, thereby
obtaining three time steps in a single image in each phone. In the current study we use the
high-speed-video capability of the phones, which greatly increases the relevant applications for
measurements in turbulent and non-steady flows. Therefore, we can use monochromatic illumination
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for time-resolved experiments, exposing one green flash of 80 µs in each frame, ensuring we capture
the same instant in all sensors. We chose green color LED flashes due to the higher sensitivity for this
wavelength in common CMOS color sensors that use a Bayer Filter, which have twice as many green
pixels than red or blue. However, a color illumination scheme is required later in the study, where we
perform a comparison with the concurrent higher spatial-resolution tomographic PIV system.

2.2. Smartphone Camera Triggering and Synchronization

Recent advances in smartphone technology have brought the capability of “slow-mo” videography
to the general public. Here we use the Sony XperiaTM XZ Premium, released in June 2017, which
includes a new sensor of 19 megapixels (Mpx) and the capability of recording “slow-mo” video at
960 fps at a lower pixel resolution 1280× 720 pixels equaling 0.92 Mpx. Some of the most relevant
specifications are summarized in Table 1. The use of a new sensor technology named “Exmor RSTM”,
which has a memory stack on the camera sensor, allows faster image capturing and scanning space [34].
One of the drawbacks when recording high-speed video with these smartphones is that the phone is
capable of recording only 177 successive frames. Further, synchronization of the recorded video in all
the smartphones turns out to be a significant challenge.

In our prior work [33], we used a WiFi router to synchronize and trigger all of the smartphones
followed by a long exposure time. Thus, the color flashes were able to “freeze” the same instant in all of
the cameras. In contrast, recording at 960 fps results in a captured frame every 1.04 ms, which is faster
than the typical response time achieved by the WiFi router used in the earlier study. To overcome this
difficulty, we use the phone’s capability of triggering the camera with the pins present on the 3.5 mm
audio jack by creating a short circuit between the GND and MIC pins. In our experiments, we use
high-performance optocouplers (Fisher model 6N136-1443B) in parallel as relay switches between a
TTL signal from a digital delay generator and an electrical input to the smartphones, which provides
sufficiently fast temporal response as compared to a mechanical relay. Figure 2a shows a schematic of
how the optocouplers are wired to the phones and connected to the delay generator. The time response
characteristics are also essential for our high-speed application. Therefore, a test using the digital delay
generator to check the response time of the optocoupler was carried out using a digital oscilloscope.

From Figure 2b, we see that the response time of the optocouplers is approximately 150 ns.
This response is perfectly adequate for our relatively much lower frequency when recording video at
960 fps (exposure time of 1.04 ms). The fast response time will allow us in principle to synchronize the
LED illumination and trigger the cameras simultaneously. However, when connecting the optocouplers
to the smartphones and testing them with the LED system, we found that there is a random delay
between the outgoing trigger pulse and the start of the frame captured by the each smartphone camera.
This limits the number of frames that can be reconstructed since only frames that overlap in time for
all the cameras can be used. Presumably, one could measure the delay between the trigger event and
the start of recording for each smartphone and adjust the trigger time on the digital delay generator
for each smartphone to obtain highly synchronized videos; however, in practice, we found no pattern
or repeatability in the relative time offset between smartphones.

The previously mentioned problems may be caused by out-of-sync internal clocks in the different
smartphones or the processing of background services typical for the Android OS. To eliminate the
background process and applications running on each smartphone, we connected all four phones
simultaneously to the same computer via a USB hub. Utilizing the Android Debug Bridge (ADB) [35],
which is a command line application for sending shell commands to the Android OS, we were
able to kill all of the background applications and processes using the force-stop command for
each running process and application prior to triggering the “slow-mo” recording. Killing all of
the processes coupled with the optocoupler triggering method increased the total number of frames
overlapped by nearly three-fold. Routinely, we achieved between 160 and 170 out of 177 frames
overlapping. If subsequent recordings were captured without killing all processes prior to each
recording, the number of overlapped frames quickly decreased to less than half of the total number of
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frames. Unfortunately, even after killing all background processes, we still found no repeatable time
offset between smartphones, which would have enabled an even higher degree of synchronization.

Table 1. Summary of relevant specifications of the Sony XperiaTM XZ premium smartphone [34].

Platform OS Android 7.1 (Nougat)

Chipset Qualcomm MSM8998 Snapdragon 835
CPU Octa-core (4 × 2.45 GHz Kryo and 4 × 1.9 GHz Kryo)
GPU Adreno 540

Memory Card Slot microSD, up to 256 GB
Internal 64 GB, 4 GB RAM

Cameras Primary 19 Mpx, f/2.0, 25 mm, EIS (gyro), predictive phase detection and laser autofocus, LED flash
Features 1/2.3-inch sensor size, 1.22 µm pixel size, geo-tagging, touch focus, face detection, HDR, panorama
Video 2160p@30 fps, 720p@960 fps, HDR
Secondary 13 Mpx, f/2.0, 22 mm, 1/3-inch sensor size, 1.12 µm pixel size, 1080 p

Delay generator

Optocoupler 1

Time (ns)

Optocoupler 2

Optocoupler 3

Optocoupler 4

0 100-100 200 300 400

Phone 1 Phone 2 Phone 3 Phone 4

(c)

(a) (b)

Figure 2. (a) Schematic representation of the synchronization system, proposed for simultaneous
capturing high-speed video at 960 fps by multiple smartphone cameras. The TTL signal is generated
by a digital delay generator. This signal is sent in parallel to multiple optocouplers that trigger the
XperiaTM XZ cameras through the headphone jack. (b) Signal characterization of the optocouplers
versus the trigger signal from the digital delay generator. The typical response time of the optocoupler
is approximately 150 ns. (c) Images of a vortex ring captured close to the same time. One can note that
the scanning of the sensor produces overlapped flashes in phones 1 and 3. Whereas for phones 2 and 4
the flash is in phase with the recorded frame.

Using ADB shell commands also opens an additional cost-effective method to trigger the
recordings. Once all of the camera applications are open and running, a volume down key event can
be sent from the command-line simultaneously to all of the connected smartphones utilizing the xargs
command. This method of triggering had slightly worse performance in achieving maximum frame
overlap across all phones achieving routinely 125 to 150 overlapping frames; however, it performed
about twice as well as the optocoupler triggering without killing the background applications and
processes. The ADB also has an additional benefit of enabling a programmatic method of pulling the
recorded videos from the smartphones to the computer terminal via a shell script.
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To provide a synchronization reference point encoded in the video recordings, a blue LED is
flashed once in the middle of the recording with an exposure time of 80 µs. This information will allow
us to pair together and synchronize the recordings during post-processing.

An additional problem we found while testing is that the camera sensor scanning occasionally
is out of phase with the illumination. These problems arise because of the rolling shutter nature
of the smartphone sensor, in addition to the out-of-phase internal clocks between the smartphones.
This produces dark stripes in the sensor or overlapped adjacent flashes in a single frame. To test this
problem a green LED is flashed for a frame followed by blue and green LEDs simultaneously, finalizing
only with green flashes. Some of the captured images of the vortex ring show overlapped instants in a
single frame (see Figure 2c). For the current proof-of-concept study, we overcome this problem by trial
and error until capturing in-phase images in all of the camera sensors. In order to completely eliminate
this out-of-phase problem, one may need to modify the operating system or internal circuitry of all the
smartphones to have a single internal clock controlling all of them simultaneously, which is beyond
the scope of this work. Recent work by Ansari et al. [36] proposes a software solution for smartphones
to capture still image sequences syncrhonized within 250 µs. However, significant development and
extension would be needed to apply this technique to high-speed video capture.

The lack of control of the camera settings when using the high-speed video mode increases the
difficulty of our experiment. Due to the commercial nature of these devices and the low exposure
time, of each frame, as the consequence of the high frame rate, the camera application used by Sony
gives very limited control to the end user. Parameters such as ISO, exposure time, manual focus,
RAW capture, and so forth are not manually controlled and are set automatically to obtain optimum
illumination of the “slow-mo” video. These features, in our case, produce out of focus images with
a very high ISO (grainy images) or overexposed images. To overcome this problem, empirically we
found that just before starting the recording we need to flash the LED’s for a few seconds in order to
let the camera sensor adjust the parameters for the current lighting conditions.

2.3. Image Pre-Processing

Figure 3 shows a typical image captured in the high-speed video mode. Here we can clearly see the
vortex ring structure seeded with the black particles forming a “mushroom” shape (see Supplementary
Video S1, here we can observe a recording at 960 fps of the vortex ring traveling upwards). The
average density of particles inside the seeded region is N ∼ 0.08 particles per pixel (ppp). The source
density or fraction of the image occupied by particles is Ns ∼ 0.5 for these experiments. Each particle
is approximately 2 pixels in diameter. The maximum particle displacement between frames in the
fastest regions is approximately 5 pixels near the vortex core. The non-uniform background (see
Figure 3a) requires some image pre-processing to feed cleaner images to the DaVis software. We split
the channels of the captured images, and only the green channel is processed. The open-source
package, “Fiji”, is used to process the images and the “subtract background” command is used for this
purpose. This command employs the “rolling ball” algorithm proposed by Sternberg [37]. A rolling
ball radius of 20 pixels is used and smoothing is disabled to avoid blurring out individual particles.
After removing the background, the images are inverted and enhanced by normalizing each frame by
its maximum pixel value. Final images exhibit bright particles in a dark background as is required for
the DaVis software (see Figure 3b,c). The captured images have a large pixel size of approximately
150 µm/px while our particles are approximately 200 µm in diameter.
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Figure 3. (a) Single frame of a Vortex ring from a High-speed video. (b) Post-processed image.
(c) Magnification of a sampled area inside the yellow region in (b).

The high particle density results in many particles that overlap. However, due to the robust
nature of the Tomographic-PIV algorithm, this does not represent a major problem during the
correlation process.

2.4. Tomographic PIV Calibration

A calibration plate Type 22 from LaVision, shown Figure 4a,b, is translated along the volume to
be reconstructed, from z = −35 mm to +35 mm in 5 mm steps. However, since in high-speed mode
the cameras focal plane is automatically adjusted, we capture full frame still calibration images of
19 Mpx in manual mode, Figure 4c. We fix the focal plane of each camera at the center of the vortex
ring generator and carry out the calibration procedure.

To achieve the appropriate size calibration image, we first must downsample the 19 Mpx image
and center crop it to match the dimensions and resolution of the high-speed video mode images,
Figure 4d. Originally we assumed that a centered binning of 2× 2 in the central portion of the full
frame image is used in high-speed video mode. In Figure 4f it is clearly observed that this 2× 2 binning
produces an out of scale image compared with the high-speed mode image (Figure 4e). By testing
the captured images with a dotted calibration target we found empirically that this is slightly off the
center and the scaling of the image is not exactly 2, but 1.9267 as shown in Figure 4g. Therefore all
the calibration images recorded at 19 Mpx resolution have to be adjusted and binned with a factor of
1.9267 × 1.9267 to reproduce the same field of view when recording in high-speed video mode.

The calibration is performed using the DaVis Tomographic PIV Software package. The initial
calibration is carried out on all images of the calibration plate, and the initial calibration error estimation
is obtained (see Figure 4h). A third order polynomial is used for the fit model. Camera 2 has the
largest standard deviation from the calibration fit with a value of 1.65 pixels. However, the standard
deviation is minimized by subsequently performing a self-calibration [38] in the DaVis software, where
the reconstructed particles are triangulated and used directly to correct the calibrations via disparity
maps. After three iterations of the self-calibration algorithm, the maximum standard deviation of the
fit falls below 0.025 pixels as shown in Figure 4i.
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Figure 4. (a,b) Smartphone images captured in the manual mode for the calibration plate at z = 0 mm
by (a) left camera, phone 1, and (b) central bottom camera, phone 3. The gray cylinder at the bottom
is the vortex ring generator. (c,d) Top central camera, phone 2, view of a dotted calibration target
located at the central plane of the vortex ring. (c) Captured with manual settings at 19 Mpx resolution.
(d) Image of 2× 2 binned image from 19 Mpx resolution and centered cropped to 1280× 720 pixels (see
the red region in (c)). (e–g) Region of Interest (ROI) zoom (253× 247 pixels) from the dotted calibration
target. (e) High-speed video recording mode, (f) centered binning of 2× 2 with top left corner located
at x = 624 and y = 588 px (centered down-scaled image) (g) Binning of 1.9267× 1.9267 with top
left corner located in x = 648 and y = 590 px of the binned image. A rectangular grid is shown for
comparison. (h) Initial standard deviation of the calibration fit. (i) Final calibration standard deviation
after three iterations of the self-calibration algorithm.

2.5. Tomographic PIV Reconstruction and Correlation Procedures

All the video frames are loaded into the DaVis Tomographic PIV Software, together with
the calibration images. Particle locations are then reconstructed in a 3D volume using the Fast
Multiplicative Algebraic Reconstruction Technique (MART) algorithm, which includes Multiplicative
Line-Of-Sight (MLOS) initialization [39] and 10 iterations of the Camera Simultaneous (CS)
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MART algorithm first implemented by Gan et al. [40]. Therefore the volume of approximately
80 × 100 × 90 mm3 is discretized in the process to 500 × 625 × 593 voxels, having approximately
257 voxels/mm3. This is carried out for every time step.

Direct cross-correlation is carried out between subsequent reconstructions in order to estimate
instantaneous velocity fields. This is done in four steps with an initial interrogation volume size
of 1283 voxels with 8× 8× 8 volume binning. In order to refine the velocity fields, we reduce the
interrogation volume size to 963 voxels and binning of 4× 4× 4, 643 voxels and 2× 2× 2 binning with
a final interrogation volume size of 483 voxels with no binning. All steps are repeated with two passes
to reduce the number of outlier vectors with a 75% interrogation volume overlap and the final step has
3 passes. Gaussian smoothing of the velocity field is used between iterations to improve the quality of
the vector field. As a result, we obtain a velocity field with approximately 1.6 mm vector pitch and
approximately 91,500 vectors (in the seeded region).

3. Results

A sequence of 58 consecutive frames recorded at 960 fps, that is, ∆t = 1.041 ms, was reconstructed
to obtain 57 instantaneous, time-resolved velocity fields with a total of 5.2× 106 vectors. Figure 5
shows 2D cuts of the 3D velocity field at t = 0, 22.92, 45.84 ms for 3 different planes, the xy plane
located at z = 0 mm, the vertical plane 45◦ from the x-axis, and the yz plane at x = 0 mm. As expected,
the highest velocities occur in the center of the vortex ring. The core of the vortex ring is also clearly
seen. To better visualize the core structure of the vortex ring, we calculate the vorticity from the velocity
vectors. Figure 6 shows surfaces of isovorticity magnitude |ω| = 220 s−1 through time, showing the
vertical translation of the vortex ring structure. An animation of this process is also presented as
Supplementary Video S2.
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Figure 5. (a–c) Two dimensional xy cuts through the center of the vortex ring, showing the
instantaneous velocity field. (d–f) Two dimensional vertical cut of the instantaneous velocity field in a
45-degree xz plane. (g–i) Two-dimensional yz cut of the instantaneous velocity field at the center of
the vortex ring (note that this plane is not directly visible and is perpendicular to the central camera
sensors). Different times are plotted from left to right (0, 22.92 and 45.84 ms respectively, showing the
upward translation of the vortex ring). Vectors are colored by their velocity magnitude.
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Figure 6. Time evolution of surfaces with isovorticity magnitude of |ω| = 220 s−1. The color of the
surface represents the velocity magnitude where we can see that the inner surface near the axis of
symmetry of the vortex ring, has a larger velocity.

3.1. Circulation and Continuity Verification

To test the consistency of these results, we calculate the circulation and the residual from the
continuity equation. We start with the circulation, Γ, of the vortex ring, which should be constant
around the periphery of the vortex ring.

This is calculated by computing the line integral of the tangential velocity around a closed circle,
C, at several radii from the center of the vortex core ranging from 2 to 20 mm, that is,

Γ =
∮

C
u · dl. (1)

Figure 7a shows calculated values of Γ on the xy and yz planes at three different times.
As the radius from the vortex core increases, the circulation approaches a constant maximum of
Γ = 6.6× 104 mm2/s irrespective of the plane. Below a radius of 16 mm, the circulation is nearly
constant in space and time. Above 16 mm, the circulation is also nearly constant, but there is more
variation in space and time. In all, the circulation is conserved supporting the consistency of the
calculated velocity fields. We also estimate the Reynolds number of the vortex ring, Re = Γ/ν.
Using the maximum circulation around the vortex core results in Re = 16,500.

We next test the consistency of the velocity field results by verifying the conservation of mass
for an incompressible fluid. Consistent results will yield a residual (δcont) of the continuity equation
(∇ · u = 0) near zero. We normalize δcont by the inverse characteristic time scale of (τ = 0.022 s) which
is the ratio of the vortex ring diameter (D = 0.04 m) divided by the maximum velocity magnitude
(|V| = 1.8 m/s), that is, δcont = ∇ · u(D/|V|). Figure 7b shows the residual in the xy central plane at
t = 43.75 ms. The largest magnitude of the normalized residual shown in the plot is δcont = 3× 10−3,
the mean value is −2.79× 10−5 and the RMS value is 1.29× 10−3. Considering all velocity fields
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across every timestep the mean normalized residual is 7.08× 10−5 with an RMS value of 7.39× 10−4.
This low value of the mean residual gives us further confidence in the veracity of the velocity fields.
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Figure 7. (a) Circulation, Γ, versus radius from the vortex core; data is presented for 2D cuts of planes
xy and yz (the latter one is not visible to the central cameras) colored by the three different instants
t = 0 (red), 22.92 (black) and 45.84 (blue) ms. The Reynolds number for this vortex ring is Re ' 16,500.
(b) Contour plot of the normalized residual δcont obtained from the continuity equation ∇ · u = 0 at
the XY central plane (z = 0) of the vortex ring at t = 43.75 ms.

3.2. Comparison with High Resolution Tomographic PIV System

To further ascertain the accuracy of these measurements, we make a benchmark comparison
between our high-speed smartphone system and a simultaneous ultra-high resolution camera system
measurements. The high-resolution cameras used for this benchmark are 4 RED Cinema Scarlet-X
cameras synchronized with a Lockit ACL 204 timecode and sync generator. These cameras record
video with 4 K resolution (3840 pixels × 2160 pixels); however, at this resolution the frame-rate is
restricted to only 30 fps. To overcome the mismatch in frame rate between the two systems, we encode
the time in the color of three LED flashes as done in our previous work [33]; this will allow us to
record the position of all the particles at the same instant in both systems (smartphones and RED
Cameras) concurrently. The RED cinema cameras are placed close to the location of each of the
smartphones (Figure 1). The same calibration plate, type 22, is used to obtain calibration images in
both the smartphones and RED Cinema cameras yielding the same coordinate system in both systems.
The results of this concurrent experiment are a single image containing the three time steps for each
RED Cinema camera (3840× 2160 pixels), while the smartphone system will produce three consecutive
frames in time (1280 × 720 pixels) for each camera. This is approximately nine times difference in total
image resolution or number of pixels, allowing us to reconstruct a very detailed velocity field as a
reference using the Red Cinema cameras.

We flash a green, then a blue and finally a red LED subsequently with a ∆t = 1/960 s and an
80 µs exposure time. This allows us to compare two different velocity fields produced by each system
independently. For the RED cameras, the captured raw images have to be processed to separate the
color channels, that is, the different time steps, following the method of Aguirre-Pablo et al. [33]. In
short, raw images are used which are acquired using the GRBG Bayer filter array on the camera sensor
before the interpolation to create the three separate color channels is performed. The images are then
separated into colors based on the pixel location on the sensor and the corresponding color in the Bayer
filter filling in gaps with a zero intensity. Next each color channel is interpolated using the demosaic
method proposed by Malvar et al. [41]. Additionally, a “Zero-time delay” correction is applied to
reduce the systematic errors that arise from chromatic aberrations [33,42]. The images captured by
the smartphones follow the same post-processing flow as specified in the methods section. Figure 8
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shows a comparison of raw images of a vortex ring captured on both the systems demonstrating the
difference in resolution.

Figure 8. Raw images from the central camera (camera 3) of a vortex ring captured simultaneously
by (a) a RED 4k video camera and (c) an XperiaTM smartphone. Panels (b,d) show the corresponding
magnified regions marked in the respective squares in panels (a,c). One can note the difference in the
resolution of the two systems. The viewing angles for (a,c) are slightly different. Therefore, the images
are not fully comparable.

For the RED Cinema camera system, the 3D reconstruction procedure yields 2025 × 2025 × 1922
voxels for each time step. The same process for the smartphone camera system yields 586 × 586 ×
557 voxels. The volume reconstructed in both cases is approximately 80 × 80 × 76 mm3. The direct
cross-correlation procedure to obtain velocity vectors for both systems is the same as described
previously; however, the interrogation volume size differs between the RED Cinema cameras and the
smartphone systems. For the RED Cinema cameras, the final correlation volume size is 1043 voxels
with 75% overlap, whereas for the XperiaTM system the final interrogation volume size is 483 voxels
with 75% overlap. This produces approximately 4 times more 3D vectors for the RED camera system.

We compare qualitatively the planar velocity fields in Figure 9a,b and the out-of-plane azimuthal
vorticity in Figure 9c,d in the central xy plane. The main qualitative features such as the location of the
vortex core, velocity, and vorticity magnitude are comparable for both systems. However, the relatively
lower resolution in the case of the smartphones is evident from this figure. Further comparison is
carried out at a horizontal line (at y = 44 mm) that cuts one side of the vortex core (since the vortex
core is not completely horizontal). Despite the high-velocity gradients in the area, Figure 9e shows
close similarity between the velocity profiles reconstructed by the two independent systems. Figure 9f
shows similar results for the isovorticity magnitude values along the same line. We highlight that the
largest errors are due to slight offsets in the vortex core location combined with the strong velocity
gradients close to the outer edge of the cores.
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Figure 9. (a,b) Side by side comparison of velocity vectors colored by velocity magnitude on the center
xy plane for (a) high-resolution RED camera system and (b) high-speed smartphone camera system.
(c,d) Contour plots of vorticity magnitude are presented for (c) the high-resolution camera system
and (d) the high-speed smartphone camera system. Visually one can notice the difference in spatial
resolution of the two systems. (e,f) Comparison of the results along y = 44 mm, (e) velocity magnitude
and (f) vorticity magnitude. The red lines represent the results obtained from the RED Cinema camera
system. Cyan curves represent the results by the “slow-mo” smartphone system.

In Figure 10a, we present an overlay of an isovorticity surface, |ω| = 210 s−1, and velocity
vectors obtained with both systems at the same instant. Visually, the isovorticity surfaces and velocity
vectors are comparable and describe the same qualitative features of the vortex ring. Nevertheless, one
has to keep in mind that the spatial resolution of the velocity field produced by the smartphones is
approximately 1/4 of the spatial resolution of the RED cameras. We further perform a node-by-node
comparison and obtain an error estimation of the velocity components. Since the resolution of the two
systems is different, the RED camera results are downscaled by linear interpolation to match the same
grid size as the smartphone system case (i.e., from the original 1.03 × 1.03 × 1.03 mm3 mesh to a 1.64
× 1.64 × 1.64 mm3 per node). This interpolation allows us to obtain the relative error vector of the
velocity at every node. The error vector is normalized by the maximum magnitude of velocity (herein,
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1.8 m/s). Figure 10b presents an isovorticity surface of 210 s−1 colored by the relative error, this way
we can detect the regions where the error is higher. One has to keep in mind that regions close to the
vortex core have the greatest velocity gradient. The values presented in the plot represent an upper
bound of our error.

RED

Cameras
Smartphones

(a) (b)

Figure 10. (a) Overlay of an isovorticity surface, |ω| = 210 s−1, and velocity vectors from both systems,
the smartphone system result is presented as a blue surface and cyan velocity vectors while the RED
camera system results are presented as a red surface and orange velocity vectors. Only every sixth
velocity vector is shown. One can visually notice both results overlap and are very similar qualitatively.
(b) The contours of the relative error shown on the isovorticity surface of magnitude |ω| = 210 s−1

These regions represent an upper bound of the error due to the large velocity gradients present in this
region of the flow.

4. Discussion and Conclusions

In this study we have demonstrated the use of smartphones, capable of recording high-speed
video at 960 fps, for time-resolved measurements in a Tomographic PSV setup. The proof of concept
presented herein will facilitate the study of turbulent flows without the need for expensive specialized
equipment. The camera and LED illumination system are similar to the one proposed in our previous
study [33]. However, synchronization of the cameras is critical for this section due to the high-speed
nature of the technique and limited number of frames recorded at 960 fps. Synchronization was
accomplished by using high-performance optocouplers that have a typical response time of 150 ns to a
TTL pulse from a signal generator. This method resulted in the overlap of ≈90–95% of the frames in
all cameras; however, many challenges still exist, such as out of phase clocks of the sensors, random
delay in the camera recording startup and manual control of the camera parameters (e.g., exposure
and focus). Nevertheless, it is natural to think that future Android and iOS Camera API releases may
include manual control functionality while in high-speed mode, as more smartphones integrate a high
frame-rate sensor. Extension of software synchronization methods such as Ansari et al. [36] could
overcome the synchronization challenges.

To test the proposed technique, measurements of a vortex ring with approximately 40 mm
in diameter were carried out. The Reynolds number of the tested rings is Re = Γ/ν =

16,000. The maximum velocity magnitude measured in these rings is approximately 1.8 m/s.
A total of approximately 5.2 million individual vectors are reconstructed over the whole time
sequence (approximately 90,000 vectors per time step) with a pitch of 1.6 mm in every direction.
The results obtained are then verified with concurrent secondary measurements, in a similar way to
Aguirre-Pablo et al. [33]. However, in this work we expand the comparison to the whole 3D flow field.
The increase of circulation as a function of the radial distance from the core is compared at different
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time steps and vertical planes, that is, circulation around the core in different vertical planes, as well as
the verification of the closure of the continuity equation yielding similar profiles in all cases. Continuity
verification produced a mean normalized residual of δcont = 6.27× 10−4.

Furthermore, concurrent experiments measuring the vortex ring with the Tomo-PIV smartphone
system and an ultra-high resolution (4 K resolution) system using four RED cinema cameras are carried
out. The RED cinema system allowed us to benchmark our result to a simultaneous much higher
spatial resolution velocity field. However, RED Cinema cameras can record only up to 30 fps at the 4 K
resolution, for this reason, we use the technique proposed by Aguirre-Pablo et al. [33] using colored
shadows to encode time in both cases. The comparison shows very similar qualitative and quantitative
results. As shown in Figures 9 and 10, one can notice the similarity of the results produced for both
systems (4 K system and smartphone system). We compare the velocity field, velocity magnitude,
vorticity field magnitude and their 3D spatial distribution.

Our proof-of-concept demonstration reduces the cost of the hardware required for full 3D-3C,
time resolved Tomographic PSV measurements for turbulent flows by piggy-backing on the economics
of scale for consumer electronics. The hardware total cost is approximately $6000 USD, including LED
illumination and its drivers, opto-coupler unit, and four smartphones capable of high speed video.
The cost is reduced by approximately 30 times when compared to the specialized equipment typically
used in Tomographic PIV. Additionally, the portability of the system proposed herein, enables flow
measurements in limited space areas.

The system proposed in this work, will lower the entry bar for 3D flow measurements in education,
scientific research and industrial applications. However, the most needed improvement in the hardware
is a variable-zoom lens. In the “slow-mo” recording mode, manual control of the focus and option
to store the video clip in RAW format, will improve color-splitting of the frames and allow multiple
light-pulses per frame, thereby increasing the effective frame-rate, using our earlier methods from
Aguirre-Pablo et al. [33].

Supplementary Materials: The following are available online at http://www.mdpi.com/2076-3417/10/20/7094/
S1, Video S1: This supplemental video shows a 960 fps recording of the vortex ring seeded with black particles
from the top camera (Camera 2). Video S2: This supplemental video shows an animation of velocity vectors
and isosurfaces of vorticity with vorticity magnitude |ω| = 220 s−1 calculated from the measured velocity fields
through time.
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