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Abstract

:

In this study, the total electromagnetic dose, i.e., the combined dose from fixed antennas and mobile devices, was estimated for a number of hypothetical network topologies for implementation in Switzerland to support the deployment of fifth generation (5G) mobile communication systems while maintaining exposure guidelines for public safety. In this study, we consider frequency range 1 (FR1) and various user scenarios. The estimated dose in hypothetical 5G networks was extrapolated from measurements in one of the Swiss 4G networks and by means of Monte Carlo analysis. The results show that the peak dose is always dominated by an individual’s mobile phone and, in the case of non-users, by the bystanders’ mobile phones. The reduction in cell size and the separation of indoor and outdoor coverage can substantially reduce the total dose by >10 dB. The introduction of higher frequencies in 5G mobile networks, e.g., 3.6 GHz, reduces the specific absorption rate (SAR) in the entire brain by an average of −8 dB, while the SAR in the superficial tissues of the brain remains locally constant, i.e., within ±3 dB. Data from real networks with multiple-input multiple-output (MIMO) were not available; the effect of adaptive beam-forming antennas on the dose will need to be quantitatively revisited when 5G networks are fully established.
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1. Introduction


The rapid introduction of fifth generation (5G) mobile networks is causing major public concern. Notably, the use of new frequency bands below and above 6 GHz, as well as the need for a denser base station infrastructure, and the proposed waiving of or reduction in precautionary limits in some countries are intensifying the debate. Frequency bands above 6 GHz will be opened for 5G, which require additional risk assessment research [1,2,3,4,5,6]. However, the first 5G network installations will make use only of frequencies below 6 GHz, the frequency range that has been utilized for wireless communications for the past two decades. Nevertheless, there is very little practical and theoretical knowledge about the expected exposure from upcoming 5G networks in this frequency range. In addition, the most recent studies on the analysis of human exposure to mobile communication networks focus either on the exposure from an individual’s mobile device [7,8] or the base station network [9] separately. There are various recent studies [10,11,12,13,14,15] that have been published, aimed at the optimization of wireless networks with respect to energy efficiency, and human exposure. From those studies, only [12] analyses the network infrastructure for the exposure to uplink signals from mobile devices. On the other hand, [12] does not consider different usage patterns or attempts to combine uplink, downlink, and bystander exposure. However, in modern, highly dynamic and adaptive networks, the mobile device, the network, and the data usage cannot be regarded as standalone when evaluating the total dose.



In this study, we investigate the combined dose from a user’s mobile device and the surrounding base station network for various usage scenarios, user locations, and network topologies. As there is very little reliable data on the performance behavior of 5G networks in real implementations to date, we extrapolated performance behavior from measured 4th generation (4G) Long Term Evolution (LTE) mobile network data. Based on inputs from Swiss mobile operators, their performance targets for 5G networks are to provide data rates of 100 MBit/s everywhereand 3 GBit/s in peak locations. It is important to note that the everywhere requirement is a factor of about 10–20 higher than that for current LTE networks. This study is not designed to allow conclusions to be drawn about absolute levels of exposure, but rather to differentially evaluate the various scenarios of 5G networks. Other sources of exposure, e.g., wireless local area network (WLAN), radio, and television (TV) broadcast, etc., are excluded. Most 5G networks will rely on a hybrid network topology. Therefore, one focus of this study is on the effect on the total dose of the percentage of indoor cells used in such a hybrid network. This study is based on the supposition that the network topologies can be achieved; we do not look into how network coverage will be realized.



In summary, the overall objective of this study is to evaluate total human exposure in hypothetical 5G networks for different topologies and user scenarios and to identify factors that minimize the total exposure of the population.




2. Methods


The influence of various factors on total dose in mobile communication networks was modeled and analyzed with the help of the Monte Carlo simulation technique. The total dose is described here as the local peak specific absorption rate (SAR) spatially averaged over any 10 g of tissue mass (psaSAR10g) over a period of 6 min. The unit psaSAR10g was chosen because it defines the governing basic restriction for wireless exposure, as the whole-body average SAR limits (wbaSAR) are intrinsically met if the limits of local exposure are satisfied. The averaging duration of 6 min constitutes the internationally accepted averaging time to prevent thermal hazards at frequencies below 6 GHz, as instantaneous values have little justification [16]. Despite new revisions of safety guidelines being available [17,18] we focus on [16] here as this is the most widely adopted guideline internationally. However, both [17,18] implement averaging times of 6 min for localized SAR for the considered frequency range. It should be noted that some regulators, e.g., the US Federal Communications Commission (FCC), define shorter averaging time periods of 100 s.



2.1. Full Wave Electromagnetic Simulations


The implementation of 5G networks in many countries adds a novel frequency band at around 3.6 GHz. The local absorption characteristics, e.g., in the human head, are frequency dependent [7] and need to be accounted for in this study. To be able to cover the frequency-dependent effects for 5G, we extended the work of [7], applying the same methods to the newly added frequencies at 3.6 GHz.




2.2. Monte Carlo Estimation Model


The analysis of the total dose can be summarized in the following steps:




	
derive a closed-form expression for the total psaSAR10g with respect to the study input variables;



	
describe the study input variables by means of probability distributions and constants;



	
combine the different probability distributions by means of the Monte Carlo simulation technique;



	
provide results by means of statistical summaries.








The total dose in this study is defined as:


   SAR  10  g total    =  SAR  10  g mobile    +  SAR  10  g base  station   +  SAR  10  g bystander     



(1)




where SAR10gmobile is the 10 g SAR in the body of the user caused by exposure to the uplink signal of his/her own mobile device, SAR10gbase station is the 10 g SAR caused by exposure to the base station downlink signal, and SAR10gbystander is the exposure caused by the mobile uplink signal of the mobile devices of bystanders. We assume that the exposure from bystander mobile devices and base stations is homogenous over the entire body when averaged over the 6-min intervals. The contribution of the user’s own mobile phone is determined by:


   SAR  10  g mobile    =  psaSAR  10  g mobile    · Δ · D  C own   



(2)




where psaSAR10gmobile is the maximum SAR of the mobile phone measured at maximum output power, its relative transmit power   Δ =   P tx   P  tx max     , and the duty cycle of the user’s own data transmission usage (  D C  own). We determine  Δ  based on the reference signal received power (  R S R P  ) and path loss (  P L  ) in the network and use a factor of N (0...100%) to model enhanced indoor coverage in the network:


  Δ =  ( 1 − N )  ·   P  L loc   ( R S R  P loc  )    P  L max    + N ·   P  L indoor   ( R S R  P indoor  )    P  L max     | Δ ∈   0.0001 ; 1   



(3)







 Δ  is limited to 0 to −40 dB (1/10,000) based on mobile station dynamic range measurements in 4G networks [8]. Similarly, we calculate the SAR from the uplink of any bystander mobile phone:


     SAR bystander    =    Δ · D  C bystander  · 0.2 W ·  1  U  L rf    ·  1  4 π  r 2    · C F     



(4)




which is based on the assumption that the bystander is transmitting with the same power control level  Δ  as the subject’s own mobile phone, but with a distinctly different bystander duty cycle   D  C bystander   . The maximum output power of the bystander’s mobile phone is assumed to be 0.2 W [8], with an estimated uplink radiation factor   U  L rf    (loss) of 6 dB or a factor of 4 based on various studies in this area [19,20,21]. Based on the assumption that the propagation is isotropic (  1  4 π  r 2    ), we assume that there is a bystander at the distance r, where r is dependent on the population density at a geographical location under investigation. The coupling factor (  C F  ) translates the incident power density from the bystander into the induced quantity SAR. Based on [22], an average coupling factor of 0.054    W kg  /  W  m 2     is applied to convert the incident power density to SAR.



Similarly, the SAR from the base station can be calculated on the basis of the incident power density (S) and a coupling factor (  C F  ):


     S A  R  10  g basestation       =    S · C F     



(5)






    S   =      (  ( 1 − N )  · R S R  P loc  + N · R S R  P indoor  )  · 12 ·  M  R B   ·  1  Δ   eff 4  G 5 G    ·  Δ  d a t  a 4  G 5 G   · U  L rf    A e      



(6)






     A e    =      λ 2   4 π   · G =   0 .  15 2   m 2    4 π   · 1.64 = 0.0029   m 2      



(7)







The scaling factor N is again used to include indoor coverage systems in the network topology differentially. The   R S R P   is determined per resource element (bandwidth) and is therefore multiplied by a factor of 12 for each resource block bandwidth, as this data originates from LTE. Note: while in LTE, each resource block can only have 12 subcarriers with 15 kHz bandwidths per resource block; there are more options in 5G new radio (NR).   M  R B    is the number of resource blocks occupied in the downlink. The authors in [23] report an average per-user downlink data rate of approximately 20 Mbps in an LTE cell with a 100% load, a 15-MHz bandwidth and an   R S R P   of   − 100   dBm at the cell edge and a 2 × 2 multiple-input multiple-output (MIMO). Based on this information, we observe that an LTE cell with 75 resource blocks in the downlink can achieve a per-user downlink capacity of 20 Mbps with a cell edge   R S R P   of <  − 120   dBm and no MIMO present. The factor  Δ eff4G5G is the increase in spectral efficiency between 5G and LTE. Based on [24],  Δ eff4G5G is assumed to be 3, but this factor of 3 can be disputed, especially in initial implementations of 5G networks [25]. However, in this study design, with an emphasis on relative statements, the same factor applies to mobile stations and base stations and is therefore not relevant to evaluate differential effects of network structures and data usage.  Δ data4G5G, the increase in data capacity required for transitioning from LTE to 5G, is expected to be at least 5 with respect to the reference LTE cell with 20 Mbps at a cell edge   R S R P   of <  − 120  , i.e., 100 Mbps.   U  L rf    is the uplink radiation factor accounting for propagation losses in the user equipment (UE) and the user’s body (6dB). Ae is the effective aperture of the UE antenna that measures the   R S R P  . We apply the Ae of a dipole antenna at 2 GHz.



2.2.1. Exposure Categories and Scenarios


We evaluated the model for a set of exposure scenarios defined by (1) geographical location, (2) base station cell type, (3) level of indoor coverage, and (4) usage behavior. Three different geographical locations based on the number of citizens within 500 m from the base station were defined by the operator that provided the data:




	
rural: 0–800 citizens, bystander distance   r = 25   m;



	
suburban: 801–4000 citizens, bystander distance;   r = 10   m;



	
urban: >4000 citizens, bystander distance   r = 5   m (  r = 1   m for trains/urban centers).








Measured LTE cells were categorized as macrocells (rural, suburban, and urban) and additionally as mini and microcells (urban as well as indoor). Additionally, we simulated a shrinking cell size corresponding to 6, and 12 dB   R S R P   increases at the cell edge. The increase in indoor coverage was simulated in the range from 0% to 100% for each cell type. We also defined four user types based on their daily data usage:




	
non-user: does not own a mobile phone;



	
light user: uses 100 MByte/day;



	
medium user: 1 GByte/day;



	
heavy user: 10 GByte/day.









2.2.2. Model Input


Key to our statistical model are the categorized   R S R P   and   P L   measurements in a Swiss mobile LTE network. Figure 1 shows the cumulative distribution functions (CDF) of the measured   R S R P   and   P L   data for different geographical locations used in this study. In the Monte Carlo model, we randomly draw   R S R P   and   P L   pairs to simulate the mobile phones’ received power, which is related to the incident power density, and the mobile phones’ output power and available data rate, which are inversely related to the path loss.



As there is still very little traffic in real 5G networks, we used the LTE data and the processes described above to extrapolate to the foreseeable behavior in 5G networks. Specifically, we scaled the LTE data by the improved spectral efficiency and data bandwidth (more than tenfold) in the hypothetical 5G networks.



Based on [22], an average coupling factor of 0.054    W kg  /  W  m 2     is applied to convert the incident power density from base station and bystanders to SAR. To determine psaSAR10gmobile, we analyzed the full psaSAR test reports [26] of the latest models from Apple, Samsung, and Huawei with more than 2000 SAR measurements in total covering the frequency range from 700 MHz–2.6 GHz. We found that the average psaSAR values from the phones of these vendors are 0.16, 0.3, and 0.52 W/kg, respectively, with standard deviations of <3 dB. Because of the small spread, a psaSAR10gmobile value of 0.33 W/kg was selected, and the statistical distribution of the mobile phone psaSAR is not included in the Monte Carlo analysis.



As there are no data in the literature covering the analysis of uplink usage statistics in modern 4G mobile networks, we generated hypothetical usage patterns. We generated uplink data traffic, as summarized in Table 1. The traffic is quantized in atomic units that are transmitted at the maximum possible data rate at once, e.g., uploading a video and streaming units that require a certain data rate for a specific duration (e.g., a video call). We randomly distributed the required atomic and streaming data units for each user type over a 14 h time frame from 8 am to 10 pm, with a resolution of 1 s, referred to as   D  R required   (t, user), being the required data rate in each second. As the data rate may be limited due to the signal quality, we then filtered the peak data rate of   D  R required   (t, user) for the following path loss and data rate pairs: ≥130, 10 Mbps; <130, 15 Mbps; <120, 20 Mbps; <110, 30 Mbps; <100, 45 Mbps; <90, 60 Mbps; <80, 90 Mbps; <70, 120 Mbps; and <60, 180 Mbps. These data rates were chosen based on an uplink to downlink ratio of 1/10, a minimum downlink data rate requirement of 100 Mbps at the cell edge, and a maximum downlink data rate of approximately 2 Gbps. In the case that the available data rate (depending on the   P L  ) is insufficient at any instant of time, the transmission duration is prolonged at the maximum rate until all data is transmitted. In the simulations, it is assumed that all cell types can reach their full theoretical capacity in the future, even though this may not be the case for all types to date.



The resulting filtered data rate time course is referred to as   D  R required  limited  (t, user,   P L  ). For each instant of time, we calculated the duty cycle (  D C  ) of the mobile phone with respect to the maximum possible data rate for each   P L   range:


  D C  ( t , user , P L )  =   D  R required  limited  ( t , user , P L )    D  R max   ( P L )     



(8)







The time course is then subdivided into 6-min intervals over which the average duty cycle   D C  6min-avg(N, user,   P L  ) is calculated:


  D  C 6  min − avg  ( N , user , P L )  =    ∑  t = 0  360  D C  ( t , user , P L )    360 s    |  N = 0  140   



(9)




resulting in 140 samples of 6-min averaged duty cycles for each user type and   P L   level to be used in the Monte Carlo simulation.




2.2.3. Numerical Modelling and Analysis


The Monte Carlo model was implemented with Jupyter Python Notebooks. A total of 224 scenarios were analyzed for the aforementioned input variables and categories, with 10,000 to 40,000 simulation iterations for each scenario. Statistical summaries were calculated for   10  ·   log10(SAR10gtotal) in the form of histograms, cumulative distribution functions, median, and 95th percentiles. A logarithmic representation was chosen, as the underlying data is log-normally distributed.






3. Results


Figure 2 shows the differences in absorbed energy in various brain regions (tissue averaged) in the human head of the Multimodal Imaging-Based Detailed Anatomical (MIDA) phantom [27], the Ella phantom [28] and the homogeneous specific anthropomorphic mannequin (SAM) phantom with virtual brain regions mapped inside [29] when exposed to generic near-field sources in the frequency range 700–3600 MHz. The results illustrate the absorption characteristics in the human head as a function of frequency. In general, the higher the frequency, the lower the penetration of electromagnetic energy into the brain due to the stronger attenuation at higher frequencies. The tissue-averaged SAR in the outermost region (grey matter) is about a factor of 6 lower at 3.6 GHz than at 700 MHz. However, the local peak SAR (0.1 g average) on the outer surface of the grey matter remains approximately the same (±3 dB) over all frequencies, as shown in Figure 2. The differences in attenuation also lead to changes in the exposure levels of the different brain regions. Due to the frequency-dependent attenuation, the difference in the tissue-averaged SAR between the grey matter and the thalamus increases from 3–6 dB at 700 MHz to >20 dB at 3.6 GHz.



Histograms, as shown in Figure 3, were generated for the following study variables: location: rural, suburban, urban; bystander (dependent on the population density of the location); indoor coverage: 0–100%; daily usage: 0–10 GByte/d; and cell size (edge signal reduction by 0 dB, 6 dB, or 12 dB).



Median and 95th percentile statistical summaries were then calculated to evaluate the differential effect of the study variables on the total dose. The 95th percentile is particularly interesting, as precautionary and safety limits are designed to limit the highest exposures. We therefore present only the 95th percentile values in the tables below and make reference to the median results in the text where necessary. Summary plots for both median and 95th percentiles are available in the Appendix A.



Table 2 shows the effect of the level of indoor coverage on peak SAR exposure (95th percentile) for non-users and heavy users. From the data, it is obvious that heavy users can benefit from indoor coverage, as it reduces their dose by more than 20 dB for full indoor coverage. There is a consistent trend that, with increasing N, the dose of heavy users decreases for all geographical locations and cell types. On the other hand, non-users are subjected to more exposure, as more indoor coverage generally results in stronger incident fields. This effect is the largest in urban microcells because RSRP levels there are much lower than than the ones measured from indoor base stations. For rural areas, more indoor coverage can decrease the exposure due to lower RSRP levels from indoor cells than from rural macrocells. In comparison, it should be noted that the absolute peak exposure of non-users is a factor of 10 to 1000 lower than for active users of any type. The same effect can be observed upon shrinking the cell sizes by 6 and 12 dB. The higher signal strengths and lower path losses in the cells result in lower doses for active users. For non-users, the dose is increased.



Table 3 depicts the total dose changes for varied bystander distances and data usages relative to non-user dose. Only the urban exposure scenarios were analyzed, given that, for suburban and rural scenarios, bystanders are unlikely to be very close by. The results show that a close bystander dominates the exposure from a nearby base station antenna for non-users. As soon as a user generates even small amounts of uplink data traffic (simulated by 100 MB/d), the effect of the bystander becomes negligible (<0.2 dB). The effect is the largest in macrocells (>5 dB for a bystander at 1 m versus 5 m), where the largest path losses are to be expected, and this is expected to decrease for mini and microcells (1 dB for a bystander at 1 m versus 5 m).



Table 4 summarizes the 95th percentile values that reflect the effect of a person’s own data usage on the total dose. The data reveal that even small amounts of data usage from a person’s own mobile phone dominates the total dose. A user with low data usage requirements experiences an increase in dose by 6–11 dB compared to a non-user. Moderate and heavy users increase their total dose by 6–25 dB and 25–40 dB, respectively, compared to non-users. The effect is within the same order of magnitude over all cell types and locations. This is most likely a result of the network architecture. Better indoor coverage can consistently lower the dose of data users, except for the urban microcell and no or low data usage. This effect can be attributed to the generally higher RSRP from the urban microcell than from indoor cells.



We performed a sensitivity analysis of the model output on the 95th percentile total dose for the input parameters: data usage, cell edge reduction, and indoor coverage. We analyzed the sensitivities one at a time, i.e., one input parameter was varied while the dose was averaged and varied over all other parameters sampled randomly. For indoor coverage of N = 1, the effect is a decrease of 24 dB compared to no indoor coverage. However, the sensitivity of this factor decreased sharply and non-linearly to only 4 dB for N = 0.5. It should be noted that, in this analysis, non-users are weighted at 25%, which is unrealistically high. The reason for this fast decrease is that we are analyzing for the 95th percentile or peak dose. With this metric, only if all locations can benefit from indoor coverage will the peak dose be lowered.



When reducing the cell edge by 6 dB, the average dose is reduced by 3.5 dB and by 8.5 dB for a 12-dB size reduction. The effect here is, again, governed by the fact that non-users are weighted at 25%. In particular, non-users experience an increase in exposure by reducing the cell edge.



For the factor usage, we find a dose increase from no usage of 7 dB for 100 MB/d to 20 dB for 1 GB/d, and 32 dB for 10 GB/d.



In summary, the sensitivity analysis shows that the users’ own usage behavior has the strongest effect on the personal peak dose, followed by indoor coverage.




4. Discussion


This study’s results are limited due to the network data that were used and the definition of the total dose, as stated in the Introduction. The results are also based on the currently relatively limited knowledge about the actual deployment and development of 5G. In this study, we do not consider the effect of upcoming massive multiple-input multiple-output (MIMO) and multi-user MIMO systems in 5G networks. MIMO usage is likely to improve link throughput in 5G networks and hence reduce local exposure for heavy users. However, due to space limitations in realistic handsets, we do not expect MIMO implementations with more than four antennas (4 × 4 MIMO) at frequencies <6 GHz, i.e., with a theoretical throughput increase of 6 dB in the uplink. In the downlink, massive MIMO configurations will be implemented. Locally, beam-steering in the downlink will result in temporal fluctuations of the incident field strength. Preliminary experiments suggest that the peak-to-average ratio is approximately 6 dB in 5G MIMO downlink scenarios [9].



WLAN [30] is not considered in this study, as WLAN indoor infrastructure can reduce the exposure to electromagnetic fields in ways similar to indoor 5G infrastructure by reducing the path loss between the access point and the user equipment. However, due to technological and deployment limitations, the exposure reduction by WLAN use is limited, and in fact, to date, WLAN is still a major source of exposure [31].



The use of millimeter-wave frequencies in 5G mobile networks is not considered in this study. However, the use of millimeter waves would dramatically change the exposure compared to the current sub-6 GHz implementation: (i) millimeter waves would require a much denser base station network, (ii) exposure would be mainly superficial, of mainly the skin tissues, and (iii) it is further expected that the strong directivity and beamforming capability of handset antenna arrays would reduce the exposure due to one’s own device. A study similar to the current one would be required to estimate exposures for different usage scenarios.



The exposure from a user’s own handset is heavily dependent on the position of usage. In this study, this is partially accounted for by taking the averaged psaSAR value determined over all test positions. The use of mobile devices away from the body (e.g., by placing the device on a desk in front of the user) can reduce the exposure from a user’s own device by a factor much larger than 10. It is also not possible to draw conclusions about the actual exposure of sensitive organs like the human brain or even specific cells, as the exposure from a user’s own device is very local and thus highly dependent on the usage pattern. However, the use of higher frequencies is likely to reduce the exposure of deeper brain regions for the head-mounted use of mobile devices.



The study is also not designed to analyze any kind of direct biological effects due to exposure to electromagnetic fields. It may, however, be valuable for the modeling of doses in epidemiological studies.




5. Conclusions


The results of this study show that the absorption of energy by the human brain, resulting from exposure to the 3.6-GHz band, is reduced by a factor of >6 for the tissue-averaged SAR when compared to mobile networks operating at <1 GHz, and by a factor of >2 when compared to the frequency bands at 1.8–2 GHz. For deep brain regions, the reduction is much larger. The dose of these regions is reduced as a result of lower penetration depths at higher frequencies. Exposure close to surface structures, e.g., eyes, testicles, etc., can be higher. At the most exposed surface of the grey matter, the values remain approximately ±3 dB over all frequencies, whereas the area of high exposure is reduced.



The results of the Monte Carlo analysis show that for all users (except non-users), total exposure is dominated by a person’s own mobile device. Compared to a non-user, the exposure is increased for a light user (with 100 MByte uplink data per day) by 6–10 dB (or by a factor 4–10), for a moderate user (with 1 GByte uplink data per day) by 13–25 dB (or by a factor of 20– > 300), and for a heavy user by 25–40 dB (or a factor of 300– > 10000). The peak exposure of non-users is, furthermore, not defined by exposure to surrounding base stations but by the mobile devices of close bystanders in urban areas, resulting in up to a 6 dB (or a factor of four) higher exposure than from a nearby base station antenna. Reducing the size of the mobile cell leads to a decreased overall exposure by a factor of 2–10 for people who actively use their mobile devices. At the same time, the reduction in cell size might lead to a small increase by a factor of <2 in the exposure of non-users. The exposure of active users can be reduced by factors ranging from 4–600 by increasing indoor network coverage, which, in turn, will be linked to the increased exposure of non-users by a factor of 2–10. However, this increase is at a level that is a factor of 1000 lower than the typical absolute exposure of active users.



Since data from real networks with MIMO were not available, the effect of adaptive beam-forming antennas on the dose could only be discussed in this study and need to be quantitatively analyzed when 5G networks are fully established, and realistic data becomes available.
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Abbreviations


The following abbreviations are used in this manuscript:



	4G
	Fourth Generation Mobile Communication System



	5G
	Fifth Generation Mobile Communication System



	Ae
	effective aperture area



	CF
	coupling factor



	  D  C own   
	duty-cycle of the users own mobile data transmission



	  D  C bystander   
	duty-cycle of the bystanders mobile data transmission



	 Δ 
	power control reduction factor



	 Δ eff4G5G
	factor describing the increase in spectral efficiency from LTE to 5G-NR



	 Δ data4G5G
	factor describing the increase in required data capacity from LTE to 5G



	LTE
	Long Term Evolution



	MIDA
	Multimodal Imaging-Based Detailed Anatomical



	MIMO
	Multiple Input Multiple Output



	NR
	New Radio



	psaSAR10gmobile
	10 g peak spatial average SAR from own mobile phone measured at maximum output power



	  P L  
	path loss



	  R S R P  
	reference signal received power



	S
	power density



	SAM
	Specific Anthropomorphic Mannequin defined by Standardization for SAR evaluations



	SAR10gmobile
	SAR from own mobile phone



	SAR10gbase station
	SAR from base station antennas



	SAR10gbystander
	SAR caused by bystander mobile devices



	TV
	television



	UE
	user equipment



	  U  L  r f    
	uplink radiation factor (loss)



	wbaSAR
	whole-body average SAR



	WLAN
	Wireless Local Area Network










Appendix A


Figure A1, Figure A2, Figure A3, Figure A4 and Figure A5 summarize the results from our Monte Carlo analysis. Each figure presents the result for the median and the 95th percentile of dose, i.e., the localized 10 g SAR averaged over 6 min for a given geographical location and base station type. Subplots show increasing data usage (from left to right) and decreasing cell size (from top to bottom). Within the subplots, additional indoor coverage is presented by increasing N (N = 0 no additional indoor coverage, N = 1 full indoor coverage).
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Figure A1. Median and 95th percentiles for varied usage, indoor coverage factor N, and cell size reductions in the rural cell scenario. 






Figure A1. Median and 95th percentiles for varied usage, indoor coverage factor N, and cell size reductions in the rural cell scenario.
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Figure A2. Median and 95th percentiles for varied usage, indoor coverage factor N, and cell size reductions in the suburban cell scenario. 






Figure A2. Median and 95th percentiles for varied usage, indoor coverage factor N, and cell size reductions in the suburban cell scenario.
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Figure A3. Median and 95th percentiles for varied usage, indoor coverage factor N, and cell size reductions in the urban-macro cell scenario. 






Figure A3. Median and 95th percentiles for varied usage, indoor coverage factor N, and cell size reductions in the urban-macro cell scenario.



[image: Applsci 10 05971 g0a3]







[image: Applsci 10 05971 g0a4 550] 





Figure A4. Median and 95th percentiles for varied usage, indoor coverage factor N, and cell size reductions in the urban-mini cell scenario. 
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Figure A5. Median and 95th percentiles for varied usage, indoor coverage factor N, and cell size reductions in the urban-micro cell scenario. 
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Figure 1. Cumulative distribution functions of the categorized path loss (top) and reference signal received power (bottom) measurements in a Swiss LTE network. 
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Figure 2. Characteristics of peak per tissue (top) and tissue-averaged (bottom) absorption for generic head-mounted sources simulating mobile phones as a function of frequency (700–3600 MHz) in three brain regions (white matter, grey matter, and thalamus) of human head phantom—the SAM phantom designated by standardization bodies for specific absorption rate (SAR) testing [29], the anatomical MIDA phantom [27], and the Ella phantom [28]—exposed to generic sources head-mounted sources, simulating mobile phone exposure in talk mode. In each plot, the SAR is normalized to the psaSAR10g of each exposure configuration. According to IEEE C95.1, the SAR in the pinna of Ella is excluded from the averaging volume. The plots show the average and variability over all source positions for SAM in blue, the variability for Ella in red, and for MIDA in yellow. 
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Figure 3. Histograms and cumulative distribution functions for the rural cell scenario as a function of usage (increasing left to right), with constant network topology. Statistic summaries of all simulated scenarios are presented in the Appendix A. 
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Table 1. Uplink data traffic definition for user types 1–3 (from light to heavy). Atomic transmission units are transmitted at the maximum data rate. Streaming data units are transmitted at a constant data rate for the duration of use.
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Uplink

	

	
MB

	
User 1

	
User 2

	
User 3

	
User 1

	
User 2

	
User 3




	

	
Service

	
Unit

	
/Unit

	
Units

	
Units

	
Units

	
/MB

	
/MB

	
/MB






	
atomic

	
cloud services, social media

	
message

	
0.05

	
10

	
50

	
1000

	
0.5

	
2.5

	
50




	
file

	
50

	
1

	
5

	
100

	
50

	
250

	
5000




	
picture

	
5

	
8

	
20

	
250

	
40

	
100

	
1250




	
video

	
100

	
0

	
2

	
20

	
0

	
200

	
2000




	
stream

	
augmented, virtual reality

	
10 min

	
1

	
0

	
6

	
24

	
0

	
6

	
24




	
voice call

	
10 min

	
6

	
1

	
2

	
12

	
6

	
12

	
72




	
video call

	
10 min

	
150

	
0

	
3

	
12

	
0

	
450

	
1800




	
system

	
1 h

	
1

	
4

	
8

	
16

	
4

	
8

	
16
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Table 2. Relative effect (in dB) of increased indoor coverage (increasing N) without cell edge reduction for non-users and heavy users in different environments and bystander conditions. Shown are the 95th percentiles relative to the case for N = 0 in each row.






Table 2. Relative effect (in dB) of increased indoor coverage (increasing N) without cell edge reduction for non-users and heavy users in different environments and bystander conditions. Shown are the 95th percentiles relative to the case for N = 0 in each row.





	Location
	Bystander
	Usage
	N: 0
	N: 10%
	N: 20%
	N: 40%
	N: 80%
	N: 100%





	rural-macro
	  r = 25   m
	none
	0
	0.6
	1.0
	0.8
	−0.8
	−3.0



	suburban-macro
	  r = 10   m
	none
	0
	0.6
	2.0
	2.4
	2.2
	2.0



	urban-macro
	  r = 5   m
	none
	0
	1.6
	2.0
	2.3
	3.5
	4.0



	urban-macro
	  r = 1   m
	none
	0
	0.8
	0.8
	0.8
	−0.4
	−1.3



	urban-mini
	  r = 5   m
	none
	0
	2.0
	3.0
	3.8
	4.1
	4.0



	urban-mini
	  r = 1   m
	none
	0
	1.0
	1.0
	1.5
	1.3
	1.0



	urban-micro
	  r = 5   m
	none
	0
	5.1
	7.0
	8.8
	10.1
	11.0



	urban-micro
	  r =   1 m
	none
	0
	4.1
	5.4
	8.0
	10.0
	10.0



	rural-macro
	  r =   25 m
	10 GByte/d
	0
	−0.5
	−0.9
	−2.3
	−6.8
	−25.8



	suburban-macro
	  r =   10 m
	10 GByte/d
	0
	−0.5
	−1.1
	−2.4
	−7.0
	−25.5



	urban-macro
	  r = 5   m
	10 GByte/d
	0
	−0.7
	−1.2
	−2.2
	−7.1
	−27.7



	urban-macro
	  r = 1   m
	10 GByte/d
	0
	−0.4
	−1.0
	−2.1
	−7.0
	−27.6



	urban-mini
	  r = 5   m
	10 GByte/d
	0
	−0.5
	−0.9
	−2.1
	−7.0
	−22.0



	urban-mini
	  r = 1   m
	10 GByte/d
	0
	−0.6
	−1.0
	−2.1
	−7.0
	−22.2



	urban-micro
	  r = 5   m
	10 GByte/d
	0
	−0.5
	−1.1
	−2.1
	−6.3
	−11.0



	urban-micro
	  r = 1   m
	10 GByte/d
	0
	−0.4
	−0.9
	−2.1
	−6.0
	−10.8
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Table 3. Total dose change (in dB) as a function of bystander distance r. Shown are the 95th percentile values for non-users and light data users (100 MByte/day) relative to the dose value of the non-user with a bystander 5 m away, for each urban exposure scenario.
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	Location
	N
	Cell Edge Red (dB)
	Usage
	   r = 5    m
	   r = 1    m





	urban-macro
	[0]
	[0]
	0 MB/d
	0
	5.4



	urban-macro
	[0]
	[0]
	100 MB/d
	15.8
	16.0



	urban-mini
	[0]
	[0]
	0 MB/d
	0
	2.1



	urban-mini
	[0]
	[0]
	100 MB/d
	9.9
	10.0



	urban-micro
	[0]
	[0]
	0 MB/d
	0
	1.0



	urban-micro
	[0]
	[0]
	100 MB/d
	7.0
	7.2
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Table 4. Total dose change (in dB) as a function of the data usage relative to the non-user without indoor coverage (i.e., values for N = 80% have been normalized to the scenario for   N = 0   with no data usage). Displayed are the 95th percentile values for all four user types (light user (100 MByte/day), moderate user (1 GByte/day), heavy user (10 GByte/day), and non-user (0 MByte/day)). Situations have been analyzed for   N = 0   (i.e., no additional indoor coverage) and   N = 80  %, i.e., rather strong indoor coverage.
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	Location
	Bystander
	N
	Cell Edge

Reduction

0 dB
	0 MB/d
	100 MB/d
	1 GB/d
	10 GB/d





	rural-macro
	  r = 25   m
	[0]
	[0]
	0
	7.9
	20.0
	33.0



	rural-macro
	  r = 25   m
	[0.8]
	[0]
	−0.9
	4.0
	13.9
	26.4



	suburban-macro
	  r = 10   m
	[0]
	[0]
	0
	11.0
	25.0
	37.8



	suburban-macro
	  r = 10   m
	[0.8]
	[0]
	2.0
	8.1
	18.0
	30.9



	urban-macro
	  r = 5   m
	[0]
	[0]
	0
	15.6
	30.4
	42.5



	urban-macro
	  r = 5   m
	[0.8]
	[0]
	3.0
	12.0
	24.0
	35.4



	urban-macro
	  r = 1   m
	[0]
	[0]
	0
	11.2
	25.2
	37.3



	urban-macro
	  r = 1   m
	[0.8]
	[0]
	−0.2
	6.2
	18.6
	30.2



	urban-mini
	  r = 5   m
	[0]
	[0]
	0
	10.0
	22.6
	36.1



	urban-mini
	  r = 5   m
	[0.8]
	[0]
	4.0
	8.0
	16.8
	29.3



	urban-mini
	  r = 1   m
	[0]
	[0]
	0
	7.8
	19.5
	33.5



	urban-mini
	  r = 1   m
	[0.8]
	[0]
	1.5
	5.5
	14.0
	26.4



	urban-micro
	  r = 5   m
	[0]
	[0]
	0
	7.1
	18.3
	30.3



	urban-micro
	  r = 5   m
	[0.8]
	[0]
	11.0
	12.0
	16.1
	24.5



	urban-micro
	  r = 1   m
	[0]
	[0]
	0
	6.2
	17.3
	29.4



	urban-micro
	  r = 1   m
	[0.8]
	[0]
	10.0
	10.3
	15.0
	23.4
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