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Abstract

:

The utilization of urban underground space resources (UUSR) are important approaches to effectively save land resources, improve the living environment, expand the urban space, and achieve sustainable urban development. To obtain accurate UUSR evaluation results, the weight assignment of indicators plays an important role in the evaluation process and is an indispensable part of it. Reasonable weights of indicators can greatly improve the accuracy of the final UUSR evaluation results. Neither the basic characteristics of cross-section data and time series data of UUSR evaluation indicators are taken into consideration simultaneously, nor is the combination and cross application of different weighting methods in the previous weight assignment of UUSR evaluation indicators. Considering the influence of the time dimension, the weighting method of time dimension is introduced into the UUSR evaluation. Through integrating the classical entropy weight method, which is a frequently-used weighting method of indicator dimension with the weighting method of time dimension in two different approaches by time ordered weighted averaging (TOWA) operator, the hybrid weight assignment model named entropy and time weighting model (E-TW) for UUSR evaluation is proposed. The experimental calculation results show that the UUSR evaluation results using the E-TW model are significantly better than the results using the single classical entropy weight method, which means the hybrid weight assignment model is more suitable for UUSR evaluation than the single weighting method of indicator dimension.
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1. Introduction


Urban underground space resources (UUSR) have the dual attributes of natural environment and natural resources. They are the foundation of urban survival and development, which are affected and restricted by conditions of geology, rock and soil, economy, society, construction, geographical location, and policy, etc. With the progress of urbanization, underground spaces gradually carry more and more urban functions (e.g., subways, underground pipe networks, underground corridors, underground storage, and underground commercial complexes). Meanwhile, urban development space is gradually extending from the ground and its upper space to the high-density underground space [1,2,3,4]. Countries and regions around the world uphold some advanced concepts, including urban three-dimensional planning, city-orientation, and comprehensive utilization of underground space to plan and develop urban underground space, such as the Netherlands [5], Hong Kong [6], Sweden [7], and La Coruna in Spain [8], etc. Studies have shown that scientific and rational planning and layout of underground space resources can adjust the existing land use structure, improve the land development utilization rate, achieve the urban land intensive use to a large extent, and reduce the development risk of underground space [9,10,11]. Finally, UUSR can solve many problems occurred in the process of urbanization, such as urban land growth, traffic congestion, environmental degradation, and urban microclimate change [12,13,14,15]. Therefore, scientific, orderly, and rational planning, development, and utilization of UUSR are important approaches to effectively save land resources, improve the living environment, expand the urban space, and achieve sustainable urban development. In brief, it is of great significance to promote the sustainable development of cities and the safe use of underground space resources [16,17,18,19].



UUSR play a very important role in the urbanization process and have received much attention in this era. Scholars have carried out exploratory researches and applied practice in UUSR evaluation from the perspectives of the connotation of elements, evaluation indicators, weight assignment models, mathematical models, scale effects, spatial modeling and visualization, practice models, and result expression [20,21,22]. Assigning reasonable weights to indicators is critical to UUSR evaluation and can greatly improve the accuracy of the final evaluation results. To address this issue, various mathematical methods have been designed from different perspectives to the weight assignment of UUSR evaluation indicators. According to the types of weighting methods, they were divided into: (1) subjective weighting methods (e.g., Delphi method and analytic hierarchy process (AHP) method), and (2) objective weighting methods (e.g., entropy weight method). For instance, the Delphi method was used for weight assignment of indicators [23], with the advantages of simplicity and easy-to-use features. The Delphi method, however, overemphasizes the subjective opinions of experts, and it is difficult to determine the differences between evaluation indicators. Thus, the accuracy and reliability of the weights calculated by Delphi method are poor. Because of these weaknesses, it is less used for calculating the weights of indicators but more applied for developing the indicators [24,25,26,27,28,29,30]. The AHP method was utilized to assign the weights through constructing the judgment matrix of evaluation indicators. To tackle this issue that the judgment matrix is challenging to obtain partly, the optimal transfer matrix was applied to optimize the traditional AHP method, so as to determine the weights of UUSR evaluation indicators more rationally [14,31,32,33]. Despite this effort, when the AHP method is used to calculate the weight, the construction of judgment matrix of evaluation indicators is still not easy. Especially for the multi-objective evaluation system, the more the number of evaluation indicators, the more difficult the construction of judgment matrix. It often needs to be modified many times, so as to reach the standard of consistency test [34,35,36,37,38]. By contrast to subjective weighting methods that rely on the experience of experts, the entropy weight method [39,40] depends on the data of evaluation indicators to calculate the weights used for UUSR quality evaluation, which can effectively reduce the subjectivity of the weight assignment and make the weight calculation result more objective.



On the basis of many applications of weight assignment models for UUSR evaluation indicators [14,23,31,32,33], we found that they still have many shortcomings and utilization limitations. No matter whether they are subjective or objective, weighting methods are simplistic and homogenized for UUSR evaluation. In detail, the Delphi, AHP, and the entropy weight methods are always used separately for UUSR evaluation, which means that it is less involved in the combination of different weighting methods and the cross application of weight assignment models of other disciplines. Additionally, the above weighting methods only carry out the UUSR evaluation on the level of indicator dimension, without taking the dynamic changes of the values of UUSR evaluation indicators into account, that is, the timing characteristics of time series data of evaluation indicators have not been considered. Moreover, the quality control methods for the weight assignment of indicators remain an unresolved problem. Therefore, for enriching the weighting methods of traditional indicator dimension, and adding the influence of the timing characteristics of indicators into the UUSR evaluation, the hybrid weight assignment model is proposed by integrating with the weight of time dimension in this research.




2. Data Characteristics of UUSR Evaluation Indicators


2.1. Evaluation Indicators


For analyzing the indicators utilized for UUSR evaluation, it needs to be considered from three aspects, including combining the extant indicators system for different objects; measuring the impact of urban geological types, the size of the evaluation scale, and the difficulty of data acquisition from the perspective of total factor evaluation; and integrating with the dynamic change characteristics of evaluation indicators. Following the principles of scientific nature, systemic nature, temporal nature, the nature of scale, and the nature of easy accessibility, evaluation indicators of UUSR comprehensive quality are determined, including hard factors, soft factors, and control factors, as seen in Figure 1. Among them, soft soil thickness, liquefaction index of sandy oil, and distance from downtown are negative indicators, and the others are positive indicators.




2.2. Data Characteristics


Generally, different indicators for UUSR evaluation have a static value at a fixed time point or section, that is, the data of these indicators are a kind of cross-section data. Meanwhile, the same evaluation indicator of UUSR has different values in the dynamic evolution process, which means the data of these indicators show the characteristics of time series data. For instance, the population density of a city is not immutable, that is, it has different static values on the time vector   T =  (   t 1  ,  t 2  , ⋯ ,    t n   )   , which form a time series data   V =  (   x   t 1    ,  x   t 2    , ⋯ ,  x   t n     )    in this continuous period. Overall, the indicators data used in UUSR evaluation are often a data set obtained by multiple evaluation indicators at multiple time points in the time series, which means it has the characteristics of both cross-section data and time series data. In other words, the data set of these indicators is a type of panel data, as seen in Table 1, where    x  m n    t s      represents the original static value of the nth indicator of the evaluation object m at the sth moment. In order to reflect the static features and dynamic evolution characteristics of the data of UUSR evaluation indicators, the weighting method of time dimension should be introduced to improve the traditional weighting method of indicator dimension for UUSR evaluation, so as to carry out the UUSR evaluation more effectively.





3. Hybrid Weight Assignment Model


3.1. Entropy Weight Method


The entropy weight method is a mathematical method that calculates a comprehensive index (   W e  =  (   w 1 e  ,  w 2 e  , … ,  w n e   )   ) based on the amount of information transmitted to the decision maker by various factors [41]. As an objective weighting method, the entropy weight method could solve the problem of large information and difficult quantification of UUSR evaluation indicators, and express the amount of information contained in the indicators to the greatest extent. On the basis of the objectivity and data dependence of the entropy weight method, it has been used for the weight assignment of UUSR evaluation indicators in many cases.



The entropy weight method has nothing to do with personal experience, only the data value of indicators. As a matter of fact, the bigger the difference in values between the same indicator, the greater the weights. Combined with the characteristics of the panel data displayed by the data value of UUSR evaluation indicators, the entropy weight of indicator dimension (   w j e   ) is determined by calculating the indicator entropy value (   H j   ). The calculation steps are shown concretely below.



(1) The standardized value (   a  i j    ) of the original statistical value (   x  i j    ) of evaluation indicator can be obtained as:


   a  i j   =    x  i j   −  x  m i n      x  m a x   −  x  m i n      



(1)






   a  i j   =    x  m a x   −  x  i j      x  m a x   −  x  m i n      



(2)




where    x  i j     is the statistical value of the jth indicator of object i (  i = 1 , 2 , ⋯ , m  ;   j = 1 , 2 , ⋯ , n  ). Equations (1) and (2) are used for the positive indicators and negative indicators respectively.



(2) The entropy value (   H j   ) can be calculated by the standardized value (   a  i j    ). Its expression is:


   H j  = −  1  l n m     ∑  i = 1  m      a  i j      ∑  i = 1  m   a  i j     l n    a  i j      ∑  i = 1  m   a  i j      



(3)




where    H j    is the entropy value of the jth evaluation indicator, and an assumption is made:


      a  i j      ∑  i = 1  m   a  i j     = 0  ,       a  i j      ∑  i = 1  m   a  i j     l n    a  i j      ∑  i = 1  m   a  i j     = 0  .  











(3) The entropy weight of indicator dimension (   w j e   ) can be calculated as follows:


   w j e  =   1 −  H j     ∑  j = 1  n   (  1 −  H j   )     



(4)




where    w j e    is the entropy weight of the jth evaluation indicator, and    ∑  j = 1  n   w j e  = 1  .




3.2. Weighting Method of Time Dimension


In general, the evaluation results are affected by the different data values of indicators at different time points or sections in the comprehensive evaluation process. Therefore, it is necessary to analyze the important influence of time for the evaluation indicators. In order to reflect the static features and dynamic evolution characteristics of the data of UUSR evaluation indicators, the weighting method of time dimension could be introduced into the UUSR evaluation. In the previous research, the weight of time dimension has been discussed based on the concepts of the entropy of the time weights (I) and the time degree (λ) [42].



The entropy of the time weights (I) is utilized to describe the degree of information contained in the weight of time dimension during the aggregation of data at different moments. Actually, the bigger the entropy of time weight vector, the smaller the difference between the weights of time dimension, the smaller the degree of dispersion, the smaller the uncertainty, the greater the amount of information, and vice versa. The mathematical calculation model is:


  I = −   ∑  k = 1  s    w k t  l n    w k t   



(5)




where    w k t    is the weights of time dimension of the kth moment, and    ∑  k = 1  s   w k t  = 1  .



The time degree (λ) is applied to describe the importance of time series at different moments in the data aggregation process. As a matter of fact, the smaller the time degree, the more attention is paid to the time data closer to the evaluation moment (   t p   ), and vice versa. It can be determined by experts according to Table 2 [43], and the relationship between the time degree and the weights of time dimension is shown as follows:


  λ =   ∑  k = 1  s     s − k   s − 1    w k t   



(6)







The time weighting vector    W t  =  (   w 1 t  ,  w 2 t  , … ,  w n t   )    can be calculated by the following two principles. First, the time degree (λ) is subjectively determined by the literature and the opinions of experts. Second, the difference between the time weights can be ensured to be minimum under the premise of mining the amount of information of the data and the time difference of the data as much as possible, that is, the entropy of the time weights vector is guaranteed to be maximum. The mathematical calculation models are:


      m a x I = −   ∑  k = 1  s    w k  l n    w k t         {      λ =   ∑  k = 1  s     s − k   s − 1    w k t          ∑  k = 1  s    w k t  = 1       k = 1 , 2 , ⋯ , s            



(7)








3.3. Hybrid Model


In the UUSR multi-indicators dynamic comprehensive evaluation, the change range, and trend of the values of evaluation indicators over time will affect the weight assignment of indicators. Therefore, it is necessary to take the characteristics of dynamic change of the values of evaluation indicators under the influence of the time dimension into consideration on the basis of carrying out the UUSR evaluation utilized by the weights of indicators dimension only. As the UUSR evaluation indicators have strong complementarity in different periods, the hybrid weight assignment model named entropy and time weighting model (E-TW) is proposed by integrating the classical entropy weight method with the weighting method of time dimension in two different approaches by time ordered weighted averaging (TOWA) operator. The E-TW can be subdivided into the time weighted preposition method (    TW   pre    ) and time weighted postposition method (    TW   post    ) based on the different order of the time weights used in the weighting process.



3.3.1. Time Ordered Weighted Averaging Operator


In order to introduce the impact of the time dimension on the evaluation indicators, the time ordered weighted averaging (TOWA) operator [43] has been presented on the basis of the ordered weighted averaging (OWA) [42], the induced ordered weighted averaging (IOWA) [44], the ordered weighted geometric (OWG) [45], and the induced ordered weighted geometric averaging (IOWGA) [46]. The mathematical calculation model is:


  F  (   〈   t 1  ,  a 1   〉  ,  〈   t 2  ,  a 2   〉  , ⋯ ,  〈   t k  ,  a k   〉  , ⋯ ,  〈   t s  ,  a s   〉   )  =   ∑  k = 1  s    w k   b k   



(8)




where   〈   t k  ,  a k   〉   is the basic pair of TOWA operator;    t k    is the time induced component and    a k    is the data component (  k = 1 , 2 , ⋯ , s  );    w k    is the weight of the same element at the kth moment in the time induced component,    w k  ∈  [  0 , 1  ]   ; and    ∑  k = 1  s   w k  = 1  ;    b k    is the data component of the TOWA pair corresponding to the kth moment in the time induced component of the same element; and F is the n dimensional TOWA operator.



The essence of the TOWA operator is to perform weighted summation of the data components (   a 1  ,  a 2  , ⋯ ,  a s   ) of the same element corresponding to the time induced components sorted in a certain time sequence.




3.3.2. Time Weighted Preposition Method


The time weighted preposition method (    TW   pre    ) is a weighting method that considers the influence of time dimension, firstly, and then reflects the influence of indicators dimension. The processing steps are shown concretely below.



(1) The weight of time dimension     w k t     is utilized to perform weighted average processing on the original panel data    x  i j    (   t k   )    of the UUSR evaluation objects at different moments based on the TOWA operator. Thus, the panel data are converted into static cross-section data    x  i j    . They focus on the effect of time on the evaluation indicators in data processing. The mathematical calculation model is:


   x  i j   = F  (   〈   t 1  ,  x  i j    (   t 1   )   〉  ,  〈   t 2  ,  x  i j    (   t 2   )   〉  , ⋯ ,  〈   t k  ,  x  i j    (   t k   )   〉  , ⋯ ,  〈   t s  ,  x  i j    (   t s   )   〉   )  =   ∑  k = 1  s    w k t   x  i j    (   t k   )   



(9)




where   k = 1 , 2 , ⋯ , s  ,   i = 1 , 2 , ⋯ , m  , and   j = 1 , 2 , ⋯ , n  .



(2) The standardized value    a  i j     is obtained from the cross-section data    x  i j     by extremal processing. Combined with the evaluation indicators and the traditional evaluation mathematical model   G  (  w , a  )    (e.g., multi-objective linear weighting function   G  (  w , a  )  =  ∑  j = 1  n   w j  .  a j   ), the UUSR is evaluated using the weight of indicators dimension    w j e    to obtain the final evaluation result    V i    of the evaluation object i. The mathematical calculation model is:


   V i  = G  (   w j e  ,  a  i j    )   



(10)








3.3.3. Time Weighted Postposition Method


The time weighted postposition method (    TW   post    ) is a weighting method that considers the influence of indicators dimension, firstly, and then reflects the influence of time dimension, just the opposite of the time weighted preposition method. The processing steps are shown concretely below.



(1) Combined with the evaluation indicators and the traditional evaluation mathematical model   G  (  w , a  )   , the UUSR is evaluated using the original standardized data    a  i j    (   t k   )    and the weight of time dimension    w j e    to obtain the static evaluation results    y i   (   t k   )    of the evaluation object i at different moments. It reflects the different data characteristics of the evaluation indicators at different moments. The mathematical calculation model is:


   y i   (   t k   )  = G  (   w j e  ,  a  i j    (   t k   )   )   



(11)




where   k = 1 , 2 , ⋯ , s  ,   i = 1 , 2 , ⋯ , m  , and   j = 1 , 2 , ⋯ , n  .



(2) The weight of time dimension    w k t    is utilized to perform weighted average processing on the static evaluation results    y i   (   t k   )    of the UUSR evaluation object i at different moments based on the TOWA operator. Thus, the final evaluation result    V i    of the evaluation object i can be obtained naturally. The mathematical calculation model is:


   V i  = F  (   〈   t 1  ,  y i   (   t 1   )   〉  ,  〈   t 2  ,  y i   (   t 2   )   〉  , ⋯ ,  〈   t k  ,  y i   (   t k   )   〉  , ⋯ ,  〈   t s  ,  y i   (   t s   )   〉   )  =   ∑  k = 1  s    w k t   y i   (   t k   )   



(12)










4. Discussion


Combined with the 21 evaluation indicators of UUSR comprehensive quality given above, UUSR evaluation results using traditional entropy weight method and E-TW are carried out separately. It is necessary to verify the stability of the E-TW model and compare it with the entropy weight method for the accuracy of UUSR evaluation results. Therefore, the basic data sets of years T1 and T2 of the six urban areas of a city are virtually constructed for experimental calculation with uniform trends of change, and the data set of year T2 is assumed to be the recent data. Considering the slightly important situation of recent data, the time degree λ is selected as 0.4 based on the weighting method of time dimension. The time weighting vector calculated by Equation (7) is expressed as    W t  =  (   w   T 1   t  ,  w   T 2   t   )  =  (  0.4 ,   0.6  )   . Furthermore, the UUSR evaluation results (Figure 2) are obtained respectively based on the multi-objective linear weighting mathematical model.



As shown in Figure 2, since the virtual construction data of area 1 to area 6 shows a monotonically increasing trend, the evaluation results of area 1 and area 6 are 0 and 1, respectively, because the data are standardized by using the extreme value method. Meanwhile, the evaluation results of areas 1, 2, 3, 4, 5, and 6 increase monotonically, and have strong consistency and nice calculation effects, when the UUSR evaluation is carried out by using the same weighting method, regardless of the entropy weight method or the E-TW model, which includes the time weighted preposition method and time weighted postposition method. The entropy weight method is a recognized method used in UUSR evaluation. In view of the similar consistency and calculation effect, it is reasonable for the E-TW model to be utilized in UUSR evaluation.



In addition, the degree of dispersion    D i  =  1  N − 1   ∑  R  i j     is used to measure the advantages and disadvantages of the UUSR evaluation results from utilizing different weighting methods, where N is the total number of UUSR evaluation results using different weighting methods and    R  i j     is the Euclidean distance between UUSR evaluation results, assuming    R  i j   = 0   between the same type of results. Particularly, it indicates that the evaluation result is more reasonable than other results when the degree of dispersion is smaller.



As shown in Table 3, the degrees of dispersion have been calculated with very different results when using the entropy weight method and the E-TW model. In detail, the results are arranged in order from small to large:    D    TW   post       <    D    TW   pre       <    D    Entropy    T 2        <    D    Entropy    T 1       . As the different types of N-TW model, the degree of dispersion calculated by time weighted preposition method    D    TW   post       is approximately equal to 0.005157118, that is, almost the same as    D    TW   pre       which is equal to 0.005157122, approximately. Nevertheless, the degrees of dispersion of time weighted postposition method and time weighted preposition method are much smaller than those of the entropy weight method in different moments. Obviously, the hybrid weight assignment model, regardless of the time weighted preposition method or time weighted postposition method, is a suitable and reasonable weighting model for UUSR evaluation in this research.




5. Conclusions


To address the problem that the influence of the time dimension is not taken into consideration in the UUSR evaluation, a hybrid weight assignment model named entropy and time weighting model (E-TW) for UUSR evaluation is proposed by integrating the classic entropy weight method with the weight method of time dimension. This paper allows for several conclusions. First, the E-TW model can simultaneously reflect the impact of the indicator dimension and time dimension on the UUSR evaluation by combining the weighting methods of the two types of dimensions. Second, as the different order of the time weights used in the weighting process, the E-TW model is subdivided into two kinds of methods using the same TOWA operator, including the time weighted preposition method and the time weighted postposition method. Third, the evaluation results of the six areas increase monotonically and have strong consistency and nice calculation effects, when they are carried out by using the same weighting method, regardless of the classic entropy weight method or the E-TW model. Fourth, the hybrid weight assignment model, regardless of the time weighted preposition method or time weighted postposition method, is a suitable and reasonable weighting model for UUSR evaluation because of the degrees of dispersion are much smaller than those of the entropy weight method in different moments.



This study made an attempt to introduce a hybrid weight assignment model into the UUSR evaluation. However, the E-TW model contains two weight components of different dimensions, that is, the entropy weight of indicator dimension and the weight of time dimension. Due to their respective calculation principles, the utilization of the E-TW model has some limitations. In detail, for the entropy weight method, its weight calculation depends on the data of evaluation indicators, but the data may not be easy to obtain and collect completely. Besides, for the weight of time dimension, its weight calculation depends on the suitable time degree (λ), but the λ is often determined by the literature and the opinions of experts. Therefore, several aspects of this research need to be developed further, such as verifying the applicability and rationality of the E-TW model in the real case. In addition, the combination of different weighting methods using in UUSR evaluation and the cross application of weight assignment models of other disciplines need to be fully analyzed to improve the extant weighting methods based on future researches.
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Figure 1. Evaluation indicators of urban underground space resources (UUSR) comprehensive quality. 
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Figure 2. The UUSR evaluation results using different weighting methods. 
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Table 1. The data sets of urban underground space resources.
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Table 2. Reference values of the time degree (λ).
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	Reference Values
	Explanation





	0.1
	Pay greatest attention to recent data



	0.3
	Pay more attention to recent data



	0.5
	Pay equal attention to all period data



	0.7
	Pay more attention to forward data



	0.9
	Pay greatest attention to forward data



	0.2, 0.4, 0.6, 0.8
	Intermediate situation of the above adjacent cases
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Table 3. The degree of dispersion of different weighting methods.
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	     R  i j      
	       Entropy      T 1        
	       Entropy      T 2        
	       TW      pre        
	       TW     post       
	     D i     





	     Entropy    T 1      
	0
	0.0149
	0.0084
	0.0090
	0.0108



	     Entropy    T 2      
	0.0149
	0
	0.0065
	0.0060
	0.0091



	     TW   pre     
	0.0084
	0.0065
	0
	0.0005
	0.0052



	     TW   post     
	0.0090
	0.0060
	0.0005
	0
	0.0052
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