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Abstract: Many non-probabilistic approaches have been widely regarded as mathematical tools for
the representation of epistemic uncertainties. However, their heavy computational burden and low
computational efficiency hinder their applications in practical engineering problems. In this article,
a unified probabilistic representation approach for multiple types of epistemic uncertainties is proposed
based on the cubic normal transformation method. The epistemic uncertainties can be represented
using an interval approach, triangular fuzzy approach, or evidence theory. The uncertain intervals
of four statistical moments, which contain mean, variance, skewness, and kurtosis, are calculated
using the sampling analysis method. Subsequently, the probabilistic cubic normal distribution
functions are conducted for sampling points of four statistical moments of epistemic uncertainties.
Finally, a calculation procedure for the construction of probabilistic representation functions is
proposed, and these epistemic uncertainties are represented with belief and plausibility continuous
probabilistic measure functions. Two numerical examples and one engineering example demonstrate
that the proposed approach can act as an accurate probabilistic representation function with high
computational efficiency.
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1. Introduction

There are various sources of uncertainties in real-world engineering conditions, such as loading
uncertainties, material uncertainties, geometric and boundary uncertainties due to manufacturing
tolerances, variation in operating environments, and differences in technical levels. A small amount
of uncertainties may have a severe influence on the overall performance of a system owing to the
nonlinear coupling uncertainty propagation of multiple uncertain variables in the complex engineering
problems. Therefore, uncertainties should be appropriately quantified and analyzed to improve the
performance of engineering products in actual situations.

The uncertainties are assumed to be aleatory uncertainties, which have determinate and complete
uncertain information, and are represented using accurate probability density functions (PDFs).
Many probabilistic uncertain analysis and optimization methodologies have been proposed to decrease
the deteriorative effects of uncertainties and improve the reliability of engineering products, such as
the first-order reliability design method [1–3], the second-order reliability design method [4–6],
the time-dependent reliability design method [7], and the reliability-based robust design method [8].
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However, it is difficult to acquire an accurate PDF of uncertainties in some actual engineering
applications. Only insufficient information can be acquired, and the economic cost or computational
complexity is too high to acquire further uncertainty information. New uncertainty problems are
produced when using aleatory uncertainties to address these uncertainty problems, the reliability
design becomes the calculation of the uncertainty of uncertain variables, and the computational
complexity increases exponentially with the number of uncertain variables, which makes it impossible
to calculate in complex engineering problems.

To address the problems of incomplete information or insufficient data for uncertain variables,
the use of epistemic uncertainty is proposed. This has been widely applied to the uncertainty analysis
and reliability design of engineering products [9–11]. Some non-probabilistic uncertainty analysis
methods have been proposed to address epistemic uncertainties, and summarized by Beer [12],
which includes the interval analysis approach [13,14], the convex model [15,16], the fuzzy set [17,18],
and the evidence theory [19–22]. These non-probabilistic analysis methods have different application
situations based on the available uncertainty information. The interval analysis method is used when
the uncertainty information is lacking, only lower and upper bounds of uncertain variables can be
acquired. The convex model discerns the boundaries of uncertain variables instead of their precise
probability distributions, which can be represented with a few sample information. The interval
model and ellipsoid convex model are two common convex models [23]. When some quantitative
uncertainty information is available, fuzzy set theory can be used, and the uncertainty is represented
using membership functions. Evidence theory uses belief assignment as its basis to describe uncertainty
information, and then it represents the variable uncertainty with the belief and plausibility measure
function. With these non-probabilistic uncertainty representation methods, epistemic uncertainty is
quantified, propagated, and optimized in the reliability design of engineering products [24,25].

However, there are some challenges in the application of these non-probabilistic uncertainty
representation methods for actual engineering problems. One of the challenges is the high computational
cost [26], which is caused by the discretized quantification of epistemic uncertainties. The calculation
complexity increases with the number of epistemic variables and the discrete interval numbers of all
epistemic variables. Another challenge is the unified calculation of aleatory uncertainty and epistemic
uncertainty. The reliability design problem with aleatory and epistemic uncertainties is simultaneously
a multiple layer nesting optimization problem. Common gradient optimization methods cannot be
implemented because of the discontinuity of epistemic uncertainties.

To improve the computational efficiency and reduce the complexity of reliability design,
some probabilistic representation methods for epistemic uncertainties have been proposed, and the
unified uncertainty calculations of aleatory and epistemic uncertainties have been implemented [27–29].
Sankararaman [30–32] presented a likelihood-based probabilistic representation method of epistemic
uncertainty for which only sparse point and/or interval data are available, and quantified the individual
contributions of variability and uncertain distribution parameters using Bayesian model averaging
and Bayesian hypothesis testing approaches. Zaman [33–35] proposed a probabilistic framework for
the representation and propagation of uncertain interval variables, which were fitted to the Johnson
distribution using the moment matching approach. Then, the proposed framework was applied to the
robust optimization design of engineering problems. Cho [36] presented the Bayesian approach and
Monte Carlo method to take insufficient input data into consideration in reliability optimization design,
and then determined the probability of failure probability and reliability of optimum results. Lü [37]
proposed equivalent evidence-based fuzzy variables to represent the interval variables, fuzzy variables,
and evidence theory variables simultaneously. Zhang [38] employed the multi-model inference method
to quantify and propagate the uncertainty created by a lack of sufficient statistical data, and applied
the proposed algorithm into uncertainty analysis of the plate buckling strength. Zhao [39,40] derived a
complete probabilistic expression of epistemic uncertainties according to the mean, variance, skewness,
and kurtosis of available statistical data, and applied the proposed cubic normal distribution in a
variety of areas in reliability engineering. Zhang [41] and Liu [42] constructed Johnson p-boxes to
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equivalently represent evidence variables, and converted the uncertainty analysis problem of evidence
theory into two rounds of probabilistic uncertainty analysis problem.

Though a series of research studies about the probabilistic representation of epistemic uncertainties
have been published, there are still some limitations in this area:

(1) In the actual engineering product, there are multiple types of epistemic uncertainties with
different representation functions according to the available uncertainty information. Multiple different
epistemic uncertainties cannot be represented in a unified probabilistic analysis framework. Lü [37]
used the evidence-based fuzzy variable to represent multiple types of epistemic uncertainties, but the
variables were calculated using the non-probabilistic uncertain analysis method.

(2) The representation function of epistemic uncertainties is discontinuous, so repeated extreme
analysis of epistemic uncertainties at discrete subintervals should be implemented, which reduces the
computational efficiency in the reliability design of engineering products.

To resolve these issues effectively, a unified probabilistic uncertainty representation approach for
multiple types of epistemic uncertainties is proposed based on the cubic normal distribution method.
The cubic normal distribution method has been applied to the probabilistic uncertainty representation
of interval variables [43] and probabilistic variables with unknown distribution types [44], which is
effective in the calculation of the reliability index and reliability design [45,46]. Therefore, this article
extends the application range of the cubic normal transformation method from the representation
of interval variables to probabilistic representation for multiple types of epistemic uncertainties.
The calculation algorithm of four statistical moments for triangle fuzzy and evidence theory variables
are proposed, and the unified probabilistic representation framework is proposed for uncertainty
propagation analysis. The remainder of this article is organized as follows. Three non-probabilistic
representation methods for epistemic uncertainties are introduced in Section 2: The interval approach,
triangular fuzzy approach, and evidence theory. The calculation methods of four statistical moments,
which includes the mean, variance, skewness, and kurtosis, are proposed for the three types of epistemic
uncertainties in Section 3. In Section 4, the unified cubic normal distribution function is calculated
using the moments matching method, and the corresponding continuous probability distribution
functions are constructed for epistemic uncertainties. Two mathematical examples and one engineering
example are illustrated in Section 5. The study’s conclusions and recommendations for future research
are presented in Section 6.

2. Multiple Types of Non-Probabilistic Representation Approaches for Epistemic Uncertainties

2.1. Interval Approach

Two interval representation approaches for epistemic uncertainty are considered: (1) Single interval,
and (2) multiple intervals. In some situations, the sampling information of epistemic uncertainty
cannot be obtained, and only possible boundaries of epistemic uncertainty are acquired through
theoretical calculation or physical analysis, the single interval is used to represent epistemic uncertainty.
In other situations, the uncertain information can be determined using experiments or measurements,
but the observation data are intervals because of limitations of the measuring equipment. Therefore,
multiple interval information is available for the representation of epistemic uncertainty.

In the single interval approach, the epistemic uncertainty x is represented using an interval vector:

x ∈ [x, x], x = xc
− ∆x, x = xc + ∆x, (1)

where x, x, xc, and ∆x are the lower bound, upper bound, midpoint, and radius of epistemic
uncertainty, respectively.

For an engineering problem whose uncertain input variables x are represented using the single
interval method, the system response function y = f (x) is also an interval variable. The uncertainty of
y can be calculated using a series of available methods, such as the perturbation analysis method and
reliability index method.
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In the multiple interval approach, the epistemic uncertainty x is represented using m intervals
[ai, bi], i = 1, · · · , m, where ai and bi are the lower and upper bounds of the i-th subinterval, respectively.
These subintervals can be overlapping or non-overlapping intervals. These multiple intervals include
partial uncertainty information of x. In actual engineering problems, many uncertain variables x
represented using the multiple interval approach should be included, and then the uncertainty of the
response function y = f (x) can be analyzed.

2.2. Triangular Fuzzy Approach

Fuzzy set theory was introduced by Zadeh [47] and has been widely applied to various fields,
such as uncertainty analysis, information fusion, decision-making, and clustering. A fuzzy set Ψ
is defined as a pair Ψ = (x,µ(x)), where x ∈ Ω is an element in the domain Ω, and µ(x) is the
membership function that can be defined as µ(x) ∈ [0, 1]. The α level of the fuzzy set Ψ is defined as
Ψα =

{
x ∈ Ω

∣∣∣µ(x) = α
}
, and the α-cut of the fuzzy set is defined as Λα

A =
{
x ∈ Ω

∣∣∣µ(x) ≥ α,α ∈ [0, 1]
}
.

For each α-cut level, the uncertain interval of x is obtained as
[
xL
α, xU

α

]
. xL

α and xU
α are the lower and

upper bound of x, which are calculated based on the value of α and the membership function of µ(x).
The shape of µ(x) may be arbitrary, and many different calculation methods for the fuzzy set have

been proposed, such as the L-fuzzy set, triangular fuzzy number, and fuzzy rough sets. The triangular
fuzzy number is the most common representation model of the fuzzy set. The membership function
µ(x) is defined in Equation (2), where b is the most likely value, and a and c are the lower and upper
bound of x, respectively. For convenience, the triangular fuzzy number can be denoted by [a, b, c].
The lower bound xL

α and upper bound xU
α by α cut of the membership function are shown in Figure 1:

µ(x) =


0 x < a

x−a
b−a a ≤ x ≤ b
c−x
c−b b ≤ x ≤ c

0 x > c

. (2)
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2.3. Evidence Theory

Evidence theory, which is also called the Dempster–Shafer theory, defines a framework of
discernment for epistemic uncertainty x, which consists of all possible elementary propositions.
The power set of all possible propositions Ω for x is composed of mx subintervals Θi(i = 1, · · · , mx).
For every subinterval Θi ∈ Ω, the basic probability assignment (BPA) m(Θi) satisfies the three axioms
given in Equations (3)–(5):

m(Θi) ≥ 0,∀Θi ⊆ Ω, (3)

m(∅) ≥ 0, (4)
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mx∑
i=1

m(Θi) = 1. (5)

For the response function y = f (x), where x is multiple epistemic uncertainties represented using
evidence theory, and the failure probability of y is characterized using belief and plausibility measures.
The belief measure Bel(Y) of the failure event ` ∈ Y is the sum of the BPA of subsets of evidence theory
variables x entirely within the failure region Y =

{
f (x) ≤ ψ

}
, and the plausibility measure Pl(Y) of

the failure event ` ∈ Y is calculated by adding the BPAs of the subsets of evidence theory variables x,
which are in the failure region and intersect with the failure region:

Bel(Y) =
∑
ψ⊆Y

m(ψ), (6)

Pl(Y) =
∑

ψ∩Y,∅
m(ψ). (7)

The uncertainty of the response function y is represented using interval [Bel(Y), Pl(Y)].

3. Unified Calculation of Four Statistical Moments of Epistemic Uncertainties

3.1. Four Statistical Moments

By using similar methods for discrete random variables with determinate PDF, the first-order
moment (mean) M1, second-order moment (variance) M2, third-order moment (skewness) M3,
and the fourth-order moment (kurtosis) M4 of epistemic uncertainty x can be calculated through
Equations (8)–(11):

M1 = E(x), (8)

M2 = E
(
x2

)
− (E(x))2, (9)

M3 = E
(
x3

)
− 3E

(
x2

)
E(x) + 2(E(x))3, (10)

M4 = E
(
x4

)
− 4E

(
x3

)
E(x) + 6E

(
x2

)
(E(x))2

− 3(E(x))4, (11)

where E(x) =
ns∑

i=1
x̃ip(x̃i), E

(
x2

)
=

ns∑
i=1

x̃2
i p(x̃i), E

(
x3

)
=

ns∑
i=1

x̃3
i p(x̃i), E

(
x4

)
=

ns∑
i=1

x̃4
i p(x̃i), x̃i, and p(x̃i) are

the random sampling points and corresponding probability density values, and ns is the number of
sampling points.

For epistemic uncertainty x, it is impossible to obtain an accurate PDF of x, as the values of E
(
xl
)

change with the sampling points and their probability density values. Therefore, the calculated four
statistical moments M1 ∼ M4 are variational and are expressed as intervals

[
ML

l , MU
l

]
, l = 1, 2, 3, 4.

The bounds of M1 ∼M4 are estimated using the optimization methods presented in [48]:

ML
l /MU

l = min/max
p(x̃i)

Ml, (12)

where ns sampling points x̃i(i = 1, · · · , ns) are determinate, and are uniformly distributed in the
uncertain design space of epistemic uncertainty. The probability density values of these sampling
points p(x̃i) are optimization variables that are constrained by the specific uncertainty types of
epistemic uncertainty. For example, if the epistemic uncertainty x is represented using a single interval,
the probability density values p(x̃i) are random values in [0, 1], and the total probability density
values of ns sampling points x̃i(i = 1, · · · , ns) are equal to 1. The optimization formulations presented
in Equation (12) are solved using the MATLAB function fmincon, which is implemented using the
sequential quadratic programming algorithm with random initial points. The optimization algorithm
is repeatedly implemented several times to reduce the random error due to the initial points. If the
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epistemic uncertainty is represented using the interval approach, regardless of whether the available
uncertainty information is a single interval or multiple intervals, the four statistical moments are
calculated using the method of Zaman [35] based on the theory presented in Equations (8)–(12)

3.2. Moments Calculation for Triangular Fuzzy Variable

If the epistemic uncertainty x is represented using the triangular fuzzy approach, the lower bound,
likely value, and upper bound are a, b, and c, respectively. The l-order moments under the α level are
calculated using Equation (13) [49]:

E
(
xl
)
= (1− α)

bl+1
− al+1

(l + 1)(b− a)
+ α

bl+1
− cl+1

(l + 1)(b− c)
, l = 1, · · · , 4. (13)

After determining the 1~4 order moments of the triangular fuzzy variable using Equation (13),
the four statistical moments M1 ∼M4 for triangular fuzzy variable are calculated using Equations (8)–(11).
Then, the lower and upper bounds of M1 ∼M4 for a triangular fuzzy variable are determined using
Equation (12). The four moments for the triangular fuzzy variable A = [1, 1.3, 2] are shown in Figure 2.
Results indicate that the first-order moment M1 is a linear function of α, while the second-order
moment M2, third-order moment M3, and fourth-order moment M4 are nonlinear functions of α.
The maximum values of M1 ∼M4 are determined at different α values. Using the optimization method
in Equation (12), the uncertainty intervals of M1 ∼ M4 are [1.15, 1.65], [0.008, 0.088], [−0.005, 0.021],
and [0, 0.015], respectively.
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3.3. Moments Calculation for Evidence Theory Variable

The epistemic uncertainty, represented using evidence theory, can be regarded as a summation of
multiple uncertain single intervals whose weight ratios are their corresponding BPAs. The lth-order
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origin mean E
(
xl
)
, l = 1, 2, 3, 4 of epistemic uncertainty x is a function of BPAs and the mean of

every subinterval.
If the epistemic uncertainty x is represented using two subintervals x1 =

[
x1, x1

]
and x2 =

[
x2, x2

]
with corresponding BPAs w1 and w2, respectively, E

(
xl
)

is calculated using Equations (14)–(17):

E(x) = w1E(x1) + w2E(x2), (14)

E
(
x2

)
= w2

1E
(
x2

1

)
+ 2w1w2E(x1)E(x2) + w2

2E
(
x2

2

)
, (15)

E
(
x3

)
= w3

1E
(
x3

1

)
+ 3w2

1w2E
(
x2

1

)
E(x2) + 3w1w2

2E(x1)E
(
x2

2

)
+ w3

2E
(
x3

2

)
, (16)

E
(
x4

)
= w4

1E
(
x4

1

)
+ 4w3

1w2E
(
x3

1

)
E(x2) + 6w2

1w2
2E

(
x2

1

)
E
(
x2

2

)
+4w1w3

2E(x1)E
(
x3

2

)
+ w4

2E
(
x4

2

) (17)

where w1 + w2 = 1, E
(
xl

1

)
and E

(
xl

2

)
are the l-order means of subintervals x1 and x2, respectively.

It is impossible to acquire an accurate PDF in every subinterval. E
(
xl

1

)
and E

(
xl

2

)
are calculated to

be intervals. Therefore, the four statistical moments M1 ∼ M4 are also intervals, and the lower and
upper bounds of M1 ∼M4 are calculated using the optimization method presented in Equation (12).
An evidence theory variable is shown as an example, which is composed of three subintervals [10, 13],
[13, 17], and [17, 20], with BPAs of 0.2, 0.7, and 0.1, respectively. The histograms of M1 ∼M4 are shown
in Figure 3. Using the optimization method presented in Equation (12), the uncertain intervals of
M1 ∼M4 are shown to be [13.87, 15.48], [3.51, 6.66], [−10.01, 9.46], and [34.25, 103.51], respectively.
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4. Fitting Cubic Normal Distribution of Epistemic Uncertainties

After determining the uncertain intervals of four statistical moments of epistemic uncertainties
represented using the interval approach, triangular fuzzy approach, or evidence theory, the cubic normal
distribution functions are fitted to probabilistically describe these epistemic uncertainties simultaneously.

4.1. Cubic Normal Distribution

After determining the first four statistical moments M1 ∼ M4 of epistemic uncertainties x,
the standardized variable xs of x is transferred to a cubic function of a random variable u using Equation (18):

x− µx

σx
= xs = Su(u) = a4u3 + a3u2 + a2u + a1, (18)

where µx = M1 and σx =
√

M2 are the mean and standard deviation of x, respectively. a1 ∼ a4 are the
functions of four statistical moments M1 ∼M4; the calculation details can be found in [39].

After determining coefficients a1 ∼ a4, the complete monotonic expression of u is decomposed

into six types according to the values of q =
3a2a4−a2

3
3a2

4
, a4, and M3, which are summarized in Table 1.

The six types include unbounded distributions (Types I and VI), unilaterally bounded distributions
(Types II, III, and V), and a bilaterally bounded distribution (Type IV). The definitions of parameters A,
B, Θ, r, θ, J∗1, and J∗2 are illustrated in [39,40].

Table 1. Complete monotonic expression of u.

Parameters u Range of x Type

q ≥ 0 3√A +
3√B−Θ/3 (−∞,+∞) IV

q < 0

a4 > 0
M3 ≥ 0 2r cos(θ/3) −Θ/3 J∗1 < x < J∗2 II

3√A +
3√B−Θ/3 x ≥ J∗2

M3 < 0
3√A +

3√B−Θ/3 x ≤ J∗1 III
−2r cos[(θ−π)/3] −Θ/3 J∗1 < x < J∗2

a4 < 0 −2r cos[(θ+ π)/3] −Θ/3 J∗2 ≤ x ≤ J∗1 I

a4 = 0 M3 , 0 −a2+
√

a2
2+4a3(a3+xs)

2a3

a2
2 + 4a3(a3 + xs) ≥ 0 V

M3 = 0 xs (−∞,+∞) VI

The PDF p(x) of epistemic uncertainty x is calculated based on the PDF φ(u) of u using Equation (19):

p(x) =
φ(u)

σx(3a4u2 + 2a3u + a2)
. (19)

When the four statistical moments of epistemic uncertainty x are determined, the transformational
continuous PDF can be calculated using the above methods. The calculated PDF and cumulative
density function (CDF) of the standardized variable xs (mean M1 = 0 and variance M2 = 1) with
different levels of skewness M3 and kurtosis M4 are shown in Figure 4.
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4.2. Fit Continuous Probability Density Function

Several approaches of constructing continuous Johnson distribution functions have been proposed
to fit interval variables according to four statistical moments or percentiles. However, additional
parameters γ and δ must be optimized in the construction of every Johnson distribution under every
sampling point of four statistical moments, which increases the calculation complexity. Therefore,
a new probabilistic approach for simultaneous representation of interval variables, triangular fuzzy
variables, and evidence theory variables is developed using cubic normal distributions, which do not
require the calculation of additional parameters. The detailed procedure is shown as follows.

Step 1: The uncertain design interval of epistemic uncertainty x is determined according to its
non-probabilistic characterization method.

(1) x is represented using the interval approach. If the available information is single interval
[x, x], the uncertain design interval

[
xlower, xupper

]
of x is also a single interval [x, x]. While the

available information is presented in multiple intervals [ai, bi], i = 1, · · · , m, the lower bound
xlower = min{a1, · · · , am} is the minimum value of multiple lower bounds of the available intervals,
and the upper bound xupper = max{b1, · · · , bm} is the maximum value of multiple upper bounds of the
available intervals.

(2) x is represented using the triangular fuzzy approach. The lower bound xL
α=0 and upper bound

xU
α=0 at α = 0 construct the uncertain design interval of x.

(3) x is represented using evidence theory. The lower bound xlower is the minimum value of the
lower bounds of multiple subintervals, and the upper bound xupper is the maximum value of the upper
bounds of multiple subintervals.

Step 2: The sampling points of epistemic uncertainty x are available randomly in its uncertain
design interval

[
xlower, xupper

]
according to its uncertainty type.

(1) x is represented by using the interval approach. If x is represented with a single interval,
random sampling points are available in the single interval. While x is represented with multiple
intervals [ai, bi](i = 1, · · · , m), the same numbers of sampling points are obtained using the uniform
sampling method in every subinterval [ai, bi].

(2) x is represented by using the triangular fuzzy approach. For the given α value, the uncertain
design interval is decomposed into two subintervals

[
xL
α, b

]
and

[
b, xU

α

]
, and the same number of

sampling points are collected randomly in the two uncertainty subintervals.
(3) x is represented by using evidence theory. The same number of sampling points is obtained

in every subinterval, and then the total probability of every subinterval is set to be its basic
probability assignment.

Step 3: The four statistical moments M1 ∼ M4 are calculated based on the sampling points in
Step 2 using the methods in Section 3 for all types of epistemic uncertainties.



Appl. Sci. 2020, 10, 4698 10 of 18

Step 4: The continuous cubic normal distribution variable u is calculated using the transformation
method presented in Section 4.1. For every sampling value of M1 ∼ M4, the standardized variable
xs for x is calculated to be xs = (x−M1)/

√
M2; the values of p, a4, and M3 are calculated; and then

the uncertainty type of u is chosen from type I to VI. The PDF of u is calculated, and the PDF of x is
calculated using Equation (19).

Step 5: Steps 2–4 are repeated to construct a series of the cubic normal distribution function under
different values of M1 ∼M4, and then a series of PDF and the corresponding CDF of x are gained.

Step 6: The uncertain design interval of x is uniformly decomposed into 101 points
xτ = xlower + 0.01 ∗ (τ− 1) ∗

(
xupper − xlower

)
, τ = 1, · · · , 101, and the lower bound and upper bound of

CDF values at these sampling points are calculated based on the CDF results in Step 5.
Step 7: The upper bound (Pl measure) of the continuous PDF of epistemic uncertainty x is the

curve of the upper bound at different points xτ, and the lower bound (Bel measure) of the continuous
PDF of epistemic uncertainty x is the curve of the lower bound at different points xτ.

Step 8: The continuous PDF of epistemic uncertainty x is applied to the uncertainty propagation
and reliability-based optimization design of engineering products.

5. Numerical and Engineering Examples

Two numerical examples and one engineering example are demonstrated to explain the
effectiveness of the proposed probabilistic representation approaches for multiple types of epistemic
uncertainties. The three examples were calculated using Matlab® R2017b on a computer with Inter
i5-7400 CPU and 8GB RAM. Numerical example 1 illustrates that the proposed methodology can
deal with multiple different types of epistemic uncertainties. In numerical example 2, the proposed
methodology is applied to uncertainty propagation analysis for multiple types of epistemic uncertainties,
and the probabilistic uncertainty result is similar to the results of the Monte Carlo simulation (MCS)
method, while the computational efficiency is improved. In the engineering example, the proposed
method can determinate accurate uncertainty bounds of the total heat transfer rate with high
computational efficiency.

5.1. Numerical Example 1

Five different conditions of the epistemic uncertainty variable x ∈ [10, 20] were analyzed as follows:
Case 1: x is represented using a single interval [10, 20];
Case 2: x is represented using multiple intervals [10, 13], [14, 16], and [19, 20];
Case 3: x is represented using a triangular fuzzy number [10, 13, 20];
Case 4: x is represented using evidence theory, the non-overlapping subintervals are [10, 14],

[14, 17], and [17, 20], and the corresponding BPAs are 0.3, 0.5, and 0.2, respectively; and
Case 5: x is represented using evidence theory, the overlapping subintervals are [10, 15], [13, 18],

and [17,20], and the corresponding BPAs are 0.3, 0.5, and 0.2, respectively.
The uncertain design intervals

[
xlower, xupper

]
of epistemic uncertainty are the same [10, 20] in Case

1–Case 5 according to the algorithm presented in Section 4.2. The bounds of four statistical moments
M1 ∼ M4 of x in Case 1–Case 5 were calculated according to the methods presented in Section 3,
and the results are listed in Table 2. The converge procedure used to calculate the bounds of M2 in
Case 2 is shown in Figure 5. A series of sampling points of M1 ∼M4 were randomly selected and the
corresponding cubic normal distribution functions were constructed. In total, 101 sampling points
xτ = 10 + 0.1(τ− 1)(τ = 1, · · · , 101) were selected by dividing the uncertain design interval [10, 20]
uniformly. The CDFs at these sampling points xτ with different M1 ∼ M4 values in Case 1–Case 5
were calculated and are shown in Figure 6. The maximum and minimum CDF values at xτ were
calculated by comparing the CDF under every xτ, and the probabilistic representation functions of x in
Case 1–Case 5 are shown in Figure 7. Results indicate that the epistemic uncertainty with different
representation functions can be probabilistically represented using the proposed algorithm. Compared
with the methodology presented in [35], the proposed algorithm extends the application of the cubic
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normal transformation method from interval variables to multiple types of epistemic uncertainties.
The uncertain interval can be decreased by obtaining more uncertainty information. Only a single
interval was available in Case 1, and the uncertainty interval at every value of x was large, while the
evidence theory and BPAs of three subintervals were available in Case 4 and Case 5, and the uncertainty
interval was smaller than that in Case 1.
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Table 2. Four statistical moments of epistemic uncertainties in example 1.

l-th Order Case 1 Case 2 Case 3 Case 4 Case 5

l = 1 [10, 20] [14.33, 16.33] [11.50, 16.50] [14.51, 15.59] [14.35, 15.98]
l = 2 [0, 25] [6.48, 16.53] [0.75, 8.78] [4.03, 9.04] [3.83, 9.25]
l = 3 [−96.70, 96.10] [−18.22, 19.28] [−4.82, 21.19] [−11.94, 6.88] [−17.75, 10.22]
l = 4 [0, 835.87] [63.06, 409.98] [1.01, 156.05] [43.29, 161.35] [33.60, 158.52]

5.2. Numerical Example 2

The mathematical example presented in Equation (20) was used to demonstrate the effectiveness
of the proposed algorithm in the uncertainty propagation analysis problem:

y = x1 + x2 + x3, (20)

where x1 ∈ [2, 5] is a single interval variable, x2 is a triangular fuzzy variable that is represented within
[6, 10, 11], and x3 is represented using evidence theory, where the subintervals are [10, 15], [13, 18], and
[17, 20], and the corresponding BPAs are 0.3, 0.5, and 0.2, respectively.

The bounds of four statistical moments M1 ∼ M4 for x1 ∼ x3 were calculated and are listed in
Table 3. The probabilistic CDF bounds of x1 ∼ x3 were calculated using the proposed algorithm in
Section 4.2, and the results are shown in Figure 8.

The performance function y in Equation (20) monotonically increases according to the increases
of x1, x2, and x3, respectively. Therefore, the upper bound of the CDF of y was calculated directly
using the probabilistic uncertainty propagation analysis method with the upper bound of the CDFs of
x1, x2, and x3. The lower bound of the CDF of y was calculated using the probabilistic uncertainty
propagation analysis method with the lower bounds of the CDFs of x1, x2, and x3. The response CDF
bounds of y calculated using the proposed unified probabilistic representation approach are shown by
dashed lines in Figure 9.

Table 3. Four statistical moments of epistemic uncertainties in example 2.

l-th Order x1 x2 x3

l = 1 [2, 5] [10.50, 12.50] [14.35, 15.98]
l = 2 [0, 2.25] [2.08, 6.75] [3.83, 9.25]
l = 3 [−2.60, 2.60] [−7.14, 0] [−17.75, 10.22]
l = 4 [0, 6.76] [7.81, 82.01] [33.60, 158.52]
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To verify the effectiveness of the proposed algorithm, the MCS method was also used to solve
the uncertainty propagation problem. The results are shown by a series of solid lines in Figure 9.
It can be observed that the CDF bounds calculated using the proposed algorithm cover the CDFs
calculated with the MCS methods, which demonstrates the effectiveness of the proposed algorithm.
The evaluation number of the calculating performance function y using the MCS method was 105,
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while the evaluation number of the proposed algorithm was 202, which shows an improvement in
the calculation effectiveness. The time taken to evaluate the calculation of the uncertainty of the
performance function using the proposed algorithm and MCS method was 4.75 and 14.67 s, respectively,
and the computational efficiency was improved by 67.6%.

5.3. Engineering Application: Heat Exchanger

A 24-stream plate-fin heat exchanger was employed to demonstrate the effectiveness of the
proposed algorithm in engineering products. The plate-fin heat exchangers have a relatively high heat
transfer surface area to volume ratio and have been widely applied in various fields, including air
separation equipment, the aerospace industry, and the automobile industry.

The 24-stream heat exchanger was composed of 6 streams of A, B, C, and I, respectively.
The deterministic parameters of these streams are listed in Table 4, which are the same as those
presented in [50,51]. The total heat transfer rate Q is the key index used to evaluate the thermal
performance of the heat exchanger, which can be calculated using the integral-mean temperature
method (IMTD) method under determinate conditions. However, there are some uncertainties that
have deteriorative influences on Q. The fin height of stream A fh,A was assumed to be a single interval
variable [0.017 m, 0.021 m]. The inlet mass flow rate of stream A

.
mA was a triangular fuzzy number,

and the lower bound, upper bound, and most likely value of
.

mA were 0.701, 0.720, and 0.716 kg/s,
respectively. The fin space of stream A f f ,A was represented using evidence theory. There were three
subintervals [116 m−1, 118 m−1], [117 m−1, 119 m−1], and [119 m−1, 120 m−1], whose BPAs were 0.3,
0.6, and 0.1, respectively. Other parameters were deterministic parameters and are listed in Table 4,
which contains the flow direction j, inlet temperature T, heat transfer coefficient h, and specific heat at
constant pressure Cp.

Table 4. Determinate variables of the heat exchanger.

Stream Direction
of Entry

T
K

h
Kw/m2K

Cp
kJ/kg K

.
m

kg/s
ft
m

ff
m−1

fh
m

A −1 180 0.163 1.043 118.50
B −1 170 0.094 0.915 0.191 0.254 × 10−3 244.10 0.010
C 1 300 0.116 1.006 0.455 0.813 × 10−3 78.74 0.019
I 1 320 0.116 1.076 0.305 0.813 × 10−3 78.74 0.019

The failure model G is defined in Equation (21):

G = Q
(

fh,A,
.

mA, ft,A
)
≥ Qmin. (21)

The total heat transfer rate Q with determinate parameters was calculated using the IMTD method
in our previous article [50], where Qmin was the allowable minimum heat transfer rate. The uncertain
variables fh,A,

.
mA, and f f ,A were probabilistically represented using the proposed algorithm. The belief

and plausibility measures of Q under different Qmin values were calculated using the proposed
method and MCS method, respectively, as shown in Figure 10. The bounds calculated using the
proposed algorithm are shown by dash lines, while the results of MCS are shown using a series
of solid lines. It can be observed that the uncertainty analysis results of the MCS method were
enveloped by the proposed algorithm. However, a large number of thermal calculations for the heat
exchanger are needed for the MCS method, while only a small functional evaluation is required in
the proposed algorithm. The computational time for the proposed methodology and MCS method
was 95.3 and 667.2 s, respectively, so the computational efficiency was improved by 85.7%. If the
total heat transfer rate Q is calculated using finite element analysis method or long-term experimental
test, the evaluation time of calculating Q will be increased compared with the IMTD thermal model,
and the computational effectiveness can be further improved by decreasing the evaluation number of
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the calculations of the performance function in the uncertainty analysis. The proposed method can
transform multiple epistemic uncertainties into probabilistic uncertain variables with less computational
burden. Some probabilistic reliability methodologies can be used to deal with epistemic uncertainties,
and the computational complexity and computational efficiency can be improved compared with
non-probabilistic methodologies.
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6. Conclusions and Future Works

This paper extended the application of the cubic normal transformation method from interval
variables to multiple types of epistemic uncertainties and developed a unified probabilistic
representation framework for uncertainty propagation analysis of multiple types of epistemic
uncertainties. A unified probabilistic representation approach was proposed. The uncertain intervals
of four statistical moments were calculated for epistemic uncertainties represented by using the
interval approach, triangular fuzzy approach, and evidence theory. A construction algorithm of
continuous cubic normal distribution function sets was developed based on the uncertain intervals
of four statistical moments, and these epistemic uncertainties were represented using continuous
probabilistic belief and plausibility measure functions. Compared with the traditional MCS method,
the proposed methodology can acquire accurate uncertainty bounds of performance functions with
higher computational efficiency. Especially, the computational efficiency in the uncertainty analysis of
the total heat transfer rate of the 24-stream plate-fin heat exchanger was improved by 85.7%.

Although some improvements were made for the uncertainty propagation analysis of multiple
types of epistemic uncertainty, the proposed algorithms have some limitations, which can be further
researched in the future:

(1). The uncertainty representation results could be integrated into probabilistic reliability
optimization methodologies. The lower and upper bounds of the probability density function of the
performance function could be applied into first-order or second-order reliability methods. Reliability
optimization algorithms could be developed to solve the reliability problem considering multiple types
of epistemic uncertainties.

(2). The proposed uncertainty representation method could be integrated with an adaptive
approximation method to solve the reliability problem of complex engineering products. Though the
proposed algorithm can decrease the evaluation number required to calculate the performance function
in the uncertainty propagation analysis, the performance function needs to be calculated several
times in the reliability optimization process. Therefore, determining how to construct an adaptive
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approximation model for probabilistic reliability optimization under multiple types of epistemic
uncertainties is an issue worth researching in the future.

(3). The probabilistic uncertainty representation framework can be extended to integrate more
epistemic uncertainty types, such as p-box, convex model, insufficient data, and variables with
uncertainty distribution parameters.
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