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Abstract: In this paper, we propose a new network model using variational learning to improve the
learning stability of generative adversarial networks (GAN). The proposed method can be easily
applied to improve the learning stability of GAN-based models that were developed for various
purposes, given that the variational autoencoder (VAE) is used as a secondary network while the
basic GAN structure is maintained. When the gradient of the generator vanishes in the learning
process of GAN, the proposed method receives gradient information from the decoder of the VAE
that maintains gradient stably, so that the learning processes of the generator and discriminator are
not halted. The experimental results of the MNIST and the CelebA datasets verify that the proposed
method improves the learning stability of the networks by overcoming the vanishing gradient
problem of the generator, and maintains the excellent data quality of the conventional GAN-based
generative models.

Keywords: deep generative model; generative adversarial networks; variational learning; learning
stability; variational autoencoder

1. Introduction

The generative adversarial network (GAN) [1] is a deep generative model that is composed
of artificial neural networks. Numerous studies have recently been undertaken on GAN in various
fields based on the use of generative models, such as super resolution [2], image translation [3],
medical image analysis [4], and three-dimensional (3D) modelling [5]. GAN has a structure that
comprises two competing models—referred to as the discriminator and generator—that learn from
each other. When it was first introduced, it gained considerable attention by researchers because it
produced results with considerably higher quality (more realistic, higher resolution) as compared to
many conventional generative models. However, given that the learning of networks could become
unstable, owing to the competitive learning structure used in GAN, it was necessary to either a)
apply techniques, such as the deep convolutional generative adversarial network (DCGAN) [6], or b)
undergo a tedious hyperparameter tuning process [7] to achieve the learning of GAN. The widespread
use of GAN is restricted by these issues, and research on various methods to resolve them is ongoing.

The most common cause of the unstable learning of GAN is the so-called ‘vanishing gradient’ [8],
whereby th gradient vanishes during the learning process of the generator for generating new samples
that can deceive the discriminator. This occurs when the discriminator reaches the local optimum [9].
The learning of early GAN models was performed based on the minimization of the Jensen Shannon
divergence (JSD) between the distribution of real data and the distribution the generator. Herein,
the JSD does not converge when the intersection set of the support of the two compared distributions
is the null set. This leads to a learning failure for GAN. Research studies that were conducted on
the least-squares generative adversarial network (LSGAN) [10], Wasserstein generative adversarial
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network (WGAN) [11], Wasserstein generative adversarial network-gradient penalty (WGAN-GP) [9],
f -GAN [12], and on the deep regret analytic generative adversarial network (DRAGAN) [13], attempted
to improve the performance of GAN by solving the vanishing gradient problem by replacing the JSD
following the identification of a new divergence that could always converge. However, experiments on
extensive hyperparametric searches while using the same dataset and architecture [7] showed that the
algorithmic differences of these GAN did not significantly improve the original GAN. A study on an
energy-based generative adversarial network (EBGAN) [14] proposed a method that stabilized energy
based on reconstruction errors by designing the discriminator as an autoencoder structure. A boundary
equilibrium generative adversarial network (BEGAN) [15] was inspired by WGAN and EBGAN,
and it produced high-quality data. A representative feature-based generative adversarial network
(RFGAN) [16] improved the learning stability of GAN based on the use of a pretrained autoencoder to
provide the discriminator with representative features for training data. Salimans et al. [17] analyzed the
vanishing gradient of GAN more systematically and suggested a few methods to solve the ‘vanishing
gradient’ problem, yet the approach was not able to solve the problem that occurred in real problems.

Some other studies proposed a model that combined the variational autoencoder (VAE) [18],
another generative model with GAN, which resulted in the improvement of the learning stability
of networks. VAE shows low performance (e.g., blurry results for image data) in many cases in terms
of the quality of the generated data compared to GAN, yet ensures a stable convergence and yields
a better likelihood than GAN [19]. By applying these characteristics of VAE to GAN, the adversarial
autoencoder (AAE) [20] and adversarial variational Bayes (AVB) [21] models were combined based on
the use of the GAN discriminator instead of the Kullback–Leibler divergence (KLD) that was used as
regularizer in the objective function of VAE. In [22], a GAN model was introduced that combined the
reconstruction, GAN, and classification losses of the pretrained classifier. VAE–GAN [23] improved the
image quality of VAE based on the use of the discriminator to separate the perceptual information [24]
of the input and output instead of using the reconstruction loss between the input and output data in
the structure of VAE. Adversarially learned inference (ALI) [25] and bidirectional GAN (BIGAN) [26]
combined the autoencoder and GAN based on the use of an adversarial learning method, whereby
the encoder and decoder generated fake data and fake code, respectively, and the discriminator
identified whether data and code were one pair or not. Adversarial symmetric AS–VAE [27] learned
the symmetric VAE with the adversarial learning method of ALI. Hu et al. [28] found the mathematical
linkages and similarities between VAE and GAN, and showed that VAE can be expressed as the
GAN formula, which included the perfect discriminator (i.e., fully learned the ideal discriminator).
Furthermore, at the same time, they proved that various methods, such as the importance weighting
method that is used to improve VAE, could be applied to GAN. Rosca et al. [29] revealed the possibility
of combining variational inference with GAN, and proposed the α-GAN method that solves the mode
collapse of the generator by combining AAE and GAN. DeePSiM [30] proposed a loss function that
can generate clear data by combining the pixel-wise reconstruction loss of VAE, the perceptual loss
obtained from feature space, and the adversarial loss obtained by inserting the generated and real data
into the discriminator. CycleGAN [31] has a structure that translates data into each domain for paired
datasets that are based on the use of two GANs and reconstruction errors. In this study, its structure is
similar to that of α-GAN based on the assumption that one of the domains is a latent space domain.

In this paper, we propose a generative adversarial model using variational learning to improve
the learning stability of GAN. We conceived this idea based on the common properties of the GAN
generator and the VAE decoder that aided the identification of an approximate distribution of the
original data distribution. Based on the assumption that the prior distribution of VAE is equal to
the noise distribution of GAN, we built a combined model that was composed of the encoder,
generator, and discriminator. The proposed method obtained the latent code based on the use of
a reparameterization trick after inputting the given data into the VAE encoder along with the learning
of GAN, and generated new data by inputting this latent code in the GAN generator. Subsequently,
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it trained the GAN generator along with the VAE encoder based on the use of the input data,
and generated data and latent code with the loss of VAE.

Unlike the conventional methods that extracted better features or found a mathematical linkage
between two models that were based on the combination of GAN and VAE, the proposed method
focused on the solution of the vanishing gradient problem of GAN and used VAE as an auxiliary
model for GAN. Given that this structure does not change the model structure or the input/output
forms of the conventional GAN, it has the advantage that it can be naturally applied to problems
that to-this-date have utilized GAN. In addition, by solving the vanishing gradient problem of GAN
according to economic terms, we built simpler and more efficient networks based on the use of the
VAE structure instead of the AAE structure [29].

Finally, we conducted experiments in order to observe the occurrence of the vanishing gradient
for the MNIST dataset [32] that contained handwritten images, and the CelebA dataset [33] that
was made up of facial images of celebrities, which were extensively used in the GAN evaluation.
Based on quantitative evaluations, such as sample generation and latent space walk, and based on a
qualitative evaluation, such as the multiscale structural SIMilarity (MS-SSIM), we were able to verify
that the proposed method improved the learning stability by preventing the vanishing gradient, while,
at the same time, maintained the performance of the conventional GAN in terms of the quality of the
resulting images.

This paper is structured, as follows. Section 2 introduces GAN and VAE that are important latent
variable models that constitute the basis for the proposed method. Section 3 proposes a new combined
structure and its loss function, and a learning algorithm to solve the vanishing gradient of GAN based
on the use of VAE. Section 4 verifies the effectiveness of the proposed method through experiments
and compares it with the conventional models. Section 5 presents the conclusions that are drawn from
this study.

2. Preliminary Works

2.1. Generative Adversarial Networks

GAN consists of two types of artificial neural network models, that is, the discriminator and
the generator. The generator learns to be able to create fake data to the degree that the discriminator
can regard the generated data as real data, and the discriminator learns to be able to discriminate
between real data and fake data that are generated by the generator. In this way, the generator and
the discriminator achieve their objective by competing with each other based on opposing goals.
This competition structure can be expressed as a minimax game, as follows:

min
G

max
D

V(D, G) = Ex∼Pdata [log (Pψ(y|x))] + Ez∼P(z)[log (1− Pψ(y|Pθ(x|z)))]. (1)

Herein, G is the generator and D is the discriminator. The generator is a neural network model Pθ(x|z)
that generates fake data x f ake with a latent variable z as the input sampled from distribution P(z),
which was assumed as the prior. Additionally, θ is a parameter of the generator network.
The discriminator is a neural network model which serves as a classifier that discriminates between real
data xreal ∼ Pdata and fake data x f ake ∼ Pθ(x|z) generated from the generator, and it can be expressed as
Pψ(y|x). In this instance, ψ is a parameter of the discriminator’s network. Additionally, y is the output
of the discriminator and outputs zero if the discriminator regards the sample as fake data, or outputs
unity values if the discriminator regards the sample as real data. The minimax game of Equation (1) is
a loss for the discriminator and a loss for the generator and can be decomposed, as follows.

Ex∼Pdata [−log(Pψ(y|x))] + Ez∼P(z)[−log(1− Pψ(y|Pθ(x|z)))] (2)

Ez∼P(z)[log(1− Pψ(y|Pθ(x|z)))] (3)
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By using Equation (2), the discriminator Pψ(y|x) can update ψ to minimize the binary cross
entropy for data xreal ∼ Pdata and x f ake ∼ Pθ(x|z). By using Equation (3), the generator Pθ(x|z) can
update θ to increase the probability that the discriminator regards fake data x f ake ∼ Pθ(x|z) as real data,
that is, to generate fake data that are very similar to the actual data.

As the learning progresses, if Pθ(x|z) becomes equal to Pdata and reaches the optimum,
then the discriminator can no longer discriminate between real data and fake data that are generated
by the generator. At this point, the minimax game of Equation (1) reaches the Nash equilibrium and
learning is complete. If the discriminator is always optimum for the generator during the learning, that
is, if the discriminator can always perfectly discriminate between real and fake data, then the result of
the minimax game is equivalent to the minimization of the Jensen Shannon divergence (JSD) [34] of
Pdata and Pθ(x|z). Correspondingly, there is always a unique solution to this [1]. However, in the actual
learning of GAN, it is practically difficult to find the optimum discriminator for the generator at every
learning step. Therefore, learning should be done by alternating the generator and the discriminator.

2.2. Variational Autoencoder

The variational autoencoder (VAE) is a deep generative model that consists of two neural networks,
that is, an encoder and a decoder. The objective of VAE is to find a parameter θ that maximizes the
likelihood of the approximate distribution Pθ(x), which approximates the original data distribution
Pdata. To solve this problem, it is assumed that Pθ(x) is a latent variable model with a latent variable z.
Accordingly, it can be expressed as a joint distribution, as follows:

Pθ(x) =
∫

Pθ(x, z)dz =
∫

Pθ(x|z)P(z)dz. (4)

To allow for the application of the logarithm on both sides of Equation (4), an arbitrary distribution
Q(z) is introduced for z to make the calculation easier. Using log Pθ(x, z) = log Pθ(z|x) + log Pθ(x),
Equation (4) can be decomposed as follows.

log Pθ(x) =
∫

Q(z) log
{

Pθ(x, z)
Q(z)

}
dz−

∫
Q(z) log

{
Pθ(z|x)

Q(z)

}
dz (5)

The second term on the right side of Equation (5) can be expressed according to Equation (7)
while using the KLD, whereby KLD(Q(z)||Pθ(z|x)) [35] indicates how similar Pθ(z|x) and Q(z) are.

−
∫

Q(z) log
{

Pθ(z|x)
Q(z)

}
dz = KLD(Q(z)||Pθ(z|x)) (6)

The KLD is always ≥ 0, and it has a characteristic of being zero when Pθ(z|x) = Q(z). Therefore,
the first term on the right side of Equation (5) can be considered as the lower bound of log Pθ(x, z) and
can be expressed, as follows: ∫

Q(z) log
{

Pθ(x, z)
Q(z)

}
dz = L(Q(z), θ). (7)

Using Equations (6) and (7), Equation (5) can be rewritten as follows.

log Pθ(x) = L(Q(z), θ) + KLD(Q(z)||Pθ(z|x)) (8)

If Pθ(z|x) is tractable, Q(z) can be replaced by Pθ(z|x), the KLD becomes zero, then logPθ(x) is
equal to L(Q(z), θ). In this case, the solution of Equation (8) can be obtained while using the
expectation-maximization (EM) algorithm [36].

However, if Pθ(z|x) is intractable, then the solution cannot be obtained. In this case, Q(z) is
assumed to be the distribution that approximates Pθ(z|x). This is called variational inference.

It approximates Pθ(z|x), which is necessary for the calculation of L(Q(z), θ) based on the use
of the artificial neural network Qφ(z|x) with parameter φ as Q(z), and with periodic updating of φ.
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Given that Pθ(z|x) is intractable in variational inference, it is not possible to update φ while directly
minimizing KLD(Qφ(z|x)||Pθ(z|x)), yet the solution can be obtained by updating φ to maximize the
lower bound L(Qφ(z|x), θ) = L(φ, θ). Therefore, the loss function of VAE is as follows.

L(φ, θ) =
∫

Qφ(z|x) log
{

Pθ(x, z)
Qφ(z|x)

}
dz

=
∫

Qφ(z|x) log
{

P(z)
Qφ(z|x)

}
dz +

∫
Qφ(z|x) log {Pθ(x|z)}dz

= −KLD(Qφ(z|x)||P(z)) + EQφ(z|x)[log Pθ(x|z)] (9)

The second term on the right side of Equation (9) is a metric that shows how well the input x
is restored owing to the reconstruction loss in the autoencoder. The first term shows how similar
the distribution of the inference model Qφ(z|x) and the given prior P(z) are. Minimizing these two
terms at the same time is equivalent to minimizing − log Pθ(x). The VAE learnt in this way generates
new data by inputting z ∼ P(z) into the decoder. Experimentally, the method of multiplication of the
regularization term with the use of the appropriate weight β in VAE [37] is known to be helpful for the
learning of VAE. Thus, the loss function of VAE can be finally written, as follows.

− βKLD(Qφ(z|x)||P(z)) + EQφ(z|x)[log Pθ(x|z)] (10)

3. Improving the Learning Stability of Generative Adversarial Networks Using Variational Learning

3.1. Problem Statement

As indicated previously, it was proved that there was a unique solution of the minimax game
of Equation (1) if the optimal discriminator could always be obtained for the generator during the
learning of GAN [1]. However, in the learning process of GAN, if the discriminator approaches
the local optimum, the gradient of the generator can vanish without reaching a unique solution.
The generator deals with the challenging problem of generating high-dimensional data of excellent
quality that is difficult to be distinguished from real data. Conversely, given that the discriminator
deals with the relatively easy problems of discriminating between real and low-quality data generated
by the generator early in the learning process, the learning of the discriminator often converges much
faster than that of the generator. In this case, the discriminator can be close to the local optimum.
This results in a vanishing gradient that occurs in the generator. As the weights of the generator are
updated by the backpropagation algorithm during the learning of GAN, the generator generates fake
data that are closer to real data. Given that the generated fake data reduce the accuracy of the learning
of the discriminator up to that point, the learning of the discriminator continues. The discriminator
again provides a new learning standard for the generator, and the learning of GAN thus continues.
However, when the gradient of the generator vanishes owing to the reason described above, the quality
of the fake data generated by the generator no longer improve. Consequently, the learning of the
discriminator also halts and, in the end, the learning of GAN fails. Figure 1 shows an example of the
vanishing gradient of the generator during the learning process of GAN for the CelebA dataset [33].

We trained GAN using a pretrained discriminator to artificially create a situation where the
discriminator performed better than the generator, and observed that the gradient vanished from the
generator, as shown in Figure 1.

To solve the vanishing gradient problem, Goodfellow et al. [1] used Equation (11) in the learning
of the generator by slightly modifying the original objective function of Equation (3).

Ez∼P(z)[− log Pψ(y|Pθ(x|z))] (11)

However, Arjovsky et al. [38] indicated that the modification of the objective function contributed
to the generation of good-quality data and facilitated early learning, yet caused mode collapse and
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destabilized learning. Moreover, the vanishing gradient problem was still observed when these
alternative objective functions were applied to real problems [11].

Figure 1. Vanishing gradient phenomenon that artificially occurs when a generator is trained using a
well-trained discriminator of GAN. After about 50 iterations, the gradient of the generator vanishes.

3.2. Hybrid Generative Adversarial Networks for Solving Vanishing Gradient Problem

GAN and VAE are generative models that generate new data samples that are based on learning
networks. Each model is applied to different problems according to the difference in its characteristics,
and has been developed by reinforcing its advantages and by compensating for its disadvantages.
Both GAN and VAE are latent variable models, and they both use secondary networks to optimize
the models. Conversely, there are differences between the two models in the way learning is conducted,
the quality of the results, and the learning stability. Based on these common characteristics and
differences between the two models, and by enabling the two models to complement each other,
we designed the network, so that it can produce high-quality data and achieve stable learning.

Assuming that GAN and VAE have the same prior, the GAN generator and the VAE decoder have
the same structure and objective. Despite the differences in the forms of the VAE objective function of
Equation (10) and the GAN objective function of Equation (1), both approximated the distribution of
real data (Pdata) with the use of artificial neural networks. Both of the models generated new data x
from the already known (and easy to sample) latent variable zm, just like standard isotropic Gaussian
N(0, I) data after learning. Figure 2 shows the structure of GAN and VAE and the process of generating
new data using each model. Figure 2a,c, respectively, visualize the structures of GAN and VAE with
the use of a diagram. In the figures, the discriminator, generator, encoder, and decoder blocks denote
the corresponding deep neural network. The terms xdata and xgen, respectively, denote the real data
and the fake data generated by the generator, and z is a latent variable.

Additionally, pdata(x), p(x), and p(z) are probability distribution functions for the real data,
generated data, and latent variable, respectively. Figure 2 illustrates that both of the models have
a structure where the secondary network is added to the neural network which corresponds to the
generative model. Figure 2b,d visualize an inference model that generates data using the trained GAN
and VAE based on a diagram. Figure 2a,c illustrate that the process of generating data using the trained
model is the same for GAN and VAE.
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Figure 2. Architectures of GAN and VAE, and their inference parts. (a) architecture of GAN;
(b) inference part of GAN; (c) architecture of VAE; (d) inference part of VAE.

The trained VAE decoder plays the same role as the GAN generator. The objective function of
the VAE decoder converges much faster than that of the GAN generator, and generates data with the
characteristics of the original data from the initial learning stage. Furthermore, unlike GAN, in which
the generator and the discriminator interfere with each other’s objectives and learn competitively,
the VAE encoder and decoder learn cooperatively to satisfy the same objective function. Therefore,
unlike the GAN generator that varies considerably, depending on the state of the discriminator—that
is the secondary network of the generator—the VAE decoder continually maintains a stable gradient,
regardless of the current state of the encoder—that represents the secondary network of the decoder.
Based on these characteristics of GAN and VAE, we propose GAN while using variational learning
(VLGAN). By performing the learning of GAN and VAE simultaneously, the proposed method helped
the discriminator escape from the local optimum based on the use of the gradient maintained in the
VAE decoder, despite the fact that the vanishing gradient problem occurred in the learning of the
generator, owing to the occurrence of the local optimum in the GAN discriminator.

Figure 3 shows the structure of the proposed VLGAN. VLGAN is composed of three artificial
neural networks, that is, the generator, discriminator, and encoder, parameterized by θ,φ,ψ. To learn



Appl. Sci. 2020, 10, 4528 8 of 15

the proposed structure, we propose an algorithm that accomplishes the dual learning of the model,
which corresponds to the generator (decoder), based on the use of both the loss function of GAN
(Equation (1)) and the loss function of VAE (Equation (10)).

Discriminator

����

�����

Minimax

game

Encoder
Generator

(Decoder)

�����

����	�

�

���	

�������	

KLD

Reconstruction

Loss 

�

VAE GANs

Figure 3. The architecture of the proposed VLGAN.

First, it builds a mini-batch with M new data for VAE and GAN for each iteration. In the learning
of VAE, M data are input through the encoder Qφ(z|x), which yield z with the noise distribution P(ε)
based on the standard isotropic Gaussian N(0, I) and the reparameterization trick [18] (the dimension
of z is L). Subsequently, the restored data x pass through the decoder Pθ(x|z), which approximates the
expected value of Equation (9) by the Monte-Carlo estimation method [39].

LM(θ, φ, xM, ε) =
1
M

M

∑
i=1

(−βKLD(Qφ(z|x(i))||P(z)) +
1
L

L

∑
l=1

(logθ(x(i)|z(i,l))) (12)

Parameters θ and φ are updated by the SGD algorithm or the Adagrad algorithm or the ADAM
algorithm using Equation (12) as the loss function. In the learning of GAN, M fake data are generated
by the generator Pθ(x|z) from M data and M noise data sampled using a given prior P(z). After this,
the expected value of Equation (2) is approximated based on a Monte–Carlo estimation process using
the real data, xdata, and the generated fake data.

1
m

M

∑
i=1

(log Pψ(x(i)) + (1− Pψ(Pθ(x|z(i))))) (13)

The discriminator Pψ(x) is learnt by updating ψ to minimize Equation (13) (in this experiment,
the hyperparameter k was set to 1). Lastly, for the learning of the generator of GAN, M fake data are
generated by the generator Pθ(x|z) from the M noise data sampled while using the given prior P(z).
Accordingly, by using the discriminator Pψ(x) learned in the previous step, the expected value of
Equation (3) is approximated based on a Monte–Carlo estimation.
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1
m

m

∑
i=1

(1− Pψ(Pθ(x|z(i)))) (14)

The parameter θ is updated to minimize Equation (14). The algorithm of the proposed method (VLGAN)
is summarized in Algorithm 1.

Algorithm 1 The number of steps to apply to the discriminator, k, is a hyperparameter. We used k = 1,
the least expensive option, in our experiments. β is a hyperparameter. M is the batch size. θ,φ,ψ are
parameters for generator, encoder, and discriminator, respectively. label is 0 or 1.

1: Initiate θ,φ,ψ

2: for Number of training iteration do

3: xM ← Sample mini-batch of M examples from data distribution pdata(x)

4: ε← Sample noises from noise distribution p(ε).

5: θ, φ← Update parameters using gradient

6: 5θ,φ L̃M(θ, φ xM, ε)

7: with SGD or Adagrad or ADAM algorithm.

8: for k step do

9: zM ← Sample noise M examples from prior pθ(z)

10: xM ← Sample mini-batch of M examples from data distribution pdata(x)

11: ψ← Update parameters using gradient

12: 5ψ
1
M

M

∑
i=1

(log(1− pψ(label|x(i))) + log(pψ(label|pθ(x|z(i)))))

13: with SGD or Adagrad or ADAM algorithm.

14: end for

15: zM ← Sample noise M examples from prior pθ(z)

16: θ ← Update parameters using gradient

17: 5θ
1
M

M

∑
i=1

log(1− pψ(label|pθ(x|z(i))))

18: with SGD or Adagrad or ADAM algorithm.

19: end for

4. Experimental Results and Discussions

4.1. Dataset and Model Configuration

To evaluate the performance of the proposed method, we conducted experiments with the
MNIST [32] and the CelebA datasets [33] that are mainly used to compare the performances of models
in the field of computer vision. The MNIST dataset consists of 60,000 handwritten images using the
Arabic numerals from 0 to 9. The CelebA dataset contains facial images of celebrities and consists of
a total of 202,599 images. All the data samples of the studied datasets were normalized to have zero
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means and unit standard deviations based on the mean and standard deviation of the training set.
Facial images of the CelebA dataset were resized to 64 × 64 after the facial area was aligned based
on the eye coordinates, which were identified manually. All of the data samples included in each
dataset were subdivided based on the ratio of 4:1:1, and the data segments were used as the training,
validation, and test sets, respectively.

We designed the network for the experiments based on the structure of DCGAN [6] that is used
in many studies on the MNIST and CelebA datasets. The latent variable was set to have dimensions of
two and 64 in the cases of the MNIST and the CelebA datasets, respectively. The weights of each model
were initialized using the Xavier method [40]. The adaptive momentum optimizer (ADAM) [41] was
used to optimize the weight of the network in our experiments (other methods for weight initialization
and optimization can be also applied to the proposed method). The hyperparameter of ADAM, β,
was set to (0.5, 0.999). We used 0.0002 as the learning rate of the generator and encoder, and 0.002 as
the learning rate of the discriminator.

4.2. Improving Learning Stability Using the Proposed Method

The main reason for the vanishing gradient in the learning process of GAN is that the discriminator
is learnt so fast that the performance between the generator and the discriminator are not balanced.
Therefore, we first established a strong discriminator that was able to discriminate the fake data
generated by the generator based on the learning of the discriminator with 10 epochs to verify whether
the proposed method can solve the problem of the vanishing gradient. Subsequently, DCGAN and the
proposed VLGAN were learnt again afresh with the use this strong discriminator as the initial value.
Figure 4 shows the experimental results for the MNIST and the CelebA datasets. It is confirmed that
the gradient of the generator approaches zero (i.e., vanishes) within around 50 iterations, as shown in
Figure 4a,c. Conversely, in the case of learning, which was based on the use of VLGAN (Figure 4b,d),
the generator could continue to use the gradient received from the VAE decoder, even when the
gradient vanished in the loss of GAN owing to the strength of the discriminator. Consequently, the
learning of GAN continued and was unaffected by the vanishing gradient problem.

4.3. Quality of Data Generated by the Proposed Method

We evaluated the quality of the data generated based on the use of the proposed method and
compared the performance of the proposed method with that of the DCGAN [6], and α-GAN [29],
which attempted to improve the learning stability of GAN. Figure 5 shows newly generated image
data after learning with the use of images from the CelebA dataset and the MNIST dataset with each
of the referred methods. In Figure 5, it is shown that both the proposed and conventional methods,
which were based on GAN, generated good quality data, as confirmed by the naked eye.

We evaluated the quality of each method using the latent space walk (LSP) method [1]. The LSP
can be used to verify whether the deep generative model is overfitting the actual data. This can be
achieved by observing the aspect of the data generated by the latent variables, as the latent variable a
gradually changes toward the other latent variable b in the latent space. To address this issue, the model
first underwent learning with the use of the training data, and then recorded the latent variables that
produced two samples based on the sampling of two data units from the trained model denoted
as a and b. In the latent space, we observed the data that were generated by the generator using
variable values along a straight line between points a and b. Accordingly, if there was a semantically
natural change between the data generated by the generator with values that corresponded to a and b,
then the generator was not overfitting. Figure 6a,b show the LSP results using the proposed VLGAN
for the CelebA dataset and the MNIST dataset, respectively. Relative to the images at the top left (A),
top right (B), bottom left (C), and the bottom right (D) in Figure 6, the generated images show that the
semantic aspect of changes is well presented among the reference images as the latent variables change.
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Figure 4. Plots of the variations of the sum of absolute values of gradient when the ‘vanishing gradient’
phenomenon artificially occurs. (a) GAN for the MNIST dataset; (b) VLGAN for the MNIST dataset;
(c) GAN for the CelebA dataset; (d) VLGAN for the CelebA dataset.

We measured the multi-scale structural similarity (MS–SSIM) [42] for the generated images and
the training time taken by each method for single iteration to quantitatively evaluate the performance
of each method (Figure 7). The MS-SSIM is extensively used for evaluating image quality, and takes
values between 0 and 1. Given that the MS–SSIM measures the similarity between images belonging
to the same category, we conducted experiments only for the CelebA dataset that has the same
property for face. The MS–SSIM indicates that the similarity between the two images is higher as the
resulting value becomes closer to one. Figure 7 shows that the proposed method is slightly slower than
DCGAN in terms of speed, yet the MS–SSIM value was slightly higher than that of DCGAN in terms
of image quality. Conversely, in comparison with α-GAN, α-GAN yields slightly higher MS–SSIM
values compared to VLGAN, yet VLGAN is two times faster than α-GAN in terms of speed. This is
because α-GAN learns the generator again by using the restored data as the input of GAN using AAE.
Therefore, additional discriminator models and additional learning about them are required in the
execution process of AAE. The results of Figure 7 confirm that, when the simplicity of the model and
the trade-off between the training speed and image quality are considered, the proposed method
efficiently maintains the data quality achieved by GAN, while it simultaneously improves the learning
stability with a low-calculation cost.
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Figure 5. Data samples generated from the (a) CelebA dataset and (b) MNIST dataset with each model.
From left to right, DCGAN, α-GAN, VLGAN.

Figure 6. Latent space walk experiment on the generator learnt with VLGAN for (a) the celebA dataset
and (b) MNIST dataset.



Appl. Sci. 2020, 10, 4528 13 of 15

Figure 7. MS-SSIM and training time per iteration for the CelebA dataset.

5. Conclusions

The so-called ’vanishing gradient’ is one of the typical problems of GAN. In this paper,
we proposed a VLGAN that improved the learning stability, while it maintained the quality of the
data that were generated using variational learning. In the proposed method, VAE was utilized to
stably provide supplementary gradient to GAN. Therefore, even when the gradient of the generator
vanished owing to the learning imbalance between the discriminator and the generator, learning was
maintained in a stable form by receiving the gradient from the VAE decoder. The proposed method
used the VAE encoder model as the secondary model, while it maintained the basic structure of the
conventional GAN. Therefore, it can be easily applied to improve the learning stability of various
types of GAN-based models that have already been developed. The experimental results of the MNIST
and the CelebA datasets that were extensively used in prior research studies on computer vision
technology with deep learning verified that the proposed method overcame the vanishing gradient
problem and, at the same time, achieved excellent data generation performance of GAN. The proposed
method is expected to help solve the mode collapse problem that often occurs in the learning process
of GAN, given that the loss of VAE forces learning for all diverse situations. In the future, we will
conduct experiments and additional research on the mode collapse problem.
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