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Abstract: Model reference adaptive control (MRAC) schemes are known as an effective method to
deal with system uncertainties. High adaptive gains are usually needed in order to achieve fast
adaptation. However, this leads to high-frequency oscillation in the control signal and may even make
the system unstable. A robust adaptive control architecture was designed in this paper for nonlinear
aircraft dynamics facing the challenges of input uncertainty, matched uncertainty, and unmatched
uncertainty. By introducing a robust compensator to the MRAC framework, the high-frequency
components in the control response were eliminated. The proposed control method was applied to
the longitudinal-direction motion control of a nonlinear aircraft system. Flight simulation results
demonstrated that the proposed robust adaptive method was able to achieve fast adaptation without
high-frequency oscillations, and guaranteed transient performance.

Keywords: model reference adaptive control; fast adaptation; robust compensator; uncertain
nonlinear aircraft

1. Introduction

Uncertain nonlinear system control is a challenging topic in the field of control theory and application.
Fundamental control methods for nonlinear systems include the back-stepping approach [1], feedback
control [2], and sliding mode control [3]. Additionally, adaptive control has attracted much attention
due to its capacity to accommodate system uncertainties. Various adaptive strategies have been
developed for uncertain nonlinear systems, such as adaptive optimal control [4], immersion and
invariance (I & I) adaptive control [5], adaptive neural control [6], and adaptive sliding mode control [7].
Model reference adaptive control (MRAC) is an important area in aircraft system control research.

MRAC architecture was developed in the 1950s [8] for the design of aircraft autopilot to deal
with uncertainties during the flight period. This control scheme has been extensively investigated in
aerospace engineering [9–12], since the controller design does not rely excessively on accurate plant
models. In standard MRAC, high adaptive gains are generally employed to achieve fast adaptation in
the existence of system uncertainties. However, this leads to high-frequency oscillations in system
responses, which can be a potential threat to system stability.

Specifically, high-performance safety-critical aircraft require the designed controller to have the
ability to guarantee the transient performance of the system while achieving fast adaptation. In the
MRAC structure, the tracking error between a real uncertain plant and the selected reference model
plays a decisive role in the performance of the adaptive controller, in that the controller parameters
are adjusted online for the update law, which is designed on the basis of tracking errors. When large
uncertainties exist in the aircraft system, such as control surface failure, aerodynamic coefficient
changes, or unexpected external disturbances, high adaptive gains are applied to rapidly reduce system
tracking errors in order to achieve fast adaptation, which offsets the impact of uncertainties. High
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adaptive gains, however, may introduce high-frequency components into the control response, and a
closed-loop system with poor transient behavior in the early stage of adaptation will in turn suffer from
issues of actuator saturation [13], unmodeled dynamics [14], and even instability of the system [15].

In view of this defect of MRAC, great efforts have been made to deal with the problem. Multiple
models and switching strategies [16] were developed to improve the transient response of the adaptive
control by choosing a model that best approximates the plant for the controller. A combined/composite-
model-reference adaptive control system was reported [17–19], which used prediction errors to
formulate adaptive laws; flight test results confirmed a noticeable improvement in transient performance
with high adaptive gains. Cao et al. investigated the L1 adaptive control method [20,21], wherein the
high-frequency components in a control signal can be filtered out by a low-pass filter. A low-frequency
learning adaptive control scheme [22,23] was also proposed to improve transient performance while
achieving fast adaptation. An observer-based adaptive control scheme [24,25], in which an error
feedback item is introduced to the reference model, was verified to be a practical approach for improving
transient behavior. However, this resulted in changing the well-designed reference model, which
meant that the desired reference signal to be tracked had to be revised.

In this paper, a robust adaptive control for handling control effectiveness uncertainty, matched
plant uncertainty, and external disturbance uncertainty of an aircraft is presented. The main contribution
of this paper is the improved tracking performance of a model reference adaptive control system.
In order to restrain high-frequency oscillations of the control signal due to the fast adaptation, an error
feedback compensator was designed as a robust controller, with the intent to minimize the influence
of estimate parameter errors on system responses. Compared with existing approaches aiming
to improve the transient performance of MRAC, our method does not require modification of the
standard adaptive law or the selected reference model, which means that our approach is easier to
implement in engineering contexts. First, a standard MRAC architecture was designed with a baseline
controller. Second, a robust compensator was adopted in order to resist high-frequency oscillations
while achieving fast adaptation. The robust H∞ control theory was applied for the robust controller
design, and the robust feedback gain was calculated by solving linear matrix inequality.

The rest of the paper is organized as follows. In Section 2, the control problem is formulated.
Section 3 presents the design procedure of the proposed robust adaptive controller and analyses of the
stability of the closed-loop system. Section 4 displays the response of the uncertain nonlinear system
with the designed controller, using flight control simulations for an aircraft model. Section 5 concludes
the paper.

2. Problem Formulation

The nonlinear aircraft dynamics, containing input uncertainty, matched uncertainty, and unmatched
disturbance, is given by

.
xp(t) = Apxp(t) + Bp

(
Λu(t) + θT

p Θp
(
xp(t)

))
+ dp(t)

yp(t) = Cpxp(t)
(1)

where xp ∈ Rnp is the plant state, u ∈ Rm is the control input, and yp ∈ Rl is the measurement output
of the system. Ap ∈ Rnp×np , Bp ∈ Rnp×m, and Cp ∈ Rl×np are constant known matrices. In practical
flight applications [26], the state matrix Ap is generally obtained by wind-tunnel measurements. Cp

can be determined through the relationship between output and state. However, the input matrix Bp

may be inaccurate for the nominal system due to damage and failures, or due to changes in aircraft
dynamics. The actuator anomaly can be modeled as an unknown element Λ ∈ Rm×m, representing the
uncertain control effectiveness. Λ is nonsingular, which has upper bounds known a priori: σ = sup‖Λ‖.
θT

p Θp(x) ∈ Rm×np represents the matched uncertainty that enters the system through the columns of
Bp. θp ∈ Rs×m is the unknown constant weight matrix, and Θp(·) : Rnp → Rs is a vector of the basic
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functions that can be described as Θp
(
xp

)
=

[
φp1

(
xp

)
,φp2

(
xp

)
, . . . ,φps

(
xp

)]T
. dp ∈ Rnp represents the

unmatched bounded disturbance uncertainty in the flight period; i.e., sup
∀t

∣∣∣∣∣∣dp
∣∣∣∣∣∣≤ d0 .

Our goal was to design a control input u(t) that would make yp(t) track a reference command
r(t) with bounded errors in the presence of uncertainties Λ, θp, and dp. Furthermore, we assumed
that the pair

(
Ap Bp

)
was controllable, xp(t) was available for feedback, and u(t) was the class of

admissible controls consisting of measurable functions.

3. Controller Design

3.1. State Augmentation

Considering that the integral action was able to handle set-point tracking and disturbance rejection
issues, the output signal tracking error was defined as follows.

.
xe(t) = r(t) − yp(t) (2)

where r(t) ∈ Rl is a bounded piecewise continuous tracking command.
This integral error state was then appended to the plant model in Equation (1); therefore,

the augmented dynamics were delivered as
[ .

xp(t)
.
xe(t)

]
=

[
Ap 0
−Cp 0

][
xp(t)
xe(t)

]
+

[
Bp

0

](
Λu(t) + θT

p Θp
(
xp(t)

))
+

[
dp(t)
0

]
+

[
0
I

]
r(t)

yp(t) =
[

Cp 0
][ xp(t)

xe(t)

] (3)

Define x(t) =
[
xp(t), xe(t)

]T
and n = np + l, so x(t) ∈ Rn. Equation (3) can be rewritten as

.
x(t) = Ax(t) + B

(
Λu(t) + θTΘ(x(t))

)
+ d(t) + Brr(t)

y(t) = Cx(t)
(4)

where

A =

[
Ap 0
−Cp 0

]
, B =

[
Bp

0

]
, Br =

[
0
I

]
, C =

[
Cp 0

]
3.2. Reference Model

The reference model was selected as{ .
xm(t) = Amxm(t) + Brr(t)
ym(t) = Cxm(t)

(5)

where xm(t) ∈ Rn is the reference state vector and Am ∈ Rn×n is Hurwitz. Since r(t) is bounded, it
follows that xm(t) and ym(t) are uniformly bounded for all xm(0).

3.3. Controller Design

The main purpose of the controller was to track the reference command r(t)with the existence of the
uncertainties Λ, θT, and d. A traditional method is to combine MRAC with a linear quadratic regulator
(LQR) to control the nominal system. However, standard MRAC can only deal with parametric
uncertainties, and the system may become unstable when unmatched disturbance uncertainty exists.
Therefore, a robust adaptive controller was proposed that consists of three parts: baseline controller
ubl(t), adaptive controller uad(t), and robust controller urc(t), which can be written as

u(t) = ubl(t) + uad(t) + urc(t) (6)
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The control design procedure is presented step by step as follows.

3.3.1. Baseline Controller

First, a baseline controller was designed through the LQR method for the nominal system in a
case with no uncertainties, i.e., Λ = I, θ = 0 and d = 0:

ubl = KT
x x(t) (7)

where Kx ∈ Rn×m is designed to offer the expected performance of the nominal system, satisfying that
Am = A + BKT

x is Hurwitz.

3.3.2. Adaptive Controller

Next, to accommodate the input uncertainty and matched uncertainty on account of Λ and θT,
the adaptive controller was given by:

uad = λ̂T(t)x(t) + θ̂T(t)Θ(x(t)) (8)

where λ̂ ∈ Rn×m and θ̂ ∈ Rs×m are free-designed update laws. For the sake of accommodation of the
parametric uncertainties, Remark 1 introduces the matching condition as follows.

Remark 1 . With the selected reference model state matrix [27] Am = A + BKT
x , there exist parameters λ∗ and

θ∗ satisfying the matching condition, as follows:

Am = A + BθTΘ(x(t)) + BΛ
(
KT

x + λ∗T + θ∗TΘ(x(t))
)

(9)

where λ∗T =
(
Λ−1
− I

)
KT

x and θ∗T = −Λ−1θT.

Update laws for the estimated parameters were selected as

.
λ̂(t) = −Γλx(t)eT(t)PB
.
θ̂(t) = −ΓθΘ(x(t))eT(t)PB

(10)

where Γλ = ΓT
λ = ρλ ×

[
In 0
0 0

]
> 0 and Γθ = ΓT

θ = ρθ ×

[
Is 0
0 0

]
> 0 are free-designed adaptive

gains for estimated parameters λ̂ and θ̂, respectively. e(t) was defined as e(t) = x(t) − xm(t), which
represents the state tracking error. P is a positive define matrix, satisfying P = PT, which was computed
in the next section.

3.3.3. Robust Controller

The standard MRAC is non-robust in that the boundedness of estimated parameters λ̂ and θ̂
cannot be guaranteed. Therefore, a robust compensator was designed to improve system robustness,
which was defined as

urc = Krce(t) (11)

where Krc ∈ Rm×n is the robust feedback gain.
Substituting Equation (6) into Equation (4) allows the closed-loop system to be written as
.
x(t) = Ax(t) + B

(
Λ
(
KT

x x(t) + λ̂Tx(t) + θ̂TΘ(x(t)) + Krce(t)
)
+ θTΘ(x(t))

)
+ Brr(t) + d(t)

y(t) = Cx(t)
(12)
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Due to the matching condition in Equation (9), the uncertain system can be obtained as
.
x(t) = Amx(t) + Brr(t) + BΛ

(
λ̃T(t)x(t) + θ̃T(t)Θ(x(t))

)
+ BΛKrce(t) + d(t)

y(t) = Cx(t)
(13)

where λ̃(t) and θ̃(t) are estimated parameter errors, which are defined as λ̃(t) = λ̂(t) − λ∗, θ̃(t) =
θ̂(t) − θ∗.

The error dynamic system can be obtained by subtracting Equation (5) from Equation (13):
.
e(t) = Ame(t) + BΛ

(
λ̃T(t)x(t) + θ̃T(t)Θ(x(t))

)
+ BΛKrce(t) + d(t)

ey(t) = Ce(t)
(14)

Remark 2. Estimation parameter errors may introduce high-frequency components into the control response.
Because of this, a robust feedback gain Krc was designed to resist the effects of λ̃ and θ̃ on the control signal.

The state error dynamics were rewritten without unmatched disturbance as{ .
em(t) = (Am + BΛKrc)em(t) + Bw(t)
ey(t) = Ceem(t)

(15)

where w(t) = Λ
(
λ̃T(t)x(t) + θ̃T(t)Θ(x(t))

)
and Cm = In. Therefore, the key to improving system

robustness was to minimize the H∞ norm of the transfer function from w(t) to em(t). The procedure
used to determine the robust feedback matrix Krc is introduced as follows.

Theorem 1. The system described in Equation (15) is asymptotically stable and ‖Ce(sI −Am − BΛKrc)
−1B‖

∞
< γ,

if there is a symmetric matrix P > 0 satisfying the inequality expressed as
AT

mP + PAm PB CT
e KT

rc
∗ −ν−1I 0 0
∗ ∗ −I 0
∗ ∗ ∗ −εI

 < 0 (16)

Proof of Theorem 1. With the Schur complement, Equation (16) is equivalent to the following inequality

AT
mP + PAm + νPBBTP + CT

e Ce + ε−1KT
rcKrc < 0 (17)

In addition, a positive ε exists, such that [28]

PBΛKrc + (PBΛKrc)
T
≤ εσ2PBBTP + ε−1KT

rcKrc (18)

Defining γ−2 = ν− εσ2, we have

(Am + BΛKrc)
TP + P(Am + BΛKrc) + γ−2PBBTP + CT

e Ce < 0 (19)

which is equivalent to 
(Am + BΛKrc)

TP + P(Am + BΛKrc) PB CT
e

∗ −γ2 0
∗ ∗ −I

 < 0 (20)
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Therefore, the dynamic system in Equation (15) is asymptotically stable and
‖Ce(sI −Am − BΛKrc)

−1B‖
∞
< γ [29].�

Inequality (16) indicates a state feedbackγ-suboptimal control issue based on a linear matrix inequality
(LMI). By solving the convex constrained optimization problem as shown below, the γ-suboptimal H∞
controller can be obtained.

Min γ

s.t.




AmP + PAm PB CT

e KT
rc

∗ −ν−1I 0 0
∗ ∗ −I 0
∗ ∗ ∗ −εI

 < 0

P > 0

(21)

where γ is the minimum disturbance rejection degree. The symmetric positive matrix P and robust
feedback gain Krc can be obtained by solving the LMI shown above.

3.4. Stability Analysis

Given the uncertain nonlinear system in Equation (3), the reference model in Equation (5) and the
control architecture in Equation (6), a Lyapunov function candidate was chosen, as follows.

V
(
e, λ̃, θ̃

)
= eTPe + trace

(
Λλ̃TΓλ−1λ̃

)
+ trace

(
Λθ̃TΓθ−1θ̃

)
(22)

The time derivative of Equation (22) can then be obtained as

.
V
(
e, λ̃, θ̃

)
=

.
eTPe + eTP

.
e

+trace
(
Λ

.
λ̃

T
Γλ−1λ̃

)
+ trace

(
Λλ̃TΓλ−1

.
λ̃
)

+trace
(
Λ

.
θ̃

T
Γθ−1θ̃

)
+ trace

(
Λθ̃TΓθ−1

.
θ̃
) (23)

Substituting the error dynamic in Equation (14) and adaptive law in Equation (10) into
Equation (23) yields

.
V
(
e, λ̃, θ̃

)
= eT

(
(Am + BΛKrc)

TP + P(Am + BΛKrc)
)
e

+2eTPBΛλ̃Tx + 2eTPBΛθ̃TΘ(x)

+2trace
(
−Λλ̃TΓ−1

λ ΓλxeTPB
)

+2trace
(
−Λθ̃TΓ−1

θ ΓθΘ(x)eTPB
)

+2eTPd

(24)

According to Equation (19),

(Am + BΛKrc)
TP + P(Am + BΛKrc) = −Q < 0 (25)

where 0 < Q < γ−2PBBTP + CT
e Ce.

The bound of
.

V
(
e, λ̃, θ̃

)
can then be obtained as

.
V
(
e, λ̃, θ̃

)
= −eTQe + 2eTPd

≤ −λmin(Q)‖e‖2 + 2‖e‖λmax(P)d0
(26)
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Therefore, if

‖e‖ ≥
2λmax(P)d0

λmin(Q)
= α (27)

then
.

V
(
e, λ̃, θ̃

)
≤ 0 holds.

According to Theorem 1, the calculated P and Krc guarantee that the estimate parameter errors λ̃
and θ̃ are bounded such that ‖λ̃‖ ≤ λ̃0, ‖θ̃‖ ≤ θ̃0.

Define a compact set S as

S =
{(

e, λ̃, θ̃
)

: ‖e‖ ≤ α, ‖λ̃‖ ≤ λ̃0, ‖θ̃‖ ≤ θ̃0
}

(28)

Thus,
.

V
(
e, λ̃, θ̃

)
> 0 inside S and

.
V
(
e, λ̃, θ̃

)
≤ 0 outside S. This implies that V

(
e, λ̃, θ̃

)
is bounded.

V
(
e, λ̃, θ̃

)
has the largest lower bound as

V
(
e, λ̃, θ̃

)
≤ λmax(P)α2 + σ

(
λmax

(
Γ−1
λ

)
λ̃2

0 + λmax
(
Γ−1
θ

)
θ̃2

0

)
(29)

Moreover,

λmin(P)‖e‖2 ≤ λmin(P)‖e‖2 + σλmin

(
Γ−1
λ

)
‖λ̃‖

2
+ σλmin

(
Γ−1
θ

)
‖θ̃‖

2
≤ V

(
e, λ̃, θ̃

)
(30)

Define c0 = σ
(
λmax

(
Γ−1
λ

)
λ̃2

0 + λmin
(
Γ−1
θ

)
θ̃2

0

)
=

σλ̃2
0

ρλ
+

σθ̃2
0

ρθ
, and the closed-loop system is uniformly

ultimately bounded with the following ultimate bound as t→∞ :

‖e‖ ≤

√
λmax(P)α2 + c0

λmin(P)
= β (31)

Remark 3. The state error cannot converge to zero asymptotically with the existence of unmatched uncertainty
d(t). However, it should be noted that the ultimate bound of e(t) can be reduced by using the robust adaptive
control presented above, in that c0 can be decreased by employing higher adaption gains ρλ and ρθ.

The designed control architecture was able to guarantee the stability of the uncertain plant and
achieve fast adaptation without high-frequency oscillation occurring at the same time, which is shown
in the next section through a nonlinear aircraft system with uncertainties.

4. Flight Control Simulation Results and Discussion

In this section, the advantages of the designed robust adaptive control method are presented via
simulations of a dynamic aircraft model, describing motion in the longitudinal direction. The short-period
dynamics of the aircraft with uncertainties were modeled as [30]

.
α
.
θ
.
q

 =


Zα
u 0 1
0 0 1

Mα +
M .
αZα
u 0 Mq + M .

α



α
θ
q

+


Zδe
u
0

Mδe +
M .
αZδe
u


[
Λδe + θT

p

[
α2

α3

]]
+ dp (32)

where Zα, Zδe , Mα, M .
α, Mq, and Mδe denote stability and control derivatives, and u represents the

trim airspeed.

Corresponding to Equation (1), the state vector is described as xp =
[
α θ q

]T
, where α is the

angle of attack, θ is the pitch angle, and q is the pitch angular rate. The control input u = δe indicates
the elevator deflection angle. yp = θ is the output to be controlled.



Appl. Sci. 2020, 10, 4270 8 of 16

The matrices of the short-period dynamics for the NASA generic transport model (GTM) at Mach
0.8 and 30,000 ft are listed as

Ap =


−0.7018 0 0.9761

0 0 1
−2.6923 0 −0.7322

, Bp =


−0.0573

0
−3.5352

, Cp =
[

0 1 0
]

(33)

For simulation purposes, the matched uncertain parameter and unmatched disturbance uncertainty
are presented as

θT
p =

[
0.1 0.2

]
, dp =


0.02 cos 10t
0.01 sin 5t

0.05

 (34)

which are unknown while designing the control law.
The output we observed was the pitch angle of the aircraft, so that the integral error of the pitch

angle was augmented to the plant dynamics. In the simulations, the reference signal was selected to be
a square wave of 5 degrees in amplitude and π

30 rad/s in frequency. Next, a baseline controller using
the LQR method was designed for the nominal plant with no uncertainties. The feedback gain was
calculated as a result of KT

x =
[
−0.7406 1.1521 0.7718 −0.5157

]
.

The first simulation was performed with Λ = 0.8I, meaning that the control effectiveness
of the uncertain model of the aircraft responded to a 20% loss. In this case, the free-designed
adaptive gains was chosen to be ρλ = ρθ = 0.01, and the robust feedback gain was obtained as
Krc =

[
17.9856 251.507 56.988 −181.7316

]
by solving a feasible LMI problem.

Figure 1 shows that the designed robust adaptive controller was able to achieve the expected
tracking performance, while the behavior of the standard MRAC was not satisfactory when employing
small adaptive gains. Figure 2 shows that the trajectories of state space performed better for the proposed
control method as compared to the standard MRAC. As can be seen in Figure 3, the status errors of the
standard MRAC were much higher as compared to the robust adaptive controller. The corresponding
control signals shown in Figure 4 showed that the robust adaptive control responded to smooth
trajectories, unlike the standard MRAC.
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In the next simulation, to decrease tracking errors and realize fast adaptation, higher adaptive gains
were selected as ρλ = ρθ = 1. Figure 5 shows that the tracking performance of the standard MRAC
was noticeably improved with high adaptive gains. The state trajectories and status errors displayed
in Figures 6 and 7 showed that the designed robust adaptive controller had superior performance.
Comparing Figure 7 with Figure 3 demonstrates that increased adaptive gains effectively decreased
status errors. However, Figure 8 shows that high-frequency oscillations arose in the control trajectory
due to high adaptive gains for the standard MRAC, while these oscillations were eliminated by the
robust adaptive controller.

Finally, we considered a severe situation where the input uncertainty corresponded to half of
the nominal control effectiveness (i.e., Λ = 0.5I); a simulation was run by employing adaptive gains
ρλ = ρθ = 10 to handle the greater uncertainties.

As can be seen in Figure 9, both standard MRAC and the robust adaptive controller could track
the reference command with high adaptive gains. However, the proposed robust adaptive controller
performed quite well, without any high-frequency oscillations of state trajectories (Figure 10), status
errors (Figure 11), or especially control signal (Figure 12), and the tracking error was further reduced
to a small value. Comparing Figure 12 with Figure 8 showed that large uncertainties required a large
control signal in altitude, and higher adaptation gains caused more severe high-frequency oscillations
in the control response for the standard MRAC. This demonstrated that the proposed control method
was robust when control effectiveness loss, uncertain dynamics, and external disturbance existed in
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The proposed robust adaptive control was finally compared with the closed-loop reference model
(CRM) adaptive control [24]. As shown in Figure 13′s state trajectories and Figure 14′s control signals,
there were no high-frequency components for either CRM or the robust adaptive controller. However,
as can be observed in Figure 15, the initial phase of the reference model in CRM was different from
MRAC and the proposed method. These results verified that our method provides improved system
transient performance that is as good as CRM, without changing the pre-designed reference model.
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5. Conclusions

This paper presents a robust adaptive controller for a nonlinear aircraft system with the existence
of input uncertainty, matched uncertainty, and unmatched disturbance uncertainty. The proposed
control method introduced a robust compensator into the standard model reference adaptive control
architecture, with the intent to resist high-frequency oscillations due to excessive adaptive gains while
handling great uncertainties and pursuing fast adaptation. The robust compensator was designed using
H∞ control theory and is intended to minimize the influence of estimate parameter errors on system
responses. Simulation results demonstrated that, as compared to standard MRAC, the proposed robust
adaptive controller not only guaranteed tracking performance, but also eliminated high-frequency
oscillations in a control signal with fast adaptation, which ensured stability of the closed-loop system.
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