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Featured Application: UV laser non-line-of-sight communication and detection; Transmission of
ultraviolet laser and LED in the atmosphere.

Abstract: Since the atmosphere has a strong scattering effect on ultraviolet light, the transmission of
non-line-of-sight (NLOS) signals can be realized in the atmosphere. In previous articles, ultraviolet
(UV) light atmospheric scattering has been characterized by many scattering models based on spot
light sources with uniformly distributed light intensity. In order to explore the role of light sources in
atmospheric transmission, this work proposed a UV light atmospheric transport model under different
types of light source, including light-emitting diode (LED), laser, and ordinary light sources, based on
the Monte Carlo point probability method. The simulation of the light source in the proposed model
is a departure from the use of a light source with uniform intensity distribution in previous articles.
The atmospheric transmission efficiency of different light sources was calculated and compared
with the data of existing models. The simulation results showed that the type of light source can
significantly change the shape of the received signal and the received energy density. The Monte
Carlo (MC) point probability method dramatically reduced the calculation time and the number of
photons. The transmission characteristics of different ultraviolet light sources in the atmosphere
provide a theoretical foundation for the design of ultraviolet detection and near-ultraviolet signal
communication in the future.
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1. Introduction

Due to its strong scattering and absorption characteristics in the atmosphere and its low
background noise, ultraviolet light has been widely used in short-range atmospheric non-line-of-sight
optical communication [1–3], near-field wind-field detection [4], aircraft landing aid [5], atmospheric
parameter measurement [6], and networking aspects [7] in recent years, in both to theoretical and
experimental studies.

The atmosphere is mainly composed of air molecules and aerosols. There are two main types
of ultraviolet light scattering that occur in the atmosphere: Mie scattering (aerosols) and Rayleigh
scattering (molecules) [8]. UV light contains three spectral bands, UVA (320–400 nm), UVB (280–320 nm),
and UVC (200–280 nm). Different UV spectral bands lead to different SSA (single scattering albedo)
and AAOD (absorption optical depth) values [9]. These two parameters are the main items measured
in many experimental contexts [10–14].
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Studies on UV none-line-of- sight (NLOS) communication mainly deal with UV devices, channel
models, physical layer issues, and networking [3,15]. All these areas, without exception, relate to the
transmission of ultraviolet light in atmosphere, which is mainly characterized by the shape of the
received signal and the received energy density. For UV light sources, mercury lamps and xenon flash
lamps were used for communication in early experimental studies. UV LEDs and lasers have become a
research hot-spot in recent experimental research. However, there is currently little theoretical research
regarding the influence of the light source on the received signal in UV communication and detection.

By reviewing previous relevant studies, various research methods for UV atmospheric scattering
channel modeling were identified. The ellipsoidal coordinate was used to solve the single-scattering
issue in References [16,17]. Subsequently, the coplanar [18,19] and non-coplanar transmission
models [20,21] were proposed. In addition, in reference [22,23], the characteristics of UV atmospheric
scattering in turbulent have been comprehensively studied. The above-mentioned theoretical models
all assume that the light source is a spot with uniform intensity distribution. In fact, the light intensities
from different light sources change in a variety of ways with viewing angle. Therefore, we wanted
to further explore the effect of the light source on the received signal. For experimental studies, an
LED array was used as a light source in reference [24]. And the black background noise and path loss
were measured through experiments on the test bench. The pulse-broadening effect in atmospheric
transmission was experimentally characterized using a narrow-pulse ultraviolet laser in Reference [25].
UV LEDs and avalanche photodiodes were used, respectively, for NLOS UV communication in
References [26,27]. It was shown in Reference [28] that a square matrix receiver was proposed to study
the spatial diversity in a new way. These experiments applied empirical methods and the numerical
simulation of light sources needs to be further explored. The Monte Carlo point probability method is
an efficient and time-saving technique for this purpose.

In this article, in order to explore the influence of different light sources on the received signal,
models of different light sources were first established by using the curves of the lights’ intensity
distributions. In other words, the initial distributions of large numbers of photons were used to
generate simulations for different light sources. The trajectories of large numbers of photons were
then recorded by MC point probability method. By changing different geometric parameters, the
received irradiance levels of different light sources were compared in single and multiple scattering.
The coplanar and non-coplanar issues were also considered.

2. Monte Carlo Point Probability Model and the Modeling of Light Sources

Based on these studies, this paper explored the pulses acquired at the receiver under different
initial photon distributions, both coplanar and non-coplanar. Simulations of different light sources
(mainly including LEDs, collimated lasers, and expanded laser beams) were conducted. The effect of
the pulse broadening and the received energy density were evaluated.

In the case of multiple scattering and single scattering, respectively, we simulated the atmospheric
transmission of UV light based on different kinds of light source. By changing the light intensity
distribution of the light source and the geometric features of the transceiver (α, θT, θR, φT, φR), we
found that the light energy density of different light sources affected the received signal under the
single-scattering mode. Compared with long-distance light transmission, the received energy increased
more significantly through multiple scattering in short-range light propagation. Under the same
divergence angle, the more concentrated the light energy density is, the higher the received energy
efficiency. However, this led to greater sensitivity of the received energy to changes of the off-axis angle.

Figure 1 illustrates the process of ultraviolet light atmospheric transmission. T is the position of
the emitting light source. A photon eventually reaches the receiver R (such as a photomultiplier tube,
PMT) after it is scattered by aerosols and air molecules multiple times [29]. TF and RG indicate the
central axes of the emergent light and the field of view (FOV), respectively. φT and φR are defined as
the half-beam angle of the source and half-FOV angle, respectively. θT and θR represent the elevation
angle of light source and receiver. θsn is the scattering angle after the nth scattering, and α refers to



Appl. Sci. 2020, 10, 3564 3 of 14

the off-axis angle. When α = 0, TF and RG are coplanar. θs0 is the angle between the initial photon
emission direction and TF. And r is the horizontal distance between T and R. TF’ is the projection of TF
in the XTZ plane.Appl. Sci. 2020, 10, x FOR PEER REVIEW 3 of 14 
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Because of the randomness of photons’ direction distribution and the limited receiving area of the
detector, a large number of photons need to be traced for more accuracy. This greatly increases the
running time of the program, as large numbers of photons are absorbed and have little contribution to
the received signals. In the direct MC method, it is necessary to determine whether a photon reaches
the detector at each scattering point, and calculate the weight of the photon after the last scattering.
For the point probability method, we did not need to consider whether the scattered photons reached
the detector; we just needed to calculate the point probability that the photon reached the detector at
each scattering point [21].

The Monte Carlo point probability method simulates the propagation process of a large number of
photons, and calculates the reception probability of the received photons. In this way, every scattering
of each photon is valuable. Compared with the direct Monte Carlo method, it improves the photon
utilization and reduces the program operation time, meaning that we can obtain the received light
intensity as a function of time. The entire simulation process can be divided into three steps: the
simulation of light, the propagation of the photons, and the reception of photons.

2.1. Photon Modeling of LED Light Sources

Part one: We first considered LEDs as the light source. We assumed that an LED is a Lambertian
light source [30,31]. For the sake of simplicity, we assume it as a point light source. Lambertian light
sources exist widely in nature, such as the sun, snow, etc. The beam divergence angle 2φT of the LED
is generally 120◦, which leads its luminous intensity to be very weak. However, it can be 60◦, 34◦, 30◦,
or even 12◦ when lens modules are installed. As a Lambertian light source, the irradiance of an LED
light source can be expressed by Equation (1).

I(θ) = I0 cosm θ (1)

where I0 describes the intensity of light on the luminous axis of the LED light source and θ is the
off-axis angle. m is the Lambertian emissivity, and it is defined by Equation (2).

m = − ln(2)/ ln(cos(φT)) (2)

Generally, in industrial contexts, φT refers to the off-axis angle where the light intensity is equal to
0.5I0. As shown in Figure 2, the light intensity of LEDs was more densely distributed in the paraxial
region and we assumed that it had the same distribution of light intensity at different azimuths.
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For the Monte Carlo simulation, we introduced the random number ξθ, which satisfies uniform
distribution on the interval [0,1], to simulate the initial emission state of a large number of photons. It
can be obtained by the following expression.

H(θξ) =

(∫ θξ

0

I(θ)
I0

dθ
)
/

∫ π
2

0

I(θ)
I0

dθ

 = ξθ (3)

where θξ is the off-axis angle uniquely determined by ξθ. Since the left side of the equation is a
hyper-geometric function, we cannot get the analytical solution of θξ. However, numerical solutions
can be obtained by using spline interpolation method. We can obtain a series of numerical values{
H(θ1), H(θ2), . . . , H(θn)

}
by taking equally spaced samples in [0,π/2] and the spline interpolation

expression H(θξ) can be obtained using the interp1 function in Matlab2014a.

2.2. Photon Modeling of Gaussian Laser Beam

Next, we considered the situation of a laser beam. The distribution of the intensity of a laser
beam with its angle can be considered a Gaussian distribution [32,33]. In order to facilitate subsequent
comparison with the classic communication model [28], we regarded the light source as a point light
source. The brightness of the light source was uniform at all azimuth angles and the light intensity
followed a normal distribution with the off-axis angle ξΘ, and ξΘ ∼ N(0, σ).

According to the 3σ-principle in the probability distribution, the probability that ξΘ > 3σ can be
considered a small probability event. Let 3σ equal 1. We know that when X ∼ N

(
µ, σ2

)
, the probability

density function (PDF) of X can be written as in Equation (4).

f (x,µ, σ) =
1

σ
√

2π
e−

(x−µ)2

2σ2 . (4)

Furthermore, when a and b are real numbers,

aX + b ∼ N
(
aµ+ b, (aσ)2

)
(5)

Therefore, if Y ∼ N(0, 1), we have X = Y/3 ∼ N
(
0, (1/3)2

)
. Remove the case where X = Y/3 is

less than 0. The off-axis angle of the initial launch of each photon can be obtained from Equation (6).

cos
(
θξΘ

)
= 1− ξΘ(1− cosφT). (6)
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In conclusion, Figure 3 shows the relationship between the light intensity of different sources
(with different φT) and the off-axis angle θ.
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2.3. Monte Carlo Point Probability Method

For the simulation of photon atmospheric transport, we used the Rayleigh phase function
(Equation (5)) and generalized Henyey–Greenstein function (Equation (6)) to model the scattering
caused by air molecules and aerosols, respectively, according to References [34,35].

Pmie(µ) =
1− g2

4π

 1

(1 + g2 − 2gµ)1.5
+ f

3µ2
− 1

2(1 + g2)1.5

, (7)

Pray(µ) =
3
[
1 + 3γ+ (1− γ)µ2

]
16π(1 + 2γ)

, (8)

where µ = cosθs, γ = 0.17, g = 0.72, and f = 0.5. The total scattering phase function can be written
as a weighted sum of the Rayleigh scattering (Equation (8)) and the Mie scattering phase function
(Equation (7)).

P(µ) =
ksr

ks
pray(µ) +

ksm

ks
pmie(µ), (9)

where ksr and ksm are the Rayleigh and Mie scattering coefficients, respectively. The total scattering
coefficient ks = ksr + ksm. As for the ultraviolet light at wavelength 266 nm, ksm = 0.25 km−1,
ksr = 0.24 km−1 and the absorption coefficient can be set as ka = 0.74 km−1 [36].

The algorithm of the MC point probability method includes four steps: photon emission,
propagation, scattering, and detection.

Step 1. Emissions: For the scattering, the propagation direction vectors at the nth scattering
position can be expressed as

(
sxn, syn, szn

)
, and the acceptance probability is Preci. The acquisition

probability of all photons is assumed to be 1 at the beginning. Factors such as atmospheric absorption
and the limit of the receiver’s FOV (field of view) can both make it much less than 1. The photon is
initially emitted from point T and the coordinate is T(x0, y0, z0). The direction cosines of a photon
can be described by two angles θsi and φsi in a 3D Cartesian coordinate system. The initial direction
cosines can be derived by θs0 and φs0.

Step 2. Propagation: The transmission distance of a photon needs to be determined during
the simulation. According to Bill Lambert’s Law [27], the random propagation distance of photons
between each scattering point can be set as

d = −
ln ξd

ke
, (10)
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where ξd is a random number that satisfies uniform distribution in the interval [0,1]. Thus, the
coordinates of the nth scattering point can be obtained using (Equation (11)).

xn = x0 +
n−1∑
i=0

sxidi

yn = y0 +
n−1∑
i=0

syidi

zn = z0 +
n−1∑
i=0

szidi

, (11)

Step 3. Scattering: According to Reference [37], the direction cosines
(
sx,i+1, sy,i+1, sz,i+1

)
at the

ith scattering point after scattering can be derived by
(
sx,i, sy,i, sz,i

)
and the spatial scattering angle,

which is derived by (θsi,φsi).

sx,i+1 = sinθsi√
1−s2

zi

(
sxiszi cosφsi − syi sinφsi

)
+ sxi cosθsi,

sy,i+1 = sinθsi√
1−s2

zi

(
syiszi cosφsi + sxi sinφsi

)
+ syi cosθsi,

sz,i+1= − sinθsi cosφsi

√
1− s2

zi + szi cosθsi.

(12)

Step 4. Photon detection: The probability of a photon being successfully received after passing
through Sn is P2n = exp(−ke|Sn −R|).Ar refers to the effective area of the detector. We set Ar = π(d/2)2

and d = 1.5cm according to Reference [38]. |Sn −R|2 is the distance between the nth scattering position
Sn and the receiver R. Ω is the spatial solid angle composed of all possible scattering directions from
point Sn that can be detected by the receiver. The total probability that a photon reaches R after n
scattering is Pn = WnP1nP2n, where Wn refers to the survival probability before reaching Sn, and W0 is
the initial survival probability and is equal to 1.

Wn = (1− P1n) exp(−ke|Sn − Sn−1|)Wn−1, (13)

Therefore, the total probability of a single photon reaching the detector can be expressed as

P =
N∑

n=1

Pn =
N∑

n=1

WnP1nP2n (14)

3. Numerical Results

For LEDs, from Figure 2, we can see that when φT = π/12, θ = 0.62rad, it has I(θ)/I0 ≈ 0.015� 1.
We assumed that I(θ)/I0 = 0 when θ > π/5 ≈ 0.628rad. The results of the Monte Carlo simulation
under single-scattering (SS) mode are shown in Figures 4a, 5a, 6a, 7a, 8a and 9a, and the results under
multiple-scattering (MS) mode are shown in Figures 4b, 5b, 6b, 7b, 8b and 9b. Table 1 illustrates the
specific parameter settings.
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Table 1. The parameter settings in Figures 4–9.

Serial Number Light Sources θT (rad) θR (rad) r (m) φT (rad) φR (rad)

Figure 4a,b Ordinary light source π/4 π/4 100 π/5 π/12
Figure 5a,b Lambertian LED π/4 π/4 100 π/12 π/12
Figure 6a,b Gaussian expanded laser beam π/4 π/4 100 π/5 π/12
Figure 7a,b Gaussian laser beam 1 1.5 π/2 1.5 0.01 π/12
Figure 8a,b Gaussian laser beam 2 1.5 π/2 1.5 π/5 π/12
Figure 9a,b Gaussian laser beam 3 π/4 π/4 100 0.01 π/12

In general, when the distance r is a constant, there is a time delay of the received scattering light
signal. Different off-axis angles α will lead to different signal delays in single-scattering mode, as shown
in Figures 4a, 5a, 6a, 7a, 8a and 9a. This is because as α increases, the non-coplanarity of the transceiver
increases, and so does the shortest propagation range for a photon. The shortest propagation time of
the received photons increases and it will let fewer photons be absorbed and scattered, and the peak of
the received irradiance decreases.

In Figure 5a, when the light source is an LED with a Lambertian distribution, the received signals
are also delayed. The difference is that the peak of the received irradiance has shifted to the right along
the time line, and the received irradiance is much higher (nearly one order of magnitude) than that
from the ordinary light source. This is because the light intensity of the LED is more concentrated in
the paraxial region.

It also makes the light source more sensitive to non-coplanar deflection angles α. When α = 40◦,
the received irradiance is very weak and close to zero. When α = 50, photons simply cannot reach
the receiver with only a single scattering in (Figure 5a). However, there are still some weak signals in
multiple-scattered signals, as shown in Figure 5b.

For the Gaussian expanded laser beam, the curves of UV irradiance shown in Figure 6 behaved
similarly to those of the LEDs in Figure 5, but there were differences specifically in the following two
aspects. First, in Figure 6, the irradiance curve of the expanded laser beam is always located below the
LED. Second, in Figure 6, when α = 0◦, 10◦, 20◦, the peak value of the expanded laser is lower than the
LED’s in Figure 5, but when α = 30◦, 40◦, 50◦, the situation is reversed. This shows that the irradiance
of the detector is not only related to the non-coplanarity of the transceiver, but also to the light intensity
distribution of the light source.

In Figure 9a,b, the other variables were kept the same and the light source was replaced with an
unexpanded Gaussian beam (φT = 0.01rad), In Figure 9a, the received signals became more sensitive
to α. When α ≥ 30◦, we could not detect the signals in single-scattering mode. We could still detect
weak signals in multiple-scattering mode under this circumstance.

Under the single-scattering mode, the common scattering volume formed by the thin laser
beam and the receiving FOV was very small, which resulted in a very limited time-span of photon
propagation. Under the multiple-scattering mode, the curve in Figure 9b did not change much, but the
detector captured trace photons outside the original time range.

For application in short-range detection instead of long-distance optical communications, we
simulated the received signal a short distance from the transceivers.

In Figures 7 and 8, compared to Figures 4–6 and 9, the peaks of the curves were increased by two
to three orders of magnitude. The pulse width was reduced by an order of magnitude (in Figure 7a,
the pulse time ranged from 0.03 µs to 0.16 µs.) In the case of short-distance transmission, the off-axis
angle α had little effect on the irradiance. As can be seen from Figure 7a, even when α = 50, the peak
value dropped from only 2.25W/m2 to 1.75W/m2.

4. Analysis of the Received Energy Density

We also simulated the relationship between the energy received by the receiver under different
types of light sources and the distance of transmission and reception. The output energy of the light
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was assumed to be 1mJ and the detector had a diameter d of 1.5 cm. During the simulation, N = 106

photons were simulated and the received energy density of the detector can be expressed as

ER =
E0

Nπ(d/2)2

N∑
i=1

Pni, (15)

where E0 represents the total initial energy of the light source. Pni refers to the total received probability
of the ith photon.

The test results are shown in Figure 10. Overall, no matter what kind of light source, the
energy density of the received signal ER decreased sharply with the increase of the sending and
receiving distance.
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As shown in Figure 10, light sources with different illuminating properties had different rates of
acceptance energy reduction.

Comparing the two curves of Laser beams 1 and 2 in Figure 10a,b, for received energy density ER,
within a certain distance of r in Figure 1, we can see that a smaller transmitting light convergence φT

was more favorable to improve the receiving energy when the laser transmitting energy E0 and the
elevation angle θT, θR remained unchanged.

To verify the correctness of the program above, we compared the results with data obtained using
the Luettgen classic model [6]. The relationships between received energy density EJ and distance r
are shown in Figure 11a on the left Y axis. The numerical differences

(
EJ,MC − EJ,Luettgen

)
are shown in

Table 2. For the sake of simplicity, we only tested ordinary light sources under the single-scattering
model. Since only the molecular scattering coefficient was considered in Luettgen’s paper, we ignored
the effects of aerosols in the following test. The specific parameter settings are shown in Figure 11, and
the calculation errors

(
EJ,MC − EJ,Luettgen

)
/EJ,Luettgen are shown in Figure 11 on the right Y axis.
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two models. (θT = θR = π/4, φT = φR = π/12, λ = 266 nm, ks = 0.5 km−1, ke = 1 km−1, d = 1.5 cm,
single scattering, uniform light source.).

Table 2. The numerical differences of Figure 11 (EJ,MC − EJ,Luettgen ).

Distances r EJ,MC − EJ,Luettgen

1 2.15 × 10−9

2 1.01 × 10−9

3 8.10 × 10−10

4 7.41 × 10−10

5 3.93 × 10−10

6 5.09 × 10−10

7 4.77 × 10−10

8 3.72 × 10−10

9 2.04 × 10−10

10 2.46 × 10−10

50 4.53 × 10−11

100 2.31 × 10−11

200 9.54 × 10−12

300 5.70 × 10−12

400 3.51 × 10−12

500 2.58 × 10−12

800 1.04 × 10−12

It can be seen that the results obtained by the two models were similar. The trends of the curves
were roughly the same. The differences between the two curves were chiefly caused by the randomness
of the Monte Carlo point probability model and the two different ways of curve fitting.

5. Conclusions

In conclusion, a model of UV light atmospheric transport under different types of light source
based on a Monte Carlo point probability method is presented. The results indicated that due to the
different optical density distributions, under the single-scattering model or multiple scattering, different
types of light sources will affect the distribution of the received signal, which includes irradiance
and time offset of the pulse peak. In the case of single scattering, the degree of misalignment of the
transceiver α affects the peak and width of the received pulse. When α increases, a wider pulse width
and smaller peak value can be obtained. For different light sources, in the case of the same divergence
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angle, the peak value of the received signal will be different due to the different energy density
distributions of the different lights. Multiple scattering will cause a time broadening of the received
optical pulse, but it does not bring much improvement to the received energy density. Regardless of
the source, the energy density received by the detector decreases exponentially as the distance from
the transceiver increases, but the rate of decrease is different. Based on these simulation data, an
appropriate light source can be selected according to the actual needs, and the gate-controlled switch of
the detector can be controlled according to the impulse response. We hope our research will offer good
technical support for short-range ultraviolet atmospheric communication and ultraviolet detection.
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