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Abstract: The shot-type decision is a very important pre-task in movie analysis due to the vast
information, such as the emotion, psychology of the characters, and space information, from the shot
type chosen. In order to analyze a variety of movies, a technique that automatically classifies shot
types is required. Previous shot type classification studies have classified shot types by the proportion
of the face on-screen or using a convolutional neural network (CNN). Studies that have classified shot
types by the proportion of the face on-screen have not classified the shot if a person is not on the screen.
A CNN classifies shot types even in the absence of a person on the screen, but there are certain shots
that cannot be classified because instead of semantically analyzing the image, the method classifies
them only by the characteristics and patterns of the image. Therefore, additional information is needed
to access the image semantically, which can be done through semantic segmentation. Consequently,
in the present study, the performance of shot type classification was improved by preprocessing the
semantic segmentation of the frame extracted from the movie. Semantic segmentation approaches the
images semantically and distinguishes the boundary relationships among objects. The representative
technologies of semantic segmentation include Mask R-CNN and Yolact. A study was conducted
to compare and evaluate performance using these as pretreatments for shot type classification.
As a result, the average accuracy of shot type classification using a frame preprocessed with semantic
segmentation increased by 1.9%, from 93% to 94.9%, when compared with shot type classification
using the frame without such preprocessing. In particular, when using ResNet-50 and Yolact,
the classification of shot type showed a 3% performance improvement (to 96% accuracy from 93%).
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1. Introduction

In films, movie shot types are classified based on the distance between the camera and the
subject, and the general types of shots are the close-up shot, the medium shot, and the long shot [1,2].
Among them, close-up shots are used for expressing the emotions and psychology of the characters,
with the subject occupying most of the screen. As shown in Figure 1a, emotion or psychology is
expressed with the character’s eyes, mouth, and facial muscles by making the character’s face occupy
most of the screen [3]. In medium shots, a portion of the character’s body below the waist or elbow is
located at the bottom of the screen. Medium shots are also used to express a character’s gaze direction
and movement, since the character’s body above the waist appears on the screen [3]. Figure 1b is an
example of the medium shot, which shows the character’s gaze direction, motion, and conversation
partner. In long shots, the subject occupies about one-sixth of the screen, giving the audience information
about the place (inside or outside, in an apartment, a shop, a forest, etc.) and time (day, night, season) [3].
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Additionally, the director uses the close-up, medium shot, and the long shot alternately to appropriately
place the flow of emotion in the film and the importance of the scene [4]. As such, the shots contain a
lot of information, such as the arrangement and flow of emotion, the psychology of the characters,
and the important scenes, so classifying the shot type is a very important pre-task in movie analysis.
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Two representative studies of shot type classification include classifying shot types based on the
proportion of the face occupying the screen and classifying shot types using a convolutional neural
network (CNN). In one study that classified shot types from the proportion of the face on-screen,
the accuracy of shot type classification was high for close-ups and medium shots (with faces in the
frame), but the accuracy in shot type classification for long shots (without faces) was low. Also, shot
type classification cannot be performed if there is no face on-screen. Shot type classification using the
CNN is able to classify the shot type even if no one is on-screen, but a certain portion of the shots cannot
be classified, owing to the absence of a semantic approach that people can grasp (that is, the image
cannot be semantically analyzed).

Therefore, in the present study, the performance of shot type classification was improved by
pre-processing semantic segmentation of the frames extracted from the movie. Semantic segmentation
approaches the images in order to distinguish boundary relationships among objects. The representative
technologies of semantic segmentation include the Mask R-CNN and Yolact. We conducted a study
for comparative evaluation of the performance attained from using these as preprocesses for shot
type classification.

The proposed approach automatically classifies close-up shots, medium shots, and long shots
using a CNN and semantic segmentation, and the accuracy of shot type classification is enhanced by
applying the boundary relationships of objects to the frames extracted from films using Mask R-CNN
and Yolact. For the data, a total of 11,066 frames extracted from 89 films, such as Inception, were used.

Section 2 of this article explains the works related to the background knowledge of shot type
classification technology. Section 3 explains the structure suggested for shot type classification,
and contemplates the experiment conducted, and its results. Lastly, the results are summarized in
Section 4.

2. Related Works

2.1. Shot Type Classification

The various studies that have classified shot types can be largely categorized into two methods:
Methods that use the face, and methods that use the CNN. The first method classifies shot types based
on the proportion of the face that occupies the screen. In this type of study, although the accuracy
of movie shot classification is high when there is a face in the frame, as shown in the two frames of
Figure 2a, there is a disadvantage in that the accuracy of shot type classification is low when there is no
face in the frame, as shown in the frame for Figure 2b. Also, if no person is on-screen, the shot type
cannot be classified [5–8].
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Figure 3 is a confusion matrix of the experiment results in which the shot types were classified at 74% 
accuracy with AlexNet, 75% accuracy with GoogLeNet, and 94% with VGG-16. Unlike the first study, 
this study can classify shot types even if there is no person on-screen. VGG-16, with the highest 
accuracy, is a structure using 16 network layers among VGGNets. The VGGNet has a disadvantage, 
however, in that its performance decreases as the network layers increase, and ResNet solves this 
disadvantage [12]. 
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is needed in order to access the images semantically, and this can be done through semantic 
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Figure 3. Comparison of shot scale classification [1]: (a) AlexNet; (b) GoogLeNet; (c) VGG-16. 
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Recently, shot type classification studies using the CNN has been performed, and the most 
representative structures of the CNN are VGGNet and ResNet [11,12]. When classifying shot types 
only using a CNN, some types of shots cannot be classified because the method classifies the shot 
types based on image characteristics and patterns. Some approaches have been studied for shot type 
classification based on CNN [13,14], which have accomplished some advances. However, their 
approaches can be applied to specific domains such as sport movies and music concerts. On the other 
hand, the purpose of our approach was to classify shots of general movies. Thus, we will compare to 
VGG-16 and ResNet-50 when applied to movies. 

In our study, semantic segmentation was applied to improve on the existing studies using the 
Mask R-CNN and Yolact. To understand these technologies, we discuss VGGNet, ResNet, and 
semantic segmentation in detail. 

2.2.1. VGGNet 

Figure 2. (a) Shots with faces; (b) a shot without a visible face.

The second type of study uses a CNN to classify close-up shots, medium shots, and long shots [1].
In one study using 400,000 frames extracted from 120 movies as data, learning was done using CNNs
with AlexNet, GoogLeNet, and VGG-16 structures to check and compare accuracy [9–11]. Figure 3 is a
confusion matrix of the experiment results in which the shot types were classified at 74% accuracy
with AlexNet, 75% accuracy with GoogLeNet, and 94% with VGG-16. Unlike the first study, this
study can classify shot types even if there is no person on-screen. VGG-16, with the highest accuracy,
is a structure using 16 network layers among VGGNets. The VGGNet has a disadvantage, however, in
that its performance decreases as the network layers increase, and ResNet solves this disadvantage [12].
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Shot type classification using a CNN does not semantically analyze and classify images. Instead,
it classifies shot types based on image characteristics and patterns. Therefore, additional information is
needed in order to access the images semantically, and this can be done through semantic segmentation,
which distinguishes the boundary relationships among objects.

2.2. CNN Technology Used for Shot Type Classification

Recently, shot type classification studies using the CNN has been performed, and the most
representative structures of the CNN are VGGNet and ResNet [11,12]. When classifying shot types
only using a CNN, some types of shots cannot be classified because the method classifies the shot
types based on image characteristics and patterns. Some approaches have been studied for shot
type classification based on CNN [13,14], which have accomplished some advances. However, their
approaches can be applied to specific domains such as sport movies and music concerts. On the other
hand, the purpose of our approach was to classify shots of general movies. Thus, we will compare to
VGG-16 and ResNet-50 when applied to movies.

In our study, semantic segmentation was applied to improve on the existing studies using the
Mask R-CNN and Yolact. To understand these technologies, we discuss VGGNet, ResNet, and semantic
segmentation in detail.
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2.2.1. VGGNet

VGGNet was a study conducted to understand the influence of network layers on CNN
performance [11,15]. To solely determine the effect of network layer, the experiment was conducted
using the smallest filter size, 3 × 3, and 11, 13, 16, and 19 network layers were tested. As a result, it was
confirmed that the error rate was similar or worse when the performances of 16 network layers and
19 network layers were compared. Based on such, researchers of VGGNet stopped experimenting with
larger number of network layers. The structure of CNN that improved this disadvantage is ResNet,
which is explained in Section 2.2.2. Figure 4 is the structure of VGG-16 using 16 network layers among
VGGNets. As illustrated in Figure 4, VGGNet is a simple structure that consists only of convolution,
max pooling, and full connection, so it is widely used based on its simplicity for understanding the
structure and convenience in modifying and testing the structure.
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The previous shot type classification study using VGG-16 had 94% accuracy, but accuracy may
change when applied to a different test group [1].

2.2.2. ResNet

ResNet is a study conducted to investigate how the performance of CNN improves as the layer
number of the network increases. To find this, a comparison test was conducted for 20 layers and
56 layers. Figure 5 is a table of the experimental results. From the results of the experiment, as shown
in Figure 5, the experiment results with 56 network layers had a higher error rate than 20 network
layers. In other words, the higher the number of network layers, the higher the error rate [12,17].
This is because gradient vanishing occurs as the number of network layers increases [18]. In general
learning, a back-propagation method that finds the weight and bias that minimizes the loss function
value is performed by executing forward propagation, which obtains the loss function value through
the neural network, then calculates the inverse of forward propagation. Gradient vanishing is a
phenomenon in which the slope that becomes the back propagation gradually disappears and results
in insufficient learning.
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To solve this, the residual block shown in Figure 6b was applied. In general, a CNN uses the
plain block shown in Figure 6a, and learns to find the H(x) that processes the input value to output y.
As shown in Figure 6b, ResNet applies a skip connection that adds input x to H(x). This performs
learning while minimizing f (x) + x. Here, since x is a value that does not change, the learning proceeds
in order to make f (x) return 0. Because there is a value for x that does not change during the progress
of learning through back propagation, at least 1 always exists after performing differentiation. This
solved the problem of gradient vanishing by creating a minimum slope for learning [12,17].
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2.2.3. Semantic Segmentation

Semantic segmentation classifies which class the images of pixels belong to [19]. As shown in
Figure 7, since the boundary of the object can be classified by classifying the class at a pixel level using
semantic segmentation, the image can be accessed semantically. In this study, Mask R-CNN and Yolact
were used for applying semantic segmentation.
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Mask R-CNN combines the function to detect objects using a Faster R-CNN and the function to
perform semantic segmentation using a fully convolutional network (FCN) [20–24]. Yolact predicts the
mask coefficients for each instance, creates a prototype mask for the entire image, and then combines
the two linearly to identify the object and to set the object boundary [25–27]. Unlike Mask R-CNN,
Yolact uses a full range of image space without compressing the image, resulting in better semantic
segmentation performance than Mask R-CNN [25].

Instance segmentation identifies different objects for each segmentation in more detail than
semantic segmentation, but our study used semantic segmentation only, since the study only required
determining the object boundary relationships.
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3. Comparison of Shot Type Classification Methods Based on Semantic Segmentation

3.1. Shot Type Based on Semantic Segmentation

This article proposed shot type classification using semantic segmentation and ResNet-50.
As shown in Figure 8, semantic segmentation was applied to the frames extracted from the films in
order to classify the boundary relationships among objects. ResNet-50 alone cannot semantically
approach images. Additionally, semantic segmentation was preprocessed on the frames extracted
from the movies in anticipation that the shot type and the surface of the objects were closely related.
To apply semantic segmentation, Mask R-CNN and Yolact were used, as shown in Figure 9. The we
used the two was to investigate in detail how the preprocessing from semantic segmentation affects the
performance of shot type classification. Unlike Mask R-CNN, Yolact uses a full range of image space
without compressing the image, resulting in better semantic segmentation performance than Mask
R-CNN [25]. We can see that Figure 9c, which had semantic segmentation applied via Yolact, shows
semantic segmentation performance superior to that of Figure 9b, for which semantic segmentation
was applied via Mask R-CNN. After changing the preprocessed frames to 224 × 224, close-up shots,
medium shots, and long shots were classified using ResNet-50 for CNN-based Classifier in Figure 8.
The previous shot type classification studies used VGG-16 to classify shot types. In our study, ResNet,
a deeper network than VGGNet, was used. In order to use the pretrained model in Keras, ResNet-50
was used from among the ResNets having various network layers. Keras is a deep learning library
implemented with Python. Mask R-CNN and Yolact for Semantic Segmentation used the pretrained
model. The PC used for the experiment comprised a I7-7700K CPU, 32GB memory, and a GTX 1080Ti
graphics card with 11GB memory.
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3.2. Experimental Results

In the experimental data, 11,066 frames were extracted randomly from 89 movies, such as Inception,
and which were classified by shot type through the ground truth operation. Of the 89 movies, 75 were
used for training and validation, and the remaining 14 were used for testing. As shown in Table 1,
8679 frames were used for training and 1787 frames were used for validation, with 600 frames used
to measure the accuracy of the shot type classification. The ratios of training data and validation
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data were set to 82% and 15% for shot, and 85% and 15% for medium shot for supporting enough
training data.

Table 1. Number of Frames.

Shot Type Training Validation Testing

Close-up 3586 782 200
Medium 2392 413 200

Long 2701 592 200
Total 8679 1787 600

In order to evaluate the accuracy of the shot type classifications, a general frame and frame
to which semantic segmentation was applied using Mask R-CNN and Yolact were classified using
VGG-16 and ResNet-50 Afterward, the accuracies were evaluated and compared.

As a result, we confirmed that the average accuracy of the shot type classification preprocessed
with semantic segmentation was 1.9% higher than shot type classifications using a general frame,
as seen in the results presented in Table 2. Also, as shown in Table 3, shot type classification using
ResNet-50 was more accurate than shot type classification using VGG-16.

Table 2. Average Accuracy of Shot Type Classification.

Without Semantic Segmentation Semantic Segmentation–Based Classification Method

93% 94.9%

Table 3. Accuracy of Shot Type Classification.

Classification Type Without Semantic Segmentation
With Semantic Segmentation

Mask R-CNN Added Yolact Added

VGG-16 92.5% 94.8% 93.8%
ResNet-50 93.5% 95.3% 96%

A conventional shot type classification study using a CNN classified shot types with 94% accuracy
for close-ups, medium shots, and long shots using VGG-16 [1]. In the present study, when classifying
close-ups, medium shots, and long shots using VGG-16 on general frames, the shot types were classified
with 92.5% accuracy, as seen in Table 3. This was expected to occur due to the differences in the data.
In this study, the method to classify the shot types with ResNet-50 after preprocessing for semantic
segmentation using Yolact is illustrated as a confusion matrix in Figure 10 and showed the highest
accuracy among the experimental results (96%). This classified shots with performance better than
classifying shot types with only VGG-16 and ResNet-50, as done in the previous study.
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The training time of ResNet-50 and Yolact with the highest accuracy was 1654 s, and this model
took 66s to assort 600 test frames. So, it took approximately 0.11s per frame. Therefore, this model is
difficult to apply in real time to process 30 frames.

3.3. Discussion

The existing study of shot type classification performed classification with 94% accuracy using
VGG-16 from among the structures of CNNs. The CNN does not classify shot types based on semantical
analysis of frames in the way humans classify shot types because it classifies shot types only based
on image characteristics and patterns. To improve this, the present study applied preprocessing
with semantic segmentation on the frames extracted from the films. This was to approach the frame
after distinguishing the boundaries of the objects in the images. By separating the boundaries of the
objects, the frames could be accessed semantically. Mask R-CNN and Yolact were used. The results
of the experiment illustrate that shot type classification using ResNet-50 and Yolact had the highest
accuracy among the experiments, with 96% accuracy. The average accuracy of shot type classification
after preprocessing with semantic segmentation increased by 1.9% (to 94.9%) compared to shot type
classification of normal frames. The reason shot type classification using ResNet-50 and Yolact is
superior to shot type classification using ResNet-50 and Mask R-CNN is assumed to result from better
semantic segmentation performance than Yolact [25]. Additionally, the reason the performance of
shot type classification after preprocessing with semantic segmentation is higher than the shot type
classification that uses frames without preprocessing from semantic segmentation is that the frames
were accessed through semantic segmentation. As a result of analyzing the error rate of 4% in shot
type classification by ResNet-50 and Yolact, we confirmed that there are frames in the ground truth
task where even humans find it difficult to classify the shot type because of mixed two shot type.
This portion accounts for a fraction of the 4% error rate, an example of which is shown in Figure 11.
Figure 11 was classified as a close-up in the ground truth work but was classified as a medium shot by
ResNet-50 and Yolact.
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4. Conclusions

The shot type decision is a very important pre-task in movie analysis because each shot contains a
lot of information, such as the emotions and the psychology of the characters and the space information.
In order to analyze a large number of movies, a technique that automatically classifies shot types is
required. Unlike previous studies, our study classified close-up shots, medium shots, and long shots
using preprocessing with semantic segmentation and ResNet-50. Throughout this study, shot types
were classified with an average accuracy of 94.9%, which is better than the average accuracy of 93% in
a previous study without semantic segmentation preprocessing. In particular, when categorized with
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ResNet-50 and Yolact, the performance improved by 3% to 96% accuracy, which is superior to the 93%
accuracy of the previous study.

As a result of analyzing the 4% error rate of the shot type classification using ResNet-50 and Yolact,
in a portion of the 4% error rate, there were frames in the ground truth task where it was difficult
even for humans to classify the shot type. To solve this, a further study will be conducted for shot
type classification using additional information from each segment based on instance segmentation
(which identifies different objects for each segment) instead of semantic segmentation.
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