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Featured Application: Sonic watermarking system that can embed the electrical network frequency
variation into audio recordings captured with modern recording devices that make the classic ENF
criterion ineffective by rejecting the mains hum.

Abstract: Methods for inspecting the integrity of audio recordings become a necessity. The evolution
of technology allowed the manufacturing of small, performant, recording devices and significantly
decreased the difficulty of audio editing. Any person that participates in a conversation can secretly
record it, obtaining their own version of the audio captured using their personal device. The recordings
can be easily edited afterwards to change the meaning of the message. The challenge is to prove if
recordings were tampered with or not. A reliable solution for this was the highly acclaimed Electrical
Network Frequency (ENF) criterion. Newer recording devices are built to avoid picking up the
electrical network signal because, from the audio content point of view, it represents noise. Thus,
the classic ENF criterion becomes less effective for recordings made with newer devices. The paper
describes a novel sonic watermarking (i.e., the watermark is acoustically summed with the dialogue)
solution, based on an ambient sound that can be easily controlled and is not suspicious to listeners:
the ticking of a clock. This signal is used as a masker for frequency-swept (chirp) signals that are used
to encode the ENF and embed it into all the recordings made in a room. The ENF embedded using
the proposed watermark solution can be extracted and checked at any later moment to determine if a
recording has been tampered with, thus allowing the use of the ENF criterion principles in checking
the recordings made with newer devices. The experiments highlight that the method offers very good
results in ordinary real-world conditions.
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1. Introduction

The current solutions for editing multimedia files allow almost anyone to modify them with
results that would not draw the attention of a listener. Free software suites exist, such as Audacity. In
this context, proving the authenticity of recordings has a great importance if they are to be used in a
court of law. Based on their purpose, audio forensics methods can be classified as follows:

• Methods for authenticity checking—have the goal to find the date and time of a recording, the
device that was used for recording, etc.

• Methods for integrity checking—aim to detect if the analyzed recording was modified in ways
that would change the meaning of the message [1,2].
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The solutions for checking the integrity of an audio recording are classified in two categories:

• Passive methods—investigate the artifacts caused by the editing operations such as double
compression [3], reverberation changes or, in the case of copy-move operations, consequences
of the editing (e.g., finding that certain words are uttered identically in the recording, which
is improbable in reality), etc. The great advantage of these methods is that they can be used
to analyse any recording. However, the degree of certainty of the result is not high enough to
consider them reliable. For example, double compression happens when audio recordings are
edited, but it cannot highlight if the meaning of the message has been modified;

• Active methods—rely on the insertion of auxiliary data during the recording. Those are extracted
in the integrity check process and compared with the reference data that were inserted when the
recording was captured. If the extracted data matches the reference, it can be concluded that the
integrity of the recording was preserved. These methods offer a much greater degree of certainty
about the offered result, but only the recordings that contain the auxiliary data can be checked.

One great breakthrough in both audio authentication and integrity checking was represented by
the ENF criterion [4]. This method is based on one key property of the electrical power distribution
network: the frequency of the electrical network signal varies randomly in time and is the same over
a large area. The variations around the nominal frequency are very small, but detectable. When
audio recordings are made in buildings connected to the power grid, the recording devices pick up
the electrical network signal. The picked-up signal is very small since the devices are designed to
prevent its capture because it contaminates the recording. To check the integrity of a recording, the
picked-up electrical network signal is extracted from it, then its frequency variation in time is estimated.
Finally, the extracted variation of the ENF is compared with a reference variation that is obtained by
monitoring the electrical network signal directly using monitoring stations [5]. Because the variation of
the ENF is the same over large areas, only a small number of stations that monitor the electrical network
and can deliver the reference ENF variation are needed to cover large territories. The reference ENF
variation can be obtained also from the power distribution and monitoring companies. To illustrate
the properties presented above, the variation of the ENF for one hour is shown in Figure 1. It was
measured by [6] on the 1st of January 2015, between 12:00 a.m. (00:00) and 01:00 a.m. (01:00), with one
second resolution.
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The ENF criterion can be classified both as an authentication and integrity check method. Because
the ENF varies randomly in time, the variation acts like a timestamp. Having available the reference
variation of the ENF over a long period of time, the moment when a recording was made can be
determined by extracting the ENF variation from it and computing the correlation with the reference
ENF variation [7]. The peak value will be found at the most likely recording moment. This favors
the method’s classification in the authenticity checking category. Discrepancies between the variation
of the ENF extracted from the analyzed recording and the reference indicate that the recording has
been tampered with. Cut, copy-paste, move, and other similar operations can be detected in this way,
showing that the method can be used for integrity checking of audio recordings. It is shown in [6], on
the information page that the mains frequency is the same in all the countries that are connected to the
synchronous grid, except short time fluctuations. Of course, the best results are obtained if the ENF is
measured locally, using commercial meters, for example the ones available from [6]. The ENF criterion
has a blend of characteristics of active and passive methods. It can be considered active because it
uses reference data, but also passive because the reference data is not embedded into recordings using
a certain developed method, but naturally, as a result of coupling between the power distribution
network and the audio recording devices.

The power line frequency (or mains frequency, ENF) has a nominal value of 50 or 60 Hz, depending
on the country. Most of the world adopted the 50 Hz system. Both values are in the audible range.
Depending on the performance of the audio recording devices, the power line signal can be picked up by
them, manifesting as a noise called mains hum. The ENF criterion became one of the industry-standard
multimedia forensics tools. A fully automated audio verification process based on it is used in the
United Kingdom [8] and Singapore [9]. As the technology advanced, the recording devices got better
at rejecting this noise, making the ENF criterion less effective.

A short review of the proposed solutions follows. In [10] the characteristics of various transforms,
like DFT (Discrete Fourier Transform), DCT (Discrete Cosine Transform), and DWT (Discrete Wavelet
Transform) are discussed in the context of audio watermarking. In [11], the authors present a singular
value decomposition (SVD) DWT-based watermarking algorithm that uses the statistical properties of
the DWT coefficients to determine the quantization steps for the signals to be watermarked. In general,
the transform-based algorithms are more resistant to various attacks, but they are more computationally
complex. Time-based watermark algorithms also exist, like [12–14]. These algorithms are characterized
by less required computation power, while also being less robust. Audio watermarking is still a topic
in which new advances arise [15–17].

The new sonic watermarking system proposed in this paper is different from most other algorithms
because it allows the use of the ENF criterion principles to analyse recordings made with new audio
recording devices. Besides this introduction, the paper is structured as follows: Section 2 describes the
fundamental requirements for an audio watermark suitable for integrity checking and authentication
of audio recordings, Section 3 thoroughly describes the proposed method starting with presenting the
scenario, all the involved signals, the watermark generator, the watermark extraction and processing
methods to determine the integrity of a recording, Section 4 presents and discusses the results, and
Section 5 concludes the paper.

2. Principles for Developing a Suitable Watermark

The underlying principles of a suitable watermark for authenticating and checking the integrity
of audio recordings are [18]:

1. The watermark should be embedded at the time of recording—embedding the watermark in a
recording at a later moment can be considered a malicious operation and contested. This principle
imposes computational complexity limits on the embedding method because it should work in
real time;
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2. The watermark should be captured by all the recording devices that are near to one another—all
the participants in a discussion can carry their own recording device and, if the watermark is
embedded only in some of the recordings, a dispute about what recording is authentic can start;

3. The embedding of the watermark should not be noticeable—if people know that a watermarking
process is running, they could be reserved in their declarations and the flow of the conversation
could be affected by it. Thus, it should be kept secret and the embedding operations should not
rise suspicion;

4. The watermark should be secure—only authorized persons should be able to extract
the watermark.

All the principles presented here are found in the case of the ENF criterion scenario. The security
principle is found because, considering the fact that the picked-up power line signal is very small,
intense signal processing knowledge is needed to reliably extract the ENF from an audio recording. In
the process of developing an audio watermarking method compatible with new recording devices,
the first two principles are met if sonic watermarking is used. Let us stress that the third principle
does not necessary imposes that the watermark should be inaudible. It only needs to avoid raising the
suspicion of the participants. The embedding methods should be chosen to satisfy the fourth principle.
In [19], the authors propose a sonic watermarking scheme compliant with the four principles defined
above, in which ticking sounds are used to mask one low frequency chirp signal. The watermark is
embedded as the temporal distance between ticking sounds. Some disadvantages of the proposed
system are the small value of the time-bandwidth product of the chosen chirp signal, thus affecting the
detection process, the requirement to use speakers with large dimensions to play the low frequency
chirp signal in the room making the system hard to conceal, and the placement of the chirp signal
outside the audio bandwidth (starting from 10 Hz), thus risking its filtering by the recording device.
The effects of the sound propagation are not considered, and a security issue is present in the form of
using a periodic time delay sequence between the ticking sounds (therefore a cut operation equal to
the length of the sequence cannot be detected and, similarly, a well-placed copy-paste operation can
pass undetected). The system was improved in [20], where the advantages of using a high frequency
chirp signal instead of the low frequency one are highlighted, the effects of the sound propagation are
investigated, resulting that the high frequency chirp version gives much better results than the original,
allows the reduction of the physical dimensions of the system (because smaller speakers are required
to play high frequency sounds), thus improving the concealment, and also solving the aforementioned
security problem by setting the time delays between ticking sounds using a pseudorandom sequence.
The system presented in this paper is further improved based on the advantages brought by embedding
the ENF.

3. Materials and Methods

A sound that could exist in almost any room and would not draw attention to it is the ticking of a
clock. It satisfies the first three principles but cannot be considered a watermark because it carries no
information. In the proposed system, it acts as a masker for a variable number of chirp signals that
encode the ENF information. This combination of signals satisfies all the four principles. The blend of
sounds propagates through the room where it is mixed with the speech signal and then the result is
captured by the recording devices, according to the sonic watermarking definition. A scene in which
the system is used is presented in Figure 2.

In this section, the proposed system is described, starting with the signals that are involved
and continuing with the operations that are made to generate the watermark. Then, the method for
extracting it is presented, continuing with describing the methods for checking the integrity of the
watermarked audio recordings. Finally, the effects of the sonic watermark’s propagation through
rooms are analyzed.
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Figure 2. The proposed sonic watermarking system is disguised as a clock. The mixture made from the
ticking sounds and the chirp signals masked by them (i.e., the watermark) is played in the room. The
recording devices in the room capture the mixture and the dialogue. In this way, the watermark is
embedded in all the recordings.

3.1. Signals Involved in the System

Three categories of signals are involved in the system: the speech signals, the ticking sound that
imitates the ticking of a real clock and the chirp signals. The ticking sound acts as a masker for the chirp
signals. The second and third categories of signals participate in the synthesis of the sonic watermark.
The mixture of the signals from the three categories is captured by the recording devices.

3.1.1. The Speech Signal

The speech signal has most of its energy concentrated at frequencies lower than 8 kHz, as it
results from [21] where a study about the bandwidth of the speech signal was conducted, for multiple
languages, based on the long-term average spectra. High quality speech applications consider the
bandwidth of speech to be 7 kHz according to the ITU-T recommendation shown in [22]. The insertion
of the watermark in the recordings is made by making the speech and the watermark to coexist in
the room. Because the watermark should be easily extracted from the recording at a later moment, it
should not overlap the bandwidth of the speech signal. In this way, the SNR (Signal to Noise Ratio) is
improved, and the extraction of the watermark is facilitated (i.e., in this situation, when computing the
SNR, it was considered that the watermark plays the role of the signal and the speech signal is the
noise). The situation was similar in the classical ENF criterion situation where the power grid signal
that was picked-up had very low frequencies, below the inferior limit of the speech bandwidth, thus
the bandwidth overlap was naturally avoided.

3.1.2. The Ticking Sound

It represents the first component of the sonic watermark. The main role of the ticking sound is to
be an unsuspected, naturally encountered masker for the second component of the watermark (i.e.,
the chirp signals) described in the next subsubsection. These kinds of signals have the properties of
impulses, which are characterized by large bandwidth (in this case, up to 16 kHz), as can be observed
in Figure 3. This property plays an essential role in the masking process, detailed in Section 3.2.2, point
5. The temporal distance between consecutive tick sounds can be exploited for watermarking. It can be
made to deviate from a second, but not too much, or this could draw the attention of the people who
hear it. The control of these slight deviations represents a new degree of freedom in the design because
it can be used to embed additional watermark data. The temporal distance between the ticking sounds
carries the room identifier information.
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Figure 3. A recording of the acoustic signal produced by a mechanical clock: (a) Time domain
representation highlighting the impulsive nature of the ticking sounds; (b) The spectrogram of the
signal illustrated in panel (a) highlighting the large bandwidth of this type of audio signals.

3.1.3. The Chirp Signals

They represent the second and the most important component of the sonic watermark because
they are used to embed the ENF information. Chirp signals have the frequency variable in time. The
frequency variation could follow linear or nonlinear laws. Linear chirp (i.e., chirp signals with linear
variable frequency) are used in the system proposed in this paper and are very well detailed in [23].
These signals are used in many applications such as radar, echolocation, and remote sensing of cosmic
ray induced air showers because they can be detected in harsh SNR conditions. The mathematical
expression of a chirp signal centered around the time origin (i.e., t = 0) can be written as:

cs(t) = rect
( t

Ts

)
cos

(
2π fMt− πst2

)
, (1)

where s is a parameter that controls the frequency sweep rate, measured in Hz per second and
has positive values for down-chirp signals (the start frequency of the chirp is larger than the final
one) or negative values for up-chirp signals. The other parameters are defined as Ts = ( fU − fL)/s,
representing the duration of the chirp (expressed in seconds), where fU and fL are the upper and,
respectively, lower limits for frequency, fM = ( fU + fL)/2, and rect(·) is the rectangular function
defined as:

rect(x) =


0, if |x| > 1

2
1
2 , if |x| = 1

2
1, if |x| < 1

2

(2)

To exemplify, the waveform of an up-chirp signal with the frequency sweep rate equal to
s = −45 Hz/s, fU = 50 Hz, fL = 5 Hz and its instantaneous frequency variation are depicted in Figure 4.
Let us stress that a negative frequency sweep rate is necessary in (1) to obtain an up-chirp signal, while
a positive value would lead to generating a down-chirp signal.
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3.2. Method for Generating the Sonic Watermark

To ease the understanding of this subsection, the main objective of the proposed sonic watermarking
system is reminded: embedding the ENF variation in all the recordings made in the room where the
proposed sonic watermarking system is placed, even when newer recording devices that reject the
mains hum are used. In this way, the proposed system allows the usage of the acclaimed ENF criterion
principles also in these conditions. The block diagram of the proposed sonic watermark generator is
illustrated in Figure 5. The data that is embedded in the recordings (i.e., the sonic watermark consisting
of the ENF variation and a room identification number) come from external measurement devices (the
ENF) or set when the system is installed (the room ID). Those data input blocks are illustrated with
yellow in Figure 5. The watermark is transmitted acoustically using two categories of sounds: chirp
signals (as main data carriers) and ticking sounds (to mask the chirp signals). The blocks that generate
the audio signals in Figure 5 are colored in blue. Two signal processing blocks are required in the
watermark generator: one for increasing the SNR of the chirp signals with respect to the ticking sounds
to improve the watermark extraction performance and another used to embed the room ID by slightly
delaying the audio mixture. The delays should be imperceptible by the human auditory system (HAS).
In Figure 5, the signal processing blocks are shown in gray. Each block is described in further detail.
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Figure 5. The block diagram of the proposed sonic watermark generator. The yellow blocks deliver the
data to be embedded in the recordings, the blue blocks are the controlled audio signal generators, the
gray blocks are signal processing stages, and the green block is the output stage, the speaker, playing
the sonic watermark in the room.

3.2.1. The Data Input Blocks

• The ENF measurement system—Provides the primary data for the sonic watermark. The proposed
system receives the value of the ENF averaged over one second, every second. The measurement
should be made with great resolution, at least 10−2 Hz. Systems that offer 10−3 Hz exist [6]. In
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the design process of the proposed system, the resources were allocated according to these finer
measurements. This approach allows the system to work also with ENF measurement devices
that offer coarser measurements (10−2 Hz resolution). According to the power grid specifications
in [24], the variation of the ENF is in the range of 50 ± 0.2 Hz. If the measurement of the ENF is
made with a resolution equal to 10−3 Hz, 401 values are obtained (from 49.8 Hz to 50.2 Hz with a
0.001 Hz step size) which can be binary encoded using 9 bits. The ENF measurement is not the
main subject of this paper and this is the reason those systems are not thoroughly detailed here.
They are well documented in [25]. For this work, the ENF values measured at each second for the
year 2015 were analyzed, because they were made available by [6]. Their histogram was computed
and illustrated in Figure 6. It can be observed that the data follows a normal distribution with the
estimated mean equal to 50 Hz, and the standard deviation equal to 20.279 · 10−3 Hz.
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Figure 6. The histogram of the ENF values measured by [6] in the year 2015 with a 1 s resolution. It
can be observed that the data follows a normal distribution (illustrated in red color). The parameters
of the normal distribution that fits the data are the mean µ = 50 Hz and the standard deviation
σ = 20.279 · 10−3 Hz.

• The room identification number (room ID)—represents the secondary information carried by the
sonic watermark. The room ID is an integer number set once when a sonic watermark system is
installed in a room. It can be used later to precisely determine the room in which the conversation
that is investigated took place. Because no two rooms should have the same identifier, this number
should be assigned automatically by an external room management system (e.g., a server that
holds a database of the rooms in which sonic watermarking systems are installed). The room ID is
used as the seed of a pseudorandom binary sequence (PRBS) generator. The generator delivers
one bit per second.

3.2.2. The Audio Signal Generator Blocks

• The ticking sounds player delivers sounds that imitate the ticking of a mechanical clock at time
intervals equal to one second. Those sounds are recorded from a real mechanical clock and then
played in an infinite loop. Care must be taken when preparing the loop because it should have a
duration equal to an integer number of seconds. In this way they will sound natural and will not
draw the attention of the people around them, even if listened for long periods. The longer the
recording is, the more natural it will sound, and the less likely is to be suspicious for a listener
when played on repeat. The ticking sounds are used to mask the chirp signals that carry the
ENF information.
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• The chirp signals generator—Synthesizes the chirp signals that encode through their presence or
absence the value of the ENF received from the ENF measurement system. It is the block with the
greatest importance in the design and is thoroughly described onwards. This block is designed to
maximize the probability of detecting the chirp signals in the process of checking the integrity of
the audio file that has the proposed sonic watermark embedded in it. The following principles
were followed when the parameters of the chirp signals were designed:

1. The chirp signals should not be removed by the audio recording devices. Therefore, they
should be placed inside the audio bandwidth, between 20 Hz and 20 kHz. The farther away
from these limits they are placed, the higher the chance that they will not be removed.

2. The chirp signals should be able to be played using small speakers, because the overall
dimensions of the sonic watermark generator should not exceed the dimensions of a table
clock, given the scenario explained at the beginning of Section 3. Therefore, the chirp signals
should be placed at high frequencies so speakers of small dimensions can play them.

3. The chirp signals should not share bandwidth with other signals. It was shown in [23] that
noise can determine false detections when matched filters are used as chirp signal detectors.
The filter matched to a certain signal is given by the time reflected and delayed version of
that signal. According to [21,22], the high limit of the speech signals’ bandwidth is 8 kHz.
Therefore, the chirp signals should be placed at frequencies over 8 kHz so they will not
overlap the bandwidth of the speech signals, minimizing the occurrence of false detections
determined by the speech signals.

4. The duration of the chirp signals should be similar to the duration of the ticking sounds so
simultaneous auditory masking principles can be used. Therefore, a duration of 45 ms was used.

5. The presence of the chirp signals should not be perceived by the human auditory system
(HAS). Therefore, auditory masking principles should be used to minimize the probability
of their detection by persons. The masker of the chirp signals is the ticking sound that is
naturally quiet. In these conditions the non-simultaneous auditory masking (i.e., forward
masking) cannot be used because the masking threshold decreases very fast after the masker
signal disappears and it is lower than the level of the masker [26]. Simultaneous masking
remains to be used. The simultaneous masking exploits the organization of the HAS as an
array of overlapping band-pass filters (i.e., auditory filters). The bandwidth of each filter is
called critical band [27] and it increases as the central frequency increases. The masking effect
is stronger if the masker occupies most of the critical band, and the masked signal only a small
portion of it. This is likely to happen in the case of the proposed sonic watermark because
the ticking sound (i.e., the masker) has a wide bandwidth, as shown in Section 3.1.2. This is
an argument for having narrow bandwidth chirp signals, placed at high frequencies where
the critical bands are larger. To improve the auditory masking performance even more, only
one chirp signal should be placed in each critical band. Auditory filters can be characterized
using the equivalent rectangular bandwidth (ERB). In this convenient approach, the filters
are treated as rectangular band-pass filters [28–30]. The ERB can be computed, for young
listeners and moderate sound levels, according to [31], with the following formula:

ERB( f ) = 6.23 · f 2 + 93.39 · f + 28.52, (3)

where f is the central frequency of the filter in kHz. The results in [31] are given for
frequencies between 124 Hz and 6.5 kHz and show an increase of the ERB with the frequency.
Later results shown in [32] propose another mathematical relation for estimating the ERB:

ERB( f ) = 24.7 · (4.37 · f + 1). (4)
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The values for ERB obtained using (4) are smaller than the ones estimated by (3). Therefore, for
the proposed sonic watermark, the bandwidth of the chirp signals is chosen to be 240 Hz and they are
distributed one in each critical band using (3), minimizing the chances that two or more chirp signals
will be placed in the same critical band. Based on (3), if the first chirp signal occupies the frequency
interval from 8 kHz to 8.24 kHz, the 9th chirp will still be in the audio bandwidth, up to 17.2 kHz.
Neither (3) or (4) give accurate results for frequencies over 10 kHz, so the worst-case estimation was
considered, using (3) (i.e., the chirp signals may be spread more than the minimum necessary, thus
improving the masking performance).

The frequency ranges of the nine chirp signals that are used in the proposed system, designed
according to the above-mentioned five principles, are summarized in Table 1. All nine signals have the
same bandwidth, equal to 240 Hz, and the same duration, equal to 45 ms.

Table 1. The frequency range occupied by the nine chirp signals.

Chirp Signal Identifier Frequency Range (kHz) Chirp Signal Identifier Frequency Range (kHz)

c0 8–8.24 c5 12.6–12.84
c1 8.72–8.96 c6 13.92–14.16
c2 9.54–9.78 c7 15.34–15.58
c3 10.46–10.7 c8 16.96–17.2
c4 11.48–11.72

The ENF measurement system considered in this design, presented in Section 3.2.1, delivers the
ENF value with a resolution equal to 10−3 Hz. The received value is processed according to the flow
diagram illustrated in Figure 7 to obtain the nine bits (from b1 to b8) that are used further to control the
presence or absence of the nine chirp signals that are mixed with the ticking sound.
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Figure 7. The flow diagram illustrating the processing that is made to convert the ENF value received
from the measurement device to the nine bits that are used further to synthesize the output signal of
this block.

If B is a row vector containing the values of the nine bits, and C is a matrix containing on each
row the samples of each chirp signal ci with i = 0, 8, the output signal of this block, denoted with Cout,
is a mixture of chirp signals that can be obtained using the following relations:

B = [b0, b1, b2, b3, b4, b5, b6, b7, b8],
ci = [ci0, ci1 · · · ciL−1]

T, i = 0, 8, L = 45 · 10−3
· Fs,

C = [c0, c1, c2, c3, c4, c5, c6, c7, c8]
T,

Cout = BC ·w(L),

(5)

where Fs is the sampling frequency, {·}T is the transposition operator, and w(L) is a Hamming window
with the length equal to L. This method of encoding the ENF is based on the information illustrated
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in Figure 6 where it can be observed that the most probable values for the ENF are around 50 Hz.
Furthermore, by studying the properties of the ticking sounds shown in Figure 3 and the frequency
range of the chirp signals in Table 1, it can be concluded that c8 could fall outside the bandwidth of the
ticking sound, making the auditory masking less efficient. Therefore, the probability of occurrence of
the chirp signals should decrease from c0 to c8. A signed and magnitude representation (SMR) helps in
this case, b0 being equal to “1” if the ENF value is greater than or equal to 50 Hz, and “0” otherwise,
while b1 to b8 are used to binary encode the absolute deviation of the ENF value from 50 Hz. The least
significant bit (LSB) is b1. It should be noted that the value of the standard deviation in Figure 6 is
σ = 20.279 · 10−3 Hz, so in 99.7% of the cases the deviation from the nominal value of the ENF (i.e.,
50 Hz) can be encoded using only six bits because 3 · σ = 60.837 · 10−3 Hz. In conclusion, c7 and c8 (i.e.,
the chirp signals that could suffer from inefficient auditory masking) will be used very rarely.

3.2.3. The Signal Processing Blocks

• The SNR improvement block—Consists of a filter bank with nine bandstop filters used to increase
the chirp-to-tick sound SNR. It was detailed in [23] that noise in the same bandwidth with the
chirp signals can determine false chirp detections if a matched filter and threshold comparator is
used as the detector. To minimize the probability of false chirp detections, the ticking sounds are
filtered using 9 bandstop filters to remove their spectral content existent at frequencies occupied
by the chirp signals. Because the stop bands of those filters are very narrow compared to the
corresponding critical bands, the filtering effect is inaudible. The magnitude response of this
signal processing block is illustrated in Figure 8.
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Figure 8. The magnitude response of the SNR improvement signal processing block.

• The controlled delay line—Is used to encode auxiliary information by deviating the temporal
distance between the ticking sounds by a small amount. The auxiliary information that is encoded
is the room identification number. The input data of this block are the bits of the PRBS generator
with its seed equal to the room ID. The bits of the binary sequence switch on or off the controlled
delay line (“1”→ delay line active, “0”→ delay line bypassed). When active, the block delays
the input signal with ∆t = 20 ms. The signal at the input of this block is a mixture made of the
filtered ticking sound and the chirp signals corresponding to the current ENF value. Changing the
state of the delay line should be done between ticks, to avoid the occurrence of audible artifacts.
An example of the delay line functioning is shown in Figure 9 along with the bits of the PRBS
generator that are used to control it.
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Figure 9. The functioning of the controlled delay line. When active (i.e., input bit equal to “1”), it
delays the input signal with ∆t = 20 ms.

3.3. Method for Extracting the Watermark

3.3.1. Extracting the Chirp Signals and the Enf Information

If stationary white Gaussian noise is considered to be the perturbator signal, the optimal detector
for a chirp signal is a matched filter succeeded by a threshold comparator, as demonstrated in [33].
The detection of chirp signals is also thoroughly studied in [23]. The detection of the chirp signal
illustrated in Figure 4a in harsh SNR conditions (SNR = −10 dB) using a matched filter is demonstrated
in Figure 10.

Appl. Sci. 2020, 10, x FOR PEER REVIEW 13 of 26 

 

 

(a)  (b)  (c) 

Figure 10. Chirp signal detection in harsh SNR conditions using a matched filter: (a) The chirp signal 

heavily affected by noise; (b) The impulse response of the matched filter; (c) The output of the 

matched filter. 

Mathematically, considering a signal denoted with  z t , the filter matched to this signal, 

denoted with  matchedz
h t

  can be written as    matchedz z
h t z T t


  , where 

z
T is the duration of the 

 z t  signal. In the example shown in Figure 10, the duration of the chirp signal is one second, it is 

located from second 1 to second 2 in Figure 10a but cannot be observed directly because it is drowned 

in noise. The impulse response of the matched filter can be observed in Figure 10b, and the response 

of this filter to the signal illustrated in Figure 10a is shown in Figure 10c. Even in this harsh SNR 

condition, the matched filter can sense the presence of the signal that it is matched to [34]. It can be 

observed in Figure 10c that a large value is obtained after exactly 2 s, indicating that the chirp signal 

corresponding to the matched filter was detected, and it is located from second 1 to second 2 in the 

input signal. The detector of the chirp signals was designed based on this principle. Its block diagram 

is shown in Figure 11. 

 

Figure 11. The block diagram of the chirp signals detector. 

The values , 0,8ib i
 are the estimates of the bits encoding the ENF value, and , 0,8,

i
th i   are 

the comparators’ threshold values. 

The recorded signal is filtered using the nine matched filters corresponding to the nine chirp 

signals. The output signal of a matched filter will be large if the corresponding chirp signal was 

present in the input signal, as demonstrated in Figure 10. Its presence can be detected using a 

Figure 10. Chirp signal detection in harsh SNR conditions using a matched filter: (a) The chirp
signal heavily affected by noise; (b) The impulse response of the matched filter; (c) The output of the
matched filter.
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Mathematically, considering a signal denoted with z(t), the filter matched to this signal, denoted
with hz−matched(t) can be written as hz−matched(t) = z(Tz − t), where Tz is the duration of the z(t) signal.
In the example shown in Figure 10, the duration of the chirp signal is one second, it is located from
second 1 to second 2 in Figure 10a but cannot be observed directly because it is drowned in noise. The
impulse response of the matched filter can be observed in Figure 10b, and the response of this filter
to the signal illustrated in Figure 10a is shown in Figure 10c. Even in this harsh SNR condition, the
matched filter can sense the presence of the signal that it is matched to [34]. It can be observed in
Figure 10c that a large value is obtained after exactly 2 s, indicating that the chirp signal corresponding
to the matched filter was detected, and it is located from second 1 to second 2 in the input signal.
The detector of the chirp signals was designed based on this principle. Its block diagram is shown in
Figure 11.
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The values b̃i, i = 0, 8 are the estimates of the bits encoding the ENF value, and thi, i = 0, 8 are
the comparators’ threshold values.

The recorded signal is filtered using the nine matched filters corresponding to the nine chirp
signals. The output signal of a matched filter will be large if the corresponding chirp signal was present
in the input signal, as demonstrated in Figure 10. Its presence can be detected using a comparator. If
the signal is larger than the threshold, the output of the comparator is “1”, and “0” otherwise. Two
ways in which thi, i = 0, 8 can be set are:

1. The system can be remote controlled to emit all the chirp signals with the next ticking sound,
bypassing the measured ENF value for that second, and encoding a value equal to 50.255 Hz
which has a very low probability of occurrence in a real power grid. This will determine maximum
values at the output of the matched filters in the receiver. The threshold can be set slightly lower
than the maximum value. It was determined through experiments that threshold values 5 dB
lower than each maximum can be used.

2. The detector can exploit the property that maxima in the output signal of the matched filters can
occur at most once per second. The global maximum value of each signal can be found, and the
threshold set 5 dB lower than it. After this, the temporal distances between the peaks that were
greater than the set threshold can be evaluated. If those are smaller than 1 s it results in that the
respective chirp signal was never sent, and what is sensed is the effect of noise and speech signals,
because the threshold is set too low. In this case, all the bits corresponding to that chirp signal
should be set to “0”.

Finally, the estimated ENF value can be found using:

ẼNF = 50 + (−1)1−b0 · 10−3
8∑

i=1

b̃i · 2i−1. (6)
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3.3.2. Extracting the Pseudorandom Binary Sequence

The method used for generating the chirp signals guarantees that at least one will be present in
the sonic watermark at any second, no matter the value of the ENF. This means that a peak value will
be obtained at the output of at least one matched filter every second. The room identification number
information is contained in the temporal distance between the peaks corresponding to consecutive
seconds. Extracting the bits of the PRBS is done according to the flowchart illustrated in Figure 12.
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Figure 12. The flowchart for extracting the pseudorandom binary sequence carrying the auxiliary room
identification information.

This part of the detector monitors the temporal distance between any consecutive peaks, denoted
with ∆̃t. Therefore, ∆̃t can have only three values, ideally: ∆̃t = 0.98 s, ∆̃t = 1 s or ∆̃t = 1.02 s. In the
practical implementation, the classification tolerance was set to ±5 ms. In the event when the distance
between peaks cannot be classified in any of the three presented situations, the respective part of the
signal is marked for investigation because it is a clue of malicious intervention. Then the procedure is
restarted for the rest of the signal, and the results are saved in a new sequence.

3.4. Methods for Checking the Integrity of the Watermarked Audio Recordings

The methods for investigating the recording are based on the principles of the ENF criterion. Data
extracted from the recording is compared with the reference, provided by a monitoring station as in [6].
The comparison is usually made using the cross-correlation function [7], computed using:

XCLs(k) =
[(

ẼNF− 50
)
∗̂ (ENF− 50)

]
(k) =

Ls−1∑
i=0

(
ẼNFi − 50

)
· (ENFi+k − 50), (7)

where {∗̂} is the correlation operator, ẼNF is the vector containing the estimated ENF values, Ls is its
length, ENF is the vector containing the reference ENF values, ẼNFi and ENFi represent the ith samples
of the respective vectors. Therefore, XCLs is the vector that contains the samples of the cross-correlation
function. The nominal value of the ENF (i.e., in this case 50 Hz) would dominate this result. To avoid
this, it is subtracted from both sequences. The temporal index where the cross-correlation has the peak
value is expected to indicate the moment when the recording was captured. In this case, the temporal
resolution of the ENF data is one second, leading to poor localization results using cross-correlation,
as can be observed in Figure 13. Three localization results are shown, for durations of the recorded
signal equal to tref = 1200 s (20 min), 10 · tref, and 100 · tref. It is clear that the latter two values are
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unlikely to be found in real-world situations. They are used here only to demonstrate that in the
case of the proposed system, the cross-correlation can locate the moment of the recording only when
its length is in the range of hundreds of minutes. In this demonstration, the recorded signal had a
cut equal to 2 s in it (i.e., two consecutive values of ENF were lost), and perfect ENF recovery was
considered for the other values. Thus, using the cross-correlation to find the moment of the recording is
disadvantageous because of the temporal resolution of the ENF (i.e., 1 s). However, the great advantage
of the proposed system is that it uses ENF values that are discrete, with the representation resolution
equal to 10−3 Hz. If their transmission and extraction are done without errors, the extracted values and
the corresponding reference values will be equal. Because of this, much better results are obtained if
the recording moment is searched using the root-square-error (RSE), computed as:

RSELs(k) =

√√√Ls−1∑
i=0

(
ẼNFi − ENFi+k

)2
. (8)
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Figure 13. The performance in localizing the moment of recording based on the cross-correlation
function with various durations of the recording (tref = 1200 s = 20 min, 10 · tref, and 100 · tref) and the
localization performance obtained using the RSE. In all four cases, a two-seconds cut operation was
considered in the recording. The best performance is obtained using the RSE, while the cross-correlation
requires a much longer recording (at least 10 times the duration used for RSE) to give notable results.

The resulted values are stored in a vector denoted with RSELs . The start of the recording is given
by the temporal index where the RSE is minimum. It can be observed in Figure 13 that it precisely
locates the recording’s starting moment, even when its duration is in the range of tens of minutes. In
the same situation, the cross-correlation fails to locate the recording moment. The minimum value of
the RSE is not equal to zero in this example case because of the aforementioned two-seconds cut in the
recorded signal, determining the missing of two ENF values. The reference ENF sequence for this
demonstration contained the variation over one year.
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3.4.1. Identifying a Cut Region Larger Than One Second

In this scenario it is considered that at least q seconds of unmodified recording exist before and
after the cut. Larger values of q lead to greater confidence levels of the results. Both the extracted
ENF variation and the auxiliary PRBS participate in this investigation. Firstly, the recording moment
is found by determining the kmin index for which RSELs(kmin) is minimum. After this, N vectors are
computed using:

DENF,Ls,N =
[
dkmin+N, dkmin+N+1 · · · dkmin+N+Ls−1

]
, N = −p, p, di = ENFi − ẼNFi−kmin−N+1. (9)

where p is an integer parameter that defines the limits of a search window around the moment kmin.
From the N vectors it is selected the one in which the first at least q values are equal to zero, denoted
with DENF,Ls,Nstart . Then, the actual consecutive trailing zeros from that vector are counted and the result
represents the candidate for the starting moment of the cut, found using the ENF information and
denoted with cutstart,ENF. Next, the duration of the cut can be determined by finding in the N vectors
the one has the last at least q values equal to zero, denoted with DENF,Ls,Nend . The duration of the cut is
found as the difference between Nend and Nstart. The same approach is followed using the extracted and
reference PRBS, resulting the cut starting moment candidate denoted with cutstart,PRBS. The identified
cut moment is found as cutstart = min

{
cutstart,ENF, cutstart,PRBS

}
. To ease the understanding of this

process, an example is shown in Figure 14.
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Figure 14. Signals involved in identifying a cut region larger than one second (a) The reference ENF
signal. Three parts are highlighted: the part before the cut (yellow), the part that has been cut (green)
and the part after the cut (magenta); (b) The ENF signal extracted from the tampered recording (the cut
part is missing). (c) The DENF,Ls,Nstart vector, Nstart = −30;(d) The DENF,Ls,Nend vector, Nend = 0.
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In the example shown in Figure 14, the detection of the placement and duration of a cut operation
is demonstrated. It is considered that the original, unmodified recording has a duration of 20 minutes,
for ease of understanding the process. The top panel in Figure 14, (a), shows the variation of the ENF
recorded by a monitoring station as in [6] over an interval of 20 min, starting at the 1097506th second
of the year, meaning it is in the 12th day of the year. This signal would have been extracted from an
unmodified recording made at that time. Three parts were highlighted on this signal: the part before
the cut, represented in yellow, the part that was removed from the signal (i.e., the cut part), shown in
green, and the part after the cut, highlighted with magenta. The cut in this example was 30 s long, to
make it visible on the plots. The (b) panel from Figure 14 shows the ENF variation extracted from the
tampered recording. Formula (8) is applied to the reference ENF signal (the variation over one year)
and the extracted signal, to find the moment of the recording, by finding kmin. After this, 2p + 1 vectors
are computed using (9), denoted with DENF,Ls,N, where N = −p, p, operation done to search the two
vectors of great importance: DENF,Ls,Nstart and DENF,Ls,Nend , described above. The DENF,Ls,Nstart vector
was found for N = −30, therefore Nstart = −30. The DENF,Ls,Nend vector was found for N = 0, thus
Nend = 0. This happened because the cut is done in the first half of the signal (i.e., the part highlighted
with yellow is shorter than the part highlighted in magenta), and consequently, DENF,Ls,Nend has more
zeros in it than DENF,Ls,Nstart . If the cut is done in the second half of the signal, it is most likely that
DENF,Ls,Nstart will be found for N = 0. Then, the cut start can be found by counting the consecutive
zeros in the DENF,Ls,Nstart signal, as it also can be observed in Figure 14, panels (b) and (c). The duration
of the cut is found as Nend −Nstart = 30 s.

3.4.2. Identifying a Cut Smaller Than One Second

In this scenario, the watermark property that is investigated is the temporal distance between
consecutive ticking sounds, monitored as it was explained in Section 3.2.2. If a value for ∆̃t is smaller
than 0.975 s, and the entire extracted ENF sequence matches the corresponding part of the reference, it
indicates that a cut operation was made in this time interval. The value of 0.975 s is used as inferior
limit because of the classification tolerance explained in Section 3.3.2. It was shown in [35] that the
minimum voice activity duration can be considered 60 ms. The duration of the cut can be found using
the auxiliary pseudorandom binary sequence. An approach similar to Section 3.4.1 is done. The aim
is to find the value of the reference PRBS that was expected for the interval where extracted ∆̃t was
smaller than 0.975 s. The extracted PRBS is compared with the reference PRBS using the RSE. After
finding kmin, N vectors are computed using a customized version of (9) by replacing the ENF with the
values of the PRBS. From the N vectors, the one with the most consecutive trailing zeros is selected,
denoted with DPRBS,Ls,Nstart , for consistency with Section 3.4.1. The number of consecutive zeros in the
selected vector is stored in zN. Finally, the value of the cut duration can be found using two consecutive
samples of the reference PRBS sequence, as shown in Table 2.

Table 2. Determining the cut duration if the selected vector has the sequence of consecutive zeros
placed at the beginning.

PRBS(kmin+Nstart+zN) PRBS(kmin+Nstart+zN+1) Cut Duration

0 0 1− ∆̃t
0 1 1.02− ∆̃t
1 0 0.98− ∆̃t
1 1 1− ∆̃t

3.5. The Effects of the Propagation of the Sonic Watermark Through the Room

The propagation of the watermark and the speech signals through the room will be affected by
the acoustic properties of that room [36]. Those can be modeled using a finite impulse response (FIR)
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filter, with its impulse response denoted with hroom(t), allowing the writing of the recorded signal,
denoted with r(t), as:

r(t) = [s(t) + w(t)] ∗ hroom(t), (10)

where w(t) is the sonic watermark (the filtered ticking sound summed with the corresponding chirp
signals), s(t) represents the speech signals, and {∗} is the convolution operator. This approach for
modeling audio systems involving sound propagation is found in [37,38]. The acoustic impulse
response of common meeting rooms negatively influences the propagation of the sounds at low
frequencies, because of the room’s modal behavior [39] determined by the construction symmetries
(i.e., cuboid shape) and materials (i.e., hard walls). At low frequencies, the reverberation time of rooms
is usually larger than at high frequencies. The acoustic characterization of materials is usually done up
to frequencies of 4 kHz or, more rarely, 8 kHz [40] because at higher frequencies the acoustic wave’s
attenuation caused by its propagation through air becomes dominant, and the effect of reflections can
be ignored. The effects presented here are arguments that suggest the placement of the chirp signals at
higher frequencies.

4. Results and Discussion

The proposed method was implemented using Matlab. For the ease of experiments’ reproduction,
the resources that participated in the process are presented onwards. Clock ticking sounds can be
found online as free audio sound effects [41]. The effects of the sound propagation were investigated
using acoustic impulse responses of two environments: a meeting room and a lecture room [42]. The
reverberation time of the two acoustic environments used in the experiments were calculated using the
Schroeder integration method. The found values are: RT60_meeting = 0.244 s and RT60_lecture = 0.861 s.
The reverberation time (RT60) is the time it takes for the sound pressure level to decrease by 60 dB,
after a sound source is abruptly switched off. The first 100 vocal signals available in the Carnegie
Mellon University database [43] were used in the experiments. This section shows the results in two
test scenarios:

1. The watermark extraction performance depending on the power ratio (PR) between the voice
signal and the sonic watermark, while keeping the power ratio between the watermark’s
components constant, and on the power ratio between the watermark components, while keeping
the power ratio between the voice signal and the sonic watermark constant. This experiment was
made in the two studied acoustic environments: a meeting room and a lecture room;

2. The performance of detecting forgeries done using audio cut operations.

4.1. Watermark Extraction Performance

The flow diagram showing the processes of the experiments done to characterize the watermark
extraction performance is illustrated in Figure 15. Two types of experiments were conducted, depending
on the power ratios between the signals in the recorded mixture. We remind here that there are two
main components in the recorded signal: the speech signal and the sonic watermark that is composed
of the clock ticking sounds and the chirp signals. A database containing the ENF value for each second
over one year available from [6] was used. The experiments were run 100 times for each power ratio,
for each of the 100 speech signals from [43]. For each speech signal, a random part of the ENF variation
was selected, according to its duration. Then, the sonic watermark was generated as described in
Section 3.2, using the imposed power ratio between the watermark’s components. After this, the sonic
watermark is mixed with the speech signal at the required power ratio, then the obtained mixture is
filtered using the acoustic impulse response of the environment (meeting room, lecture room). The
method described in Section 3.3 is used to extract the ENF information from the recorded signal. The
extracted sequence is compared with the reference one. The preferred evaluation was harsh, the result
being either success (100% recovery) or failure (even in the case of 99% the recovery, for example).
Even if one ENF value from the whole sequence was not extracted correctly, it is still considered a
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failure. Since the experiment is run 100 times for each power ratio, the number of successful runs, in
which the ENF sequence was perfectly recovered, gives the probability of correct extraction.
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Figure 15. The flow diagram describing the processes of the experiment done to characterize the
watermark extraction performance.

In the first experiment, the power ratio between the speech signal and the sonic watermark was
varied between 6 dB and 20 dB, while holding constant the power ratio between the components of the
sonic watermark (ticking sounds to chirp signals) at 20 dB. A total of 3000 runs were done to obtain
the variation (100 for each power ratio, for the two acoustic environments). The results are illustrated
in Figure 16a). In the second experiment, the power ratio between the speech signal and the sonic
watermark was held constant to 6 dB, while the power ratio between the components of the sonic
watermark (ticking sounds to chirp signals) was varied between 20 dB and 30 dB. A total of 2200 runs
were done to obtain the variation. The results are shown in Figure 16b.
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Figure 16. (a) Probability of correct watermark detection depending on the PR between the vocal signal
and the sonic watermark (ticking sound to chirp signals PR was constant, equal to 20 dB); (b) Probability
of correct watermark detection depending on the PR between the ticking sound and the chirp signals
(vocal signal to sonic watermark PR was constant, equal to 6 dB).

From the results it can be observed that the method gives the best results when used in a meeting
room. This represents a favorable result because the most important discussions are done in such
environment. Another observation is that the degradation given by the PR between the speech signal
and the sonic watermark is more pronounced than the one given by the PR between the components of
the sonic watermark. For best results, care should be taken to set up the system in a way that the PR
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between the vocal signals and the sonic watermark is 7 dB or less, while the PR between the ticking
sounds and the chirp signals should be not more than 24 dB.

4.2. The Performance of Detecting Cut Operations

The second experiment investigated the probability of detecting cut operations. For cuts that
are longer than one second, the method presented in Section 3.4.1 is used. A prerequisite to this is
to accurately determine the moment of recording. If the moment of the recording is not precisely
detected, the cut operation cannot be identified, because, according to the method, the cut is searched
around the detected moment.

In the experiment, vocal signals [43] were concatenated, if necessary, to obtain the desired recording
length. The recording length was varied between 1 and 20 min. The sonic watermark was synthesized,
by using a randomly selected part of the ENF variation, equal to the necessary number of seconds,
from the variation over one year [6]. The acoustic conditions were the following: meeting room
environment, 6 dB vocal signal to sonic watermark PR, and 20 dB ticking sounds to chirp signals PR.
Before extracting the ENF, a randomly positioned cut operation with a random duration between 2 and
20 s was executed on the signal. Based on the extracted ENF, the recording moment was determined,
then the cut starting moment and duration were estimated and compared with the reference ones.
Three possible results are obtained: the cut operation is not detected, is partially detected or perfectly
detected. Partially detected means that the recording moment was correctly detected, but the cut start
moment was not perfectly estimated. For each recording length, 100 experimental runs were done.
The results are shown in Figure 17.
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Figure 17. The performance of detecting a cut operation, depending on the length of the recording.

Partially detecting the cut operation is caused by the existence of equal consecutive values in the
ENF variation. This phenomenon is easier to explain using an example. Let us consider the reference
ENF variation for an 8 s long recording to be A, B, C, D, D, E, F, G, where A, G are values of the ENF. If
the cut operation is one second long, done in one of the intervals where the D value is present, the
extracted ENF variation would be A, B, C, D, E, F, G, no matter if the part containing the first or the
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second D value was removed. Therefore, an uncertainty of the cut start moment exists, but given the
random variation of the ENF, these situations are rare. The probability of occurrence of several equal
consecutive ENF values in a year, if ENF values are captured every second, is shown in Figure 18.
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From the results presented in Figure 17 it can be determined that the method gives good results
for recording lengths of over 10 min, completely avoiding the wrong identification of the recording
moment. The identification of cut operations smaller than one second is determined by the watermark
extraction performance. If the watermark is extracted perfectly, then the detection rate is 100%.

From the presented results, it can be determined that the proposed method is suitable for
watermarking audio recordings of dialogues. The power ratio between the vocal signal and the sonic
watermark should be kept at less or equal than 6 dB for best results. The sonic watermark should be
synthesized so that the power ratio between the ticking sounds and the chirp signals is 20 dB. Thanks
to the proposed auditory masking techniques, this value does not affect the auditory masking of the
chirp signal by the ticking sounds. The recording duration plays an important role in determining
the moment of the recording. The moment of a watermarked recording with a duration of at least
10 min can be precisely identified within a year period using the RSE and not the cross-correlation.
Also, cut operations longer than 1 s are always detected for recordings longer than 10 min, with perfect
detection of cut zones in more than 95% of the cases, while cuts shorter than 1 s are perfectly detected
if the watermark is perfectly extracted, which happens if the presented power ratios between the
participating signals are achieved.

4.3. Subjective Tests and Investigation on the Effects of Non-Linear Distortions of Real Speakers

Subjective tests were conducted in two parts. In the first part, an audio signal with a duration
of five seconds was generated as explained onwards: the ticking sounds, used also in the other
experiments of the paper, available at [41], were processed according to the watermark generation
procedure described in the paper, using five randomly selected ENF values from the variation over one
year made available by [6]. The ticking sound to chirp signals power ratio was set to 20 dB, resulting
the sonic watermark. A random vocal signal from the database available at [43] was selected. The
sonic watermark was summed with the vocal signal. The power ratio between the vocal signal and
the sonic watermark was set to 6 dB. It can be observed that the power ratio values that gave the best
results in the watermark recovery were selected for this test. The signal was presented to 60 listeners
and they were asked to describe what they hear. None of the listeners mentioned that the ticking
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sound is suspicious. Most of the listeners wrote the words that were said in the recording mentioning
the ticking of a clock in background. Some of them described the recording as: “I hear a man speaking
and the ticking of a clock in the background.” The second part was a blind test: the same 60 listeners
were presented with two audio signals one after the other. The first signal was 5 s long, containing the
sonic watermark (ticking sounds summed with the chirp signals, the power ratio between the ticking
sounds and the chirp signals being the same as in the first experiment, 20 dB) and no vocal signal. The
only difference between this first signal and the second one was that the latter did not contain the chirp
signals (it only contained the ticking sounds). The following question was asked: “Are the two signals
identical?” The available answers were “Yes” and “No”. If the listeners answered “No”, they were
asked what is different between the two signals. Only six listeners described the first signal as having
more high frequency content than the latter, thus it can be concluded that in 90% of the cases, the sonic
watermark will not be detected, even with a reference signal available, and in 100% of the cases the
sonic watermark will not draw attention to it if no reference signal is available. From the 60 listeners,
25 used headphones during the test, 22 used laptop speakers, eight used smartphone speakers and five
declared that they used “speakers” without declaring a type. This is a very tough test because, in real
scenarios, the listeners would not have available the unmodified ticking sounds for comparison. The
test returned very good results.

To determine the effects of the non-linear distortions of real speakers on the chirp signals detection,
experiments were conducted in three situations, using the following speakers: professional audio
monitor speakers (Samson Media One M50), budget speakers (Genius SP-U120), and laptop speakers
(ASUS ROG GL753VD). In every case, 10 signals were played, every signal with a duration of five
seconds, containing a sum of chirp signals encoding five random values of ENF, generated according to
the method presented in the paper. The sound recording device was a Samsung Galaxy S10 smartphone.
In all the cases, we determined 100% correct detection. From these experiments it results that the
speakers’ non-linear distortions do not have degrading effects on the detection of the chirp signals in
the situation presented in the paper.

5. Conclusions

The paper presents a sonic watermarking method developed based on the principles of the ENF
criterion, a highly acclaimed audio authentication solution. Unfortunately, the new recording devices
are built to reject the mains hum, the essential element needed for the ENF criterion to function.

The proposed sonic watermark uses a signal that can exist in any room without drawing attention
to it: the ticking of a clock. The method uses this signal as a masker for a variable number of chirp
signals that encode the ENF information. Choosing the parameters of the chirp signals is a crucial task,
and was done based on five rigorous principles, presented in the paper. The sonic watermark generator
was thoroughly described and, to ease its reproduction by other researchers, all the mathematical
operations were presented. Also, the integrity check methods are detailed.

The method was comprehensively tested, using for each step of the experiments 100 watermarked
vocal signals, considering also the signals’ propagation through the room. The resources used in the
experiments are available in referenced online databases, helping other researchers to re-implement
for further study. The results show how the power ratio between the involved signals affect the
performance of extracting the watermark from the recording, and the limit values are presented.
A great importance is played by the investigated signal duration, the results showing that only 10 min
of recording allow the perfect finding of the recording moment in a one year period. The performance
of perfectly detecting the cut parts of a recording (moment and duration) is also impressive, with over
95% perfect detection.

The main contribution of the method presented in this paper is that it extends the use of the ENF
criterion to the recordings captured with newer devices. The other contributions of the paper are
the proper design of the system to assure auditory masking of the chirp signals; the proper choice of
the frequencies of the chirp signals to assure that they can be played using small enough speakers,
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allowing the system to be concealed and to maximize the watermark extraction performance; the
encoding scheme of the ENF, assuring that the number of chirp signals that are used to encode the
ENF value is kept to a minimum (if the ENF has the nominal value, only one chirp signal is played
and the number of chirp signals increases with the deviation of the ENF from the nominal value);
determining the values of the power ratios between the signals involved in the system that should be
met to obtain good results, allowing a user to correctly set up the system; evaluating the impact of the
acoustic environment on the proposed method; evaluating the perceptibility of the proposed sonic
watermark through subjective testing.

The limitations of the proposed method are represented by the minimum duration of the recording
that would allow a correct identification of the recording moment (i.e., 10 min), the maximum required
power ratios between the watermark components (i.e., 20 dB ticking sounds to chirp signals power
ratio), and the maximum power ratio between the vocal signals and the sonic watermark (i.e., 6 dB).
Better performance is obtained in less reverberant environments. It is true that if the recording device
does not capture signals above 8 KHz, it will not capture the chirp signals, but it will still capture
the time delayed ticking pattern, generated based on a pseudorandom sequence. It can be assumed
that at least one of the meeting members has the intention to record the true conversation with good
quality, which can be the reference recording. Because the sonic watermark is embedded into all the
recordings made in the room, if anyone modified their recording, there will still be enough clues to
demonstrate that theirs is a modified copy of the reference recording and not the other way around
(e.g., the modified recording has a lower sample rate, has been filtered, has been cut or modified
through other ways to remove information).

Future work will further investigate the effects of the sound propagation on the watermark
extraction performance, by evaluating the results in more numerous, real, and controlled environments.
Special attention will be given to the influence of the reverberation time on the recovery of the watermark
from the audio recordings. Also, a study of how various sound systems influence the watermark
reproduction will be conducted, closely investigating the effects of the speakers’ non-linear distortions.
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