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Abstract: Defective shafts need to be classified because some defective shafts can be reworked to
avoid replacement costs. Therefore, the detection and classification of shaft surface defects has
important engineering application value. However, in the factory, shaft surface defect inspection
and classification are done manually, with low efficiency and reliability. In this paper, a deep
learning method based on convolutional neural network feature extraction is used to realize the object
detection and classification of metal shaft surface defects. Through image segmentation, the system
methods setting of a Fast-R-CNN object detection framework and parameter optimization settings are
implemented to realize the classification of 16,384 x 4096 large image little objects. The experiment
proves that the method can be applied in practical production and can also be extended to other fields
of large image micro-fine defects with a high light surface. In addition, this paper proposes a method
to increase the proportion of positive samples by multiple settings of IOU values and discusses the
limitations of the system for defect detection.

Keywords: metal shaft; surface defect; CNN (Convolutional Neural Network); deep learning;
object detection

1. Introduction

The main function of the shaft is to support the transmission components, transmit torque and
bear the load. Due to the continuous casting of the steel embryo, cutting and grinding, etc., the surface
of the metal shaft is prone to cracks, crusting, roller printing, scratches and other types of defects
during processing. The defects of the shaft have a great influence on the performance and life of
the shaft and easily cause equipment failure. Therefore, the detection of shaft defects has always
been a particular concern of shaft processing manufacturers. At the same time, in order to save costs,
some defective shafts are recycled and remachined, and shafts that cannot be remachined are directly
scrapped. Therefore, it is necessary to classify defective shafts according to defect types.

The traditional shaft surface defect inspection relies on the manual operation of the workers.
The labor intensity of the workers is large, their testing experiences are different, and long-term
detection affects their mental state, resulting in low detection efficiency, poor consistency of results,
false inspections and missing inspections. The metal shafts are processed by the turning process and
polished, and will produce various defects during the machining process. In this project, the length
range of the tested polishing metal shafts is from 100 mm to 400 mm, and most of the defects can
be classified into pits, breach, abrasion and scratches; the remaining ones are classified as unknown
defects. The common shapes of the four defects are shown in Figure 1. Figure 1a is a pit defect
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characterized by a circular shape and a small diameter of about 0.3 mm. Figure 1b is a breach defect
characterized by a short length and a width of 0.5 mm, with non-circular grooves around; Figure 1c
is a abrasion defect characterized by a large defect area, a fish scale shape, and a variety of shapes;
and Figure 1d is a scratch defect characterized by a long fine length, with a very small width of about
0.3 mm.

(d)

Figure 1. Common metal shaft surface defects, (a) pits, (b) breach, (c) abrasion, (d) scratch.

Machine vision detection is a recognition technology based on computer vision to achieve object
detection which replaces traditional manual detection technology. Since the last century, machine
vision technology has been widely used in many fields [1-8] of defect detection and quality control,
such as mechanics, chemistry, material science, agriculture, tanning, textile, printing, electronics, and
so on. In recent years, the application of deep learning technology using neural networks in the field of
machine vision has made the recognition ability of machine vision reach new heights.

The neural network [9-11] was originally derived from the 1940s, experienced an MP model that
mimics the human brain, a single-layer perceptron that adds learning functions, and an enhanced BP
neural network. After the 1990s, it was a period of depression. With the development of computer
technology, the research of neural networks has risen rapidly, the fields and scopes that can be applied
have been greatly expanded, and even in the future there will be a broader application space [12-14],
Among them, deep learning quickly uses neural network technology [15,16].

In fact, the application of machine vision in surface defect detection, whether based on classical
image processing technology, or computer vision technology, or even neural network-based machine
learning technology, has been extensively studied.

At present, most of the detection objects are still plane-oriented. For example, Yi, et al. [17]
proposed the detection of surface defects of end-to-end steel strips based on deep convolutional neural
networks; Ma, et al. [18] proposed blister defect detection based on convolutional neural networks for
polymer lithium-ion batteries; He, et al. [19] proposed a new object detection framework classification
priority network (CPN) and a new classification network multi-group convolutional neural network
(MG-CNN) to detect steel surface defects, using the You Only Look Once: Unified, Real-Time Object
Detection (YOLO) neural network—the accuracy rate of hot-rolled strip surface defects could reach
more than 94% and the classification rate is above 96%; Liu, et al. [20] proposed periodic surface defect
detection of steel plates based on deep learning to improve the detection rate by improving the Long
Short-Term Memory (LSTM) network; and Song, et al. [21] proposed a DCNN (deep convolutional
neural network) to detect the micro-defects of metal screw end faces, and the detection accuracy could
reach 98%. The image detection obtained by directly taking photos of such a plane is mature and the
detection accuracy is generally good.

For the image acquisition and detection of irregular surfaces, there is no unified method.
Different methods are adopted according to different objects. Xu, et al. [22] proposed using vehicle
ground-penetrating radar to obtain irregular railway subgrade images. The improved Fast R-CNN
was used to identify hazards and compared with traditional neural network methods; Santur, et al. [23]
used a 3D laser to acquire the defect image of arail, and then conducted deep learning to achieve the
high-precision and rapid detection of lateral defects such as fracture, scour and abrasion on railway
surfaces; Sun, et al. [24] directly adopted fixed-photographing methods for surface irregularities of
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automobile hubs and achieved the identification of automobile hub surface defects based on the
improved Faster R-CNN, comparing this with the current state-of-the-art YOLOv3.

The image acquisition of regular curved surfaces mainly refers to the image acquisition of a
rotating curved surface, which is often performed by multiple cameras, and then multiple photos
are synthesized. For example, Su et al. [25] proposed taking multiple photographs of the cylindrical
surface, then synthesizing these photographs, finally obtaining the complete defect picture. However,
with the advent of line-scan cameras and linear light sources, line-scanning is generally used to acquire
images for rotating curved surfaces. For example, Shi, et al. [26] used line-scanning to obtain images for
the circular curved surfaces of chemical fiber paper tubes. The defect image was detected using Faster
R-CNN, and the accuracy rate was 98%. Xu et al. [27] proposed using a line scan camera for image
acquisition on the surface of a cylindrical work piece and using Faster R-CNN to detect defects. There is
currently no mention of how to obtain high-quality surface images in the case of a highlighted surface.

There are many methods to detect defects after obtaining an image with defects. There are
methods based on shallow neural networks. For example, Tao, et al. [28] proposed the use of
cascaded autoencoder structures for the segmentation and localization of defects, and by using
shallow convolutional neural networks, metalsurface defects are automatically detected and identified.
Furthermore, there are deep learning methods based on traditional deep neural networks used to
directly identify defects. For example, Chun, et al. [29] used traditional deep learning methods to
detect defects on the surface of products; that is, the traditional learning method is directly adopted, in
which the image is segmented first, then the segmented image is to added into deep learning, and
then a group of deep learners are used and the three deep learning methods are compared for the
detection effects. Some people think that due to the limited training samples, deep learning is adopted
in practical applications, and the method is not effective, so the proposed feature extraction is based on
a convolutional neural network, meaning that the similarity between images is used to classify the
defects; the accuracy rate can reach 97.25%in the method proposed by Qian wen et al. [30]. Of course,
the poor recognition effect due to the problem of limited training samples does exist, but there are many
solutions to this problem; for example, Haselmann, et al. [31] proposed an artificial defect synthesis
algorithm based on a multi-step stochastic process in order to increase training images and improve
the detection rate for supervised machine learning, which directly creates a large number of training
images, but also improves the number of training images by improving the positive samples of images.
Additionally, Park, et al. [32] proposed a surface detection system for non-patterned welding defects
based on a convolutional neural network using common pictures, and then a convolutional neural
network to detect defect images in stages. An increased positive sample method is also proposed.
There is also a method to increase the effective training images by directly discarding the redundant
images that do not contain defects; for example, Li, et al. [33] proposed the adoption of a regional
planning method to crop out defective images roughly in the preprocessing stage and to remove a
large number of redundant images, finally using Faster R-CNN to train the images.

Of course, with the in-depth study of deep learning, in addition to creating more and better deep
neural network structures and algorithms, certain good detection effects can be obtained by improving
the existing neural network structure, algorithm and optimization parameters for specific detection
objects. For example, Cheon, et al. [34] used scanning electron microscopy images to acquire images
of wafer surface defects, and improved the deep learning Automatic Defect Classification (ADC)
methods to classify defects; and Li, et al. [35] proposed a surface defect detection method based on
the mobile net-Single Shot MultiBox Detector (SSD) framework. The goal is to simplify the detection
model without sacrificing accuracy. This is the reason for the optimization of the model structure and
parameters from a practical point of view. This research objects also have certain specificities.

Among all of the above deep learning methods, there is no detection method for large images
and small objects. Currently, the network structure that can directly detect small objects using deep
neural networks is YOLOV3, but it cannot detect fine and micro objects, and so people will use other
auxiliary means to achieve the purpose. For example, Cha, et al. [36] used 256 x 256 small images to
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participate in training after image pre-processing and then detected 5888 x 3584 large images based on
convolutional neural networks. Tang, et al. [37] proposed a multi-view object detection method based
on deep learning, due to the weak ability of detecting small objects in classical object detection methods
based on regression models, and experimented with multi-view YOLO, YOLO2, SSD, improving the
accuracy and speed in small object detection; Tayara, et al. [38] proposed object detection in very
high-resolution aerial images using a one-stage densely connected feature pyramid network, by which
high-level multi-scale semantic feature maps with high-quality information are prepared for object
detection. This work has been evaluated on two publicly available datasets and outperformed the
current state-of-the-art results both in terms of mean average precision (mAP) and computation time.
However, these small objects do not have a clear definition. These detected images are not large
enough; that is, for a high-precision large image to detect fine or micro defects, there will be two
problems: one is whether large images can participate training and whether the detected speed can
meet the actual needs of production, while the other is that when the proportion of micro defects in the
image is large, they can be detected. This paper will give partial solutions to these.

The feature of the detection object in this paper is the micro-fine defect, highlighted on the surface
of the metal shaft; when the image resolution reaches 16,384 x 4096,a small group of pixels with a
minimum of 80 points or fine lines with a width of 4 pixels can be detected. The classification of this
defect proportion has not been studied before. According to the previous research results, it is still
challenging to use existing deep learning technology for such features to achieve good classification
results. The following solutions are adopted in the research.

Firstly, the data set of surface defects of the metal shafts was collected in the project, and the
image of highlighted shaft surface defects was obtained by line scanning; secondly, the proposed
ResNet [39] convolvutional neural network feature extraction is combined with the Faster-R-CNN [40]
object detection model for the detection of metal shaft surface defects, and the structure and parameter
of the ResNet model is adjusted and optimized for defect detection; third, we realize the detection
and classification of a 16,384 x 4096largeimageof a small object by screen capture; fourth, the ResNet
convolutional neural network is embedded in the Faster-R-CNN program framework, which can be
changed later by replacing the convolutional neural network, realizing the scalability application of
practical object detection and classification. In addition, due to the disadvantages of positive and
negative sample screening methods, a method to increase the number of positive samples is proposed
base on IoU multiple values; finally, the method of improving the recall, precision and accuracy rate is
analyzed based on the experimental results. A limiting condition is proposed in this paper when using
an existing deep learning network system in industry.

The rest of the paper is organized as follows; The system construction of the industry application
and Faster R-CNN is described in Section 2. Data collection is introducted in Section 3. The system
framework design is shown in Section 4. The experiment parameters setting, operation, ablation
experiments, and performance evaluations are discussed in Section 5. Finally, the conclusions are
presented in Section 6.

2. System Overview

The defect detection of this project is part of an automated assembly line. The resolution of the
image obtained by line scanning is 16,384 x 4096. Due to real-time requirements, the time of image
processing and detection was limited to less than 1 s. There are two ways to achieve image detection,
traditional defect detection and deep learning object detection. Certainly, the throughput will be the
decisive factor. The hardware configuration is Intel(R) Xeon(R) CPU E5-2620 v3@ 2.40 GHz (two cores),
RAM:32 GB, single chip Graphic Processing Unit(GPU):GTX1080Ti. Comparison experiment results
are shown in Table 1.

Table 1 shows that traditional defect detection methods have to be selected, due to the operation
times is far less than 1 s. It is obviously, the whole detection system and construction have to be
considered as follow.
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Table 1. Throughput comparison base on different image resolution.

Image Resolution 1024 x 256 2048 x 512 4096 x 1024 8192 x 2048 16,384 x 4096
Faster R-CNN (ms) 22 4.1 115 45 172
Traditional algorithm (ms) 0.001 0.005 0.025 0.096 0.32

The entire defect detection and classification is split into two stages: the first stage is used to
quickly screen out qualified and unqualified products, and this part of the inspection is installed in
the assembly line. The image preprocessing and the identification of defects are included in the first
stage. As this stage involves Computer Unified Device Architecture (CUDA)-based and other fast
algorithms, it is beyond the scope of this article. The second stage is defect classification system for
the unqualified products that have been screened out. The system is not installed in the assembly
line, and the time of defect classification do not have real-time requirements, because there are few
unqualified products every day according to the plant product data, so the deep learning based on
deep convolutional neural network is studied in this paper.

This project is proposed for the detection of micro-fine defects of a minimum of 0.3 mm or so.
The resolution of the image obtained by line scanning is 16,384 X 4096. In the training stage, we do not
need to train this resolution image as a sample. Excessive sample data will cause the training speed
to be very slow, and there is a problem of positive and negative sample imbalance. In the prediction
stage, if the whole scan image is input into the object detection model, the prediction speed will be
abnormally slow, or the object cannot be realized because the object is too small.

The defect image of 16,384 x 4096 generated by line scanning and image preprocessing in the
screening stage of non-conforming products is shown in Figure 2. The basic feature is that the
proportion of defective images is very small. The smallest recognition image is only about 80 pixels.
The use of convolutional neural networks and current popular object detection is very difficult and the
detection will fail to classify defects. In addition, the defect images we need to classify are relatively
simple and are basically based on image geometric images. According to these characteristics, the
whole processing system is as follows: firstly, a large number of 500 x 500 images containing a single
defect are manually constructed according to the actual defects of the shaft, then they are labelled and
manually input into the convolutional neural network for learning, and finally the model is obtained.
In this scheme, the image generated by the screening stage is used for the defect search, and after
finding the 500 x 500 image (the insufficient portion is filled with 0), it is extended around the defect
point, and the intercepted image is in put to model for recognization, then the marked results output;
meanwhile, we obtain the coordinate position of the detected point. The system overview is shown in
Figure 2.

= Faster-R-CNN > ; i
J I ResNet model Test y /
' Train ﬁ P
Label Classification
Images Location
- e 4 y /
J / | 16384x4096
Images b . Image

Figure 2. System overview, CNN: Convolutional Neural Network.
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The internal structure system diagram of the Faster R-CNN is shown in Figure 3. The scheme
is divided into two modules: one is based on the Region Proposal Network (RPN) are a proposal
network module, which is used to generate candidate regions; the other is based on Faster R-CNN
classification network module, which is used to detect and classify candidate regions generated by
the RPN. Firstly, we input the pre-processed line-scan image of the metal shaft, and the image is
pre-processed. The convolution feature map is extracted by the shared convolutional neural network;
then, the candidate region is quickly generated through the RPN network, and the redundant candidate
bounding box is initially eliminated by non-maximum suppression. Then, the candidate bounding
box is extracted by the Region of Interest(ROI) pooling layer, and the Softmax multi-classification and
bounding box regression are directly output through the fully connected layer in the convolutional
neural network; finally, the final output is obtained by the non-maximum suppression fine screening
bounding box.

Multiple
Shared Full classification Non-
Y o Feature ROI Y h ——
«W@®» > Convolution — > Poolin t»  connected maximum > * -
J layer map O(i‘ 8 layer Box suppression R Tl
v regression
Feature
map
Double

$ classification Non
Ot maximum
Detection

suppression

Box regression

Figure 3. Faster R-CNN system overview. ROI: Region of Interest.

3. Dataset

In this paper, the method of machine vision detection is used to classify defects, and so it is
necessary to obtain the image information of the defects. However, the surface of the metal shaft is
polished and the finish is high. The ordinary photos will produce severe highlights. The effect of
highlights on the images is very serious. A camera with a normal global exposure may not be able
to capture the defect information very well, which has a great influence on the final result and the
performance of the model. Therefore, this paper uses line scanning to avoid highlights during the
imaging of the metal shaft surface, thus obtaining a higher quality picture. The scanned defect picture
is shown in Figure 4a,b: (a) is a normal picture, (b) is a picture of the worst condition, and Figure 5 is
an enlarged view of the four defects.

(b)

Figure 4. Typical line scanning image, (a) Normal image, (b) Bad image.
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Figure 5. Enlarged defect, (a) pits, (b) breach, (c) abrasion, (d) scratch

As mentioned earlier, the original image for training is obtained by line scanning, and then the
defect image is manually cut out, and these images are used for training. Some images undergo
variations to expand the training samples. The training image collected by this project has a resolution
of 500 x 500. The line scan experiment device is shown in Figure 6. The samples of training

imagesareshown in Figure 7.
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Figure 7. Sample for training.
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4. Design

Applying the deep learning object detection technology to the industry is a current trend, but
since the pattern of the metal shaft defect image is clearly different from the current popular daily
photo image, the bounding box structure and the convolutional neural network feature of the object
detection are selected. Some modifications are needed to extract the algorithm. This section describes
the detailed design and modification of the Faster R-CNN network structure to accommodate metal
shaft surface defect detection.

4.1. Convolutional Layer Sharing Mechanism

In Faster R-CNN, the Region Proposal Network (RPN) and the classification network use a shared
convolutional layer to extract features. Compared with the selective search method, the speed of the
candidate region generated by the RPN can be increased by about 10 times, which can effectively
shorten the detection time.

4.2. Feature Extraction Network Structure Design

Since we are facing industrial production, although the graphics are simple, the reliability of
feature extraction is very high. ZFNet [41] is used in the original paper describing Faster R-CNN, and
VGG-Net [42] and other networks are used later. According to some references, and considering the
various advantages and disadvantages and reliability, it is more reliable when ResNet-101 is used as
the feature extraction network for deep learning.

ResNet was proposed by Kaiming He et.al. of the Microsoft Research Institute and won the
ILSVRC2015 competition. Its parameter quantities are lower than VGGNet and the recognition
accuracy is higher than VGGNet. At the same time, ResNet is a very popular network structure that
can be combined with many different structures of neural networks. The ResNet101 feature extraction
network shares four kinds of residual learning units. The network structure is shown in Figure 8.

3x3con 1xlcon
v, 128, |=|y, 128, |
/2 /1

Feature pas
Map ’

Figure 8. ResNet-101 feature extraction.
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4.3. RPN Network Structure Design

The input image of the RPN can be any size; the output is a set of rectangular target candidate
regions and the score of each region. The specific design has been described in detail in the original
paper and other documents. The network structure is shown in Figure 9.

Inage Feature Sliding
8 Extraction Windows

v v
1xlconv, 18, 1xlconv, 36,
pad0/1 pad0/1
Object Non Object X h y w

Figure 9. Region Proposal Network (RPN) implementation process.
4.4. Classification Network Structure Design

The RPN is only responsible for the generation of candidate regions, and the region after the
generation needs a classification network to be designed to identify it. Here, based on the characteristics
of the detected image, a general method for improving the positive sample is proposed.

The classification network maps the candidate regions generated by the RPN back to the feature
map. The candidate regions contain positive and negative samples, where the positive samples
represent the defect regions, the negative samples represent the non-category regions, and the positive
and negative samples are filtered according to the IoU (Intersection-over-Union). The calculation
formula of IoU is shown in Equation (1); that is, the intersection area between the real border A and
the predicted border B divided by the union between the real border A and the predicted border B:

_area(ANB)

Ioll = ——=<
0 area(A U B)

)

Usually, positive and negative samples have a great impact on the performance of the model.
In general, it is necessary to maintain an approximately 1:3 ratio of positive and negative samples
to achieve the best classification effect. If IoU is greater than a certain threshold, it can be classified
as a positive sample. If IoU is less than a certain threshold, it will be used as a negative sample. In
the general object recognition field, IoU takes a value of 0.5 as the judgment value for dividing the
positive and negative samples. In practice, in the RPN output stage, the IoU screening threshold of the
positive and negative samples needs to be adjusted. Here, since the identified objects are different
in the detected image, the pits and the breaches are small, and the abrasion and scratches are large;
thus, the small target defects such as the pit and the breach defects are sensitive to the offset of the
bounding box. It is easy to treat this as a negative sample, resulting in too many positive samples
and too few positive samples. Therefore, using 0.5 as the screening threshold in the identification
of shaft surface defects obviously produces a large number of negative samples. Here, we propose
a multiple IoU value setting idea; the principle is shown in Figure 10, where border 1 is the ground
truth (real border) generated by our label, and border 3 and border 2 are all converted from the anchor.
Now, let IoU=x, and below the value of x (generally x = 0.5), we then select two IoU values: x; and x5,
and 0 < x; < xp <x. Assuming the IoU value of border 3 and border 1 and the IoU value of border 2
and border 1 are between x; and x;, respectively, both will be judged as positive samples. However,
although the IoU value of border 2 and border 1 are within the screening range of the positive sample,
the defect object is not within border 2, and it is obviously undesirable for this to be judged as a positive
sample. For border 3, with the same IoU value, the defect object is obviously in bounding box 3, and its
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judgmentas positive sample is suitable. Thus, we will discard the candidate regions generated by the
small-size anchor and select the candidate regions generated by the large-size anchor.

Figure 10. New positive and negative sample screening.

The screening process of positive and negative samples is shown in Figure 11. The IoU between the
input candidate region and the ground truth is directly discriminated as a negative sample if loU < x1;
if x; < IoU < x, (let x,=x),the candidate region generated by the anchor of 1282 (the largest-size group)
is used as a positive sample, and the rest as a negative sample; if IoU > x5, it is determined as a positive
sample. If x; is not equal to x, the chance of the selection of positive samples can be increased again.

Region
Proposal

Positive
Samples

Negative
Samples

Proposal?

Figure 11. Flow chart of positive and negative sample screening.

After the candidate region is obtained, a feature is extracted for the region using the ROI (Region
of Interest) pooling layer for the candidate region bounding box. The fully connected layer is used
directly by the conventional classification network after the ROI pooling layer. The fully connected
layer has two outputs: one for classification and another for bounding box regression. Regarding the
classification, for the metal shaft surface defect detection project, since there are four types of defects in
the project, it is necessary to add an “N/A class” for the case of unknown class defects in the candidate
region, meaning the output of the final classification amounts to five categories. The box regression is
used to calibrate the original detection bounding box, because the position of the candidate bounding
box generated by the RPN network may have errors.

4.5. Non-Maximum Suppression

Non-maximum suppression is one of the commonly-used algorithms in the field of computer
vision. Its main function is to suppress elements that are not maxima and search for local maxima.
In the field of object detection, the effect of non-maximum suppression is to remove a large number of
overlapping bounding boxes, so that the final detection object position is more accurate, because the
redundant bounding box will have a great influence on the detection object positioning.

In this project, in order to ensure the positioning accuracy, we will use the non-maximum
suppression algorithm to reject the redundant bounding box twice, after the RPN and after the
classification network, where the non-maximum suppression after the RPN network is the coarse
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elimination of the redundant bounding box, and the non-maximum suppression after the classification
network is the fine elimination of the redundant bounding box.

5. Experiments

5.1. Parameter Setup

After the software structure design is completed, the selection and setting of system parameters is
very important. The parameters were chosen and optimized in this paper as follows.

5.1.1. Loss Function Setting

In the process of Faster-R-CNN training, a loss of multitasking results; i.e., the classification
information and the bounding box position information need to be corrected. The total mission loss of
the Faster R-CNN network consists of the loss of the RPN, the fine-tuning loss of the classification
network, and the L2 regularization loss.

The Faster R-CNN loss function formula is shown in Equation (2). L represents the total loss value
of Faster R-CNN, L, represents the loss value of the RPN, L¢ represents the fine-tuning loss value
of the classification network trimming, and Ly represents the regularization loss value of the weight
value, which is L2:

L=Lp+Lc+Lr 2)

(1) RPN region proposal network loss function

The final output of the RPN involves two parts: one part is the binary classification output—i.e., it
is the object or it is not the object—and the other part is the bounding box regression output including
the center coordinates and size of the candidate bounding box. The total loss of the defined RPN is the
sum of two loss functions, as shown in Equation (3):

Lp = N Z Lcls Pi, P, Z Pi Lreg ti, t 3)

where i is the i-th anchor, p; is the probability that the i-th anchor predicts that it is the object, p;*
represents the i-th anchor’s real category. If p;* = 1 represents the detection object, p;* = 0 means it
is not a detection object. T; is a 4-dimensional vector representing the position and size of the i-th
anchor, and t;* represents the real position and size of the i-th anchor. For the classification, the loss
function L; uses Softmax Loss, with two categories. For the bounding box regression, the loss function
is Smooth L1 Loss, and p;*Lye, means that the loss function of the bounding box regression is calculated
only when p;* = 1; that is, when the anchor detects the object, then it calculates the loss of the bounding
box regression. The loss of classification and bounding box regression needs to be normalized with N
and Ny, and parameters to speed up the convergence of iterative calculations and prevent divergence.
Ngs and Nyeg represent the sample size and the number of anchors that each sent in random small
batch iteration, respectively. A represents the equilibrium parameters. The function of this is to balance
the weight between the classification loss function and the bounding box regression loss function. The
A values will be adjusted based on Njs and Nyq. For the bounding box regression, we use the four
coordinates as shown in Equation (4):

X=X g _ X=X
b waa’tx - w, ‘
t, = _ Y=VYa t* _ Y=Y
y hq ha . 4)
tw = log 7= log f“j

th—logh,h logh
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where x, y, w, and & represent the center coordinates and dimensions of the RPN output bounding box,
Xa, Ya, Wa, and h, represent the center coordinates and dimensions of the anchor, and x*, y*, w*, and h*
represent the center coordinates and demensions of the real bounding box.

(2) Classification network fine-tuning loss function

The classification network fine-tunes the loss function in the same form as the RPN. The difference
from the RPN loss function is the two-part content of the output of the classification network: the first
part is the object category—here, according to this item, there are 5 categories—and the second part is
the center coordinate and size of the bounding box regression output bounding box, but the number
of candidate bounding boxes is different from the RPN, because a large number of untargeted and
overlapping blocks are removed in the RPN screening anchor and non-maximum suppression.

(3) L2 regularization loss function

The main function of the regularized loss function is to add an index describing the complexity
of the model to the loss function. By limiting the weight value, the model cannot arbitrarily fit the
random noise in the training data, which can effectively prevent over-fitting after the model training.
The commonly-used regularization comprises two kinds of function: L1 and L2. Here, we use the
L2 regularization loss function, because the L1 regularization loss function will make the parameters
sparse, while the L2 regularization will not be similar, and secondly, because the L2 regularization
function is derivable, while the L1 regularization function is non-derivable. We use a random small
batch gradient descent algorithm for training; there are a large number of derivation operations,
and it is easier to calculate these using the L2 regularization loss function. The formula for the L2
regularization loss function is shown in Equation (5):

Ly = BY_Ju] )

The regularization coefficient § can be used to adjust the fitting strength to prevent over-fitting
and under-fitting. W; is the weight parameter value of the model.

5.1.2. Model Optimization Method Settings

The neural network model optimization algorithm is the key of model training. Through the
optimization, the loss value is gradually reduced and finally reaches convergence. The selection of the
optimization method directly determines the quality of the model. Here, we use the gradient descent
algorithm [43] as the model optimization algorithm, because the gradient descent algorithm can be
used well for large-scale data set optimization. The iterative formula is shown in Equation (6), where
the weight parameters are 0y, 01, ..., 0, and « is the learning rate:

9](61,6,,...,60m)
90;

9]':9]'—0( (j:0,1,2...,11) (6)

The commonly-used gradient descent algorithms include batch gradient descent, random gradient
descent, and small batch gradient descent. Compared with the three gradient descent algorithms,
the batch gradient descent algorithm is suitable for the calculation of small sample sizes; the random
gradient descent algorithm is suitable for large sample size online learning; and the small batch
gradient descent is suitable for the general case. The data to be trained in the metal shaft surface
defect detection and recognition project is currently a relatively large amount of data, and the training
samples are completed offline, without real-time requirements, and so to comprehensively consider
the advantages and disadvantages of the three gradient descent algorithms, we select the small batch
gradient descent algorithm to be used as the optimization algorithm.
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5.1.3. Learning Rate Settings

In the previous section, we chose the small batch gradient descent algorithm as the optimization
method of the model. For the gradient descent algorithm, the learning rate setting is a very important
factor. An overly high learning rate may cause the iteration to oscillate near the minimum value and
not converge, while too small a learning rate may cause the iteration convergence to be too slow.

In order to avoid manual adjustment of the learning rate, here we use the adaptive learning
rate optimization gradient descent algorithm to automatically adjust the learning rate. Currently, the
commonly-used adaptive learning rate gradient descent algorithm optimizers are Adagrad, Adadelta,
RMSprop and Adam. After comparing the advantages and disadvantages of each optimizer and the
pre-project conditions, the Adam optimizer is selected as the gradient descent algorithm optimizer for
this project.

5.1.4. Moving Average Parameter Setting

In order to train the model generalization ability by the random gradient descent training neural
network more strongly, the sliding average model is adopted in the training process of the model.
The sliding average model maintains a shadow variable for each variable parameter in the neural
network. The initial value of the shadow variable is the initial value of the corresponding variable.
When each iteration parameter variable is updated, the value of the shadow variable is also updated at
the same time. The update formula is as shown in Equation (7), where s is the shadow variable and n
is the decay rate. Generally, when the number is close to 1 (such as 0.999), v is the variable parameter
to be updated:

s=nxs+(1-n)xv (7)

The attenuation rate ) determines the update speed of the model. The larger the attenuation
rate is, the more stable the model is. In order to better control the update speed of the model and get
a better model, we set the attenuation rate dynamically by the number of iterations. The updated
formula of the decay rate is as shown in Equation (8), where t represents the t-throunds:

14t

0+t ®

1N = min{n;_q,

5.2. Experimental Parameters

According to the characteristics of the detected image and the above parameter setting analysis,
the optimization of the parameter setting is divided into the following three parts:

(1) The first part is the setting of the model parameters. The setting of the model parameters includes
the number of categories, the feature extraction network-related settings, the first candidate region
generation network setting, the first prediction network hyper parameter setting, non-maximum
value suppression setting, loss function parameter setting, pooling kernel parameter setting,
second prediction network hyper parameter setting, second bounding box regression parameter
setting, positive and negative sample screening IoU threshold, and so on. The specific parameter
settings are shown in Table 2.
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Table 2. Model parameter settings.
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Parameters Setting Values Remarks
num_class 4 Number of categories
feature_extractor resnet101 Feature extraction network

first_stage_anchor_generator

Baseanchorsize = [64, 64]
scales: [0.5, 1.0, 2.0]
aspect_ratios: [0.5, 1.0, 2.0]
height_stride: 16
width_stride: 16

Anchor size adjustment

12_regularizer

first_stage_box_predictor_ weight: 0.0 RPN convolution network
conv_hyperparams truncated_normal_initializer hyperparameter setting
stddev: 0.01
first_stage_nms_score_threshold 0.0 RPN conﬁden.ce non-maximum
suppression threshold
first_stage_nms_IloU_threshold 0.0 RPN cross rat.lo non-maximum
suppression threshold
first_stage_max_proposals 300 Maximum number of candidate areas
first_stage_localization_loss_weight 2.0 RPN positioning loss weight
first_stage_objectness_loss_weight 1.0 RPN boject classification loss weight
initial_crop_size 14 Initialize the crop size
maxpool_kernel_size 2 Maximum pooling core size
maxpool_stride 2 Maximum pooling nuclear step

second_stage_box_predictor

use_dropout: false
dropout_keep_probability: 1.0
12_regularizer
weight: 0.0
truncated_normal_initializer
stddev: 0.01

Classification network
hyperparameter setting

second_stage_post_processing

score_threshold: 0.0
max_detections_per_class: 100
max_total_detections: 300
score_converter: SOFTMAX

Classification network post processing
parameter settings

Classification network positioning

second_stage_localization_loss_weight 2.0 loss weight
second_stage_classification_loss_weight 1.0 Classification netwgrk classification
loss weight
roi_positive_ratio 0.3 Positive sample cross ratio threshold
. . . ti le int ti ti
roi_negative._ratio 01 Negative sample intersection ratio

threshold

(2) The second part is the setting of training parameters. The training parameter setting includes one
training data point, the optimization method, moving average, model file saving path and so on.

The specific parameter settings are shown in Table 3.

Table 3. Training parameter settings.

Parameters

Setting Values Remarks

batch_size 5

Batch size

initial_learning_rate: 0.0003
step: 30000
momentum_optimizer_value: 0.9

Adam_optimizer_value Adam optimizer parameters

True

10.0

use_moving_average Uses moving average parameters

gradient_clipping by_norm Gradient cropping
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(3) The third part is the setting of the evaluation parameters. The evaluation parameter settings
include the number of evaluation samples, the evaluation data input path, the label path, and so
on. The specific parameter settings are shown in Table 4.

Table 4. E valuation parameter settings.

Parameters Setting Values Rmarks
num_examples 400 Sample size for accessment
max_evals 400 Maximum number of evaluations
shuffle False Randomly disrupted
num_readers 10 Evaluate batch size

5.3. Experimental Operation

The hardware configuration of the object detection model training and prediction is shown as
Section 2.The GPU model is the GeForce GTX1080Ti-11GD5X Extreme PLUS OC, the core frequency is
1544~1657 MHz, and the stream processing unit is 3584. The operating system is Windows Server 2012
R2, and the operating environment is Anaconda3.5, Tensorflow 1.8.0 and Cudnn9.0.

The training steps of the metal shaft surface defect object detection model in this project are shown
in Figure 12. Firstly, we set the training parameters of the model; then, we import the previously
prepared metal shaft surface defect data set into the model and convert the data set into the TFRecord
file format—the TFRecord data file is a binary file that stores the image data and the label, which better
uses the memory, and allows fast copying, moving, reading, storing, etc. in Tensorflow—due to the
random small batch gradient descent algorithm iteration, the data in the TFRecord file is randomly
disorganized and then batched in small batches, and the input model is calculated in the graph; then,
the calculation graph is determined for forward propagation, and the result of the forward propagation
is returned; the model is saved once every 100 rounds. To determine whether the number of iterations
is a multiple of 100, if the number of iterations is A multiple of 100, the model file is saved by the
Tensorflow model, and the model file generated during the training process can be tested and adjusted
on the verification set; then, it is judged whether the number of iterations reaches 30,000 rounds, and
the iteration is stopped when it arrives. If it is not reached, the weight parameter is updated by back
propagation, and the next iteration is entered and TFRecord queue file is read again; if the number of
iterations is not a multiple of 100, the reverse is spread directly into the updated weight parameters,
into the next iteration. The final trained model is the ckpt file. When the prediction is made, the image
to be detected is directly placed in the folder to be detected. The system automatically reads the file
and imports the predicted model to calculate and display the result. In order to speed up training and
forecasting, the CUDA parallel computing program was called throughout.
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Figure 12. Training step.

The experiment verified and predicted the pictures. Figures 13-15 show the detection
effects of the three types of defects in single-image single-object, single-image double-object,
single-image three-object.

Figure 13. Faster R-CNN+ ResNet101 single object recognition effect.
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Figure 14. Faster R-CNN+ ResNet101 dual object recognition effect.
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Figure 15. Faster R-CNN+ ResNet101 three-object recognition effect.

5.4. Performance Evaluation

At present, the most commonly-used model evaluation methods in the field of deep learning are
the error rate and accuracy rate evaluation, F1 evaluation, mAP, etc. Each evaluation method has its
own advantages and disadvantages.

(1) Error rate and accuracy rate

Error rate and accuracy rate are the most commonly used evaluation methods in the classification
field. The applicability is very strong. The error rate is the ratio of the number of samples with incorrect
classification to the total number of samples. The accuracy rate is the ratio of the number of samples
with the correct classification to the total number of samples.

Regarding the classification, it is assumed that for the data set {(x1, 1), (x2,¥2), ..., (Xn, Yn)}
containing 7 samples, there is a corresponding prediction result {Y7, Y>,... Yy}, where x is the defect
picture sample, y is the defect real label, and Y is the prediction result by the object detection model,
and the error and accuracy rate formula is as shown in Equations(9) and (10):

n
Y A{1]yi # Yi)
error_rate = lle 9)
n
Y {1y = Y3}
accurate_rate = % (10)

The accuracy rate assessment in the project can meet the project requirements.
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(2) Recall rate, precision rate and F1 assessment

The recall ratio is the proportion of the number of predicted samples in all samples. The precision
ratio is the ratio of the number of examples of accurate predictions to the total number of prediction
samples in all prediction examples in which the prediction result is a certain category. For the
classification problem, the combination of the real category and the prediction category can be divided
into real cases, false positive cases, true counterexamples, and false counterexamples, and the numbers
are represented by TP, FP, TN, and FN, respectively. Then, the calculation formula of the recall ratio is
as shown in Equation (11):

TP
P= —— 11
TP + FP (1)
The formula of the precision ratio is as shown in Equation (12):
TP
R=TprmN (2

The recall rate and the precision rate are a pair of contradictory measures. The higher the recall rate,
the lower the precision; the lower the recall rate, the higher the precision. In the general classification
problem, to balance the recall rate and the precision rate, it is necessary to find a balance point between
the recall rate and the precision rate. The F1 assessment is based on the harmonic mean of the precision
and recall. By calculating F1, the equilibrium can be established. The formula for F1 is shown in
Equation (13):

2XPXxR
F1= TPIR (13)
(3) mAP assessment [44]

Mean average accuracy (mAP) is the most commonly used evaluation criterion in object detection.
In common classification problems, recall and precision are the most commonly-used statistics.
However, in object detection, we also need to confirm the position of the object in the image, and so
this is different from the normal classification in calculating the recall ratio and precision ratio.

The mAP calculation is based on the IoU between the predicted bounding box and the real
bounding box. We calculate the IoU of each detection bounding box and compare it with the calculated
IoU value and the threshold (usually set to 0.5), then we obtain the number of correct detections in
each image.

The object position in this project is not required to be accurate. Because it is a small object in a big
image, the approximate position has been determined by the screenshot during the screening stage (not
covered in this paper). Therefore, mAP is not used as an evaluation criterion. According to production
requirements, as long as the probability of a certain defect is greater than a certain value (for example,
greater than 50%), and in order to meet a certain value of accuracy rate, precision rate and recall rate,
the evaluation criterion of the classification model system meets the production requirements.

5.5. Experimental Evaluation and Discussion

According to the evaluation method of the classified image, the following gives the experimental
analysis and evaluation of the single object situation. On the multi-objective experimental results,
as shown in Figures 13-15. Because there are few multi-target situations in practice, this case is for
reference only and not discussed in the paper.

For verification and evaluation results of deep learning, ablation experiments are needed and as
follows: First, verification and evaluation prediction results base on training and non-training images;
Then, discussion and evaluation influence the factors of detecting results base on ablation experiments
of deep learning system; Finally, analysis some issues for unrecognized and incorrectly identified.
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5.5.1. Using Training Image Prediction

The performance evaluation using the training image prediction is shown in Table 5.

Table 5. Four-defect evaluation using training images (no negative samples).

Samples Correct Samples -
Defects Total Detected Detected Accuracy Precision Recall F1-Score
Pits 90 90 89 100% 99% 99% 0.99
Breach 90 90 85 100% 94% 94% 0.94
Abrasion 90 90 90 100% 100% 100% 1.00
Scratch 90 90 90 100% 100% 100% 1.00

It can be seen from Table 5 that the recognition rate of the breach is relatively low, the detection is
N/A, and the recognition rate of the other three defects is relatively high.

5.5.2. Non-Training Image Prediction

The performance evaluation using non-training image prediction is shown in Table 6.

Table 6. Four-defect evaluation using non-training images (no negative samples).

Samples Correct Samples -
Defects Total Detected Detected Accuracy Precision Recall F1-Score
Pits 90 90 88 100% 98% 98% 0.98
Breach 90 90 87 100% 97% 97% 0.97
Abrasion 90 90 89 100% 99% 99% 0.99
Scratch 90 90 90 100% 100% 100% 1.00

It can be seen from Table 6 that the accuracy rate of the breach is much lower, which is basically
consistent with the prediction using the training image. Moreover, the geometric image is simple, the
pits and breach detection rates for small sizes are low, the complex images can be all detected, and all
are correct.

Actually, when using a non-training image for detection, the correct ratio will be determined by
the similarity between the image being trained and the image being detected; otherwise, the “N/A”
condition will occur, e.g., Figure 21(a), but there were almost no undetected cases.

5.5.3. Ablation Studies

Ablation study is usually used in relatively complex neural networks for verification and research
network feature by cancel parts network structure or module. But the project is a application project,
and Faster R-CNN+ResNet101 is a mature and classic model, it is just used as a module in whole
application system, so it’s not necessary to do ablation experiments on the network structure. But as
a whole defect detection application system, it is necessary to do ablation studies, i.e., the ablation
research method of original meaning is transplanted into the research for the whole deep learning
defect detection system.

The detection system involves five modules, i.e., image capture, image, filtering de-noising, image
segmentation, Faster R-CNN image recognition:

(1) Image capture module. It involves shooting and lighting. If the original image in the project is
removed, but the image obtained under unstable shooting and lighting conditions are used, the
images have different contrast, brightness, uneven illumination and the like. These images are
tested by the defect of this system, and the effect is shown in Figure 16.
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Figure 16. Object detection under different brightness and contrast conditions.

As can be seen from Figure 16, under different background conditions of shooting and illumination,
as long as the defect image can be visually identified, it can be detected.

(2) Image module. If do not cut the image, but use the image directly taken, and the shape is different,
the image resolution is original, the object detection effect is shown in Figure 17.

(d) I I
(e) ()

Figure 17. Object detection of original images of different shapes (a) 16384x4096, (b) 4096x4096, (c)
8192x4096, (d) 2048x4096, (e) 4096x16384, (f) 4096x8192.

~
(@]
~

(a)

As can be seen from Figure 17. The resolution of original image (a), (e) is 16,384 x 4096 and 4096 x
16,384, (a), (e) can’t be detected because of the image size is too big. When the original image size is
small enough, the defect can be detected. In addition, when the shape of the detected image and the
shape of the training image do not match, the defect can still be detected.

(3) Filtering de-noising module. If the image is not filtered, it contains various typical noises. This
kind of image directly performs the object detection effect as shown in Figure 18.
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Figure 18. Object detection under different noise backgrounds, (a) Gaussian, (b) Rayleigh, (c) Erlang,
(d) Exponential, (e) Uniform, (f) Salt & pepper.

As can be seen from Figure 18, when the noise destroys the image, an identification error occurs,
otherwise the conventional noise has no effect on image recognition.

(4) Image segmentation module. In this module, If the 500 x 500 resolution image is not adopted, the
image with other resolutions is used, the detection effect is as follows.

(a) The image detection of different resolution

Because of the actual needs of production, sometimes, the time of image detection needs to be
considered. The time of large image detection will be long, and the time of small image detection will
be short. However, this involves the proportion of defect images in the detected image. The impact of
this situation on the prediction results is shown in Table 7 and Figure 19.

Table 7. Detection and evaluation of images of different resolution.

Resolutions 1024 x 1024 512 x 512 256 X 256 128 x 128 64 X 64 32x32
Running time 4.63 229 1.62 1.41 1.38 1.32
Accuracy 100% 100% Indefinite  Indefinite 0 0
Precision 98.5% 98.5% Indefinite 0 0 0

Recall 98.5% 98.5% Indefinite 0 0 0
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Figure 19. Actual detection effect of pits in different-resolution images.

Table 7 shows that the prediction time of 512 X 512 images is about 4 s in the whole system without
CUDA participation. The speed of detecting a picture is about 2.29 s when there is CUDA parallel
computing participation. The smaller the image, the faster the detection speed. Table 7 shows the
image detection speed in the case of different image resolutions and with CUDA participation. The
training time of the model, training 30,000 rounds in the absence of CUDA participation, will take
about 1 day; in the case of CUDA participation, the training time of about 6 h can be reached, although
this training time is for reference only.

As can be seen from Table 7, in some cases, the detection result is “indefinite”, which means that
different images can be detected in some cases, some cannot be detected, and some can be detected but
with display errors, or N/A, or not marked. In particular, there are significant differences between
small objects such as pits and breaches, and large objects such as brasions and scratches, similar to
Figure 20 (2:1).

(b) Images detection of different scales.

In the case of an image with the same resolution (consistent with the training image), when the
defect image accounts for a different proportion of the entire image, the detection effect is as shown in
Figure 20.
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1:1 2:1 3:1
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Figure 20. Different scale defects with the same resolution, (a) Pits, (b) Abrasion.

The subscript of each figure in the figure is the ratio of the enlargement and reduction of the defect.
It can be seen from the figure that when small objects such as pits become larger, they are recognized
as N/A, and when they become larger, they are recognized as brasions and scratches. If they become
smaller, they will not be detected (there are no columns in the legend). Brasion defects cannot be
recognized when enlarged more than 3 times, regardless of zooming in or out; as long as the overall
shape of the defect does not change, it can always be correctly identified. The above phenomenon is
very meaningful for the reliability of industrial applications.

(5) Faster R-CNN image recognition module. If don’t use the manuscript’s deep learning network,

comparative studies using other deep learning models have been described in the manuscript
Section 5.6.

5.5.4. Unrecognized and Incorrectly Identified Analysis

Various cases of unrecognizable defects and misidentification are shown in Figure 21. The analysis
of and solution to various error phenomena are listed in Table 8.
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Figure 21. Some detection legends, (a) N/A case, (b) Classification error, (c) N/A case, (d) Low similarity,
(e) Unlabeled, (f) Label overlapp, (g) Multi label, (h) Normal case

Table 8. Various misrecognition samples and analysis.

No. Content Figure 21 Reason Measure
1 N/A (a,0) Not participating in training quel 'upgrac‘ie‘
or over-targeting participation training
2 Clas;frls?tlon (b) Target ratio is incorrect Adjustment target ratio
Not participating in training . .
3 Unlabeled (e) . Adjustment target ratio
or over-targeting
4 Low similarity (d) Not involved in training Particip at1'01'1 in model
training
5 Label anomaly (£g) The target is too dense or too Acceptable

scattered

According to Table 8, it can be seen that: (1) defective images participating in training should
be as comprehensive as possible—no object or a wrong object should be added during the model to
upgrade training; (2) the proportions of the object to be detected must be appropriate in the image.
We try to match the object image of the defect object that is involved in the training; on the other hand,
the defect is basically fixed. The proportions of the defect object in the image should be consistent,
and the resolution of the image should not be changed to detect it. This is an essential difference from
object recognition immutability. In this project, the image obtained according to the principle of the
interception of the detected image is shown in Figure 21(h). This is a typical normal case, and other
images are only for reference.

According to the above analysis, in order to obtain a relatively high and reliable accuracy rate
in practice, the following conditions must be met: (a) the proportion of the object to be inspected in
the figure should be as close as possible to the training image; (b) when the size of the defect being
detected is in the image is very different, the proportion of small objects and large objects in the image
should be considered comprehensively; (c) if the trained defects are not much different in geometry
and size, they should be considered unclassified.



Appl. Sci. 2020, 10, 87 26 of 30

5.6. Comparative Study

For the evaluation of deep learning classification performance, the comparison between Faster
R-CNN+ResNet101 and some classical neural networks has been shown in reference [4], Table 3.
The performance comparison of the network system between the Optimized Faster R-CNN and other
more advanced deep learning methods such as R-FCN [45], YOLOv3 [46] is shown in Table 9. In the
experiment, the same datasets were used for training, and then the same 120 mixed defect datasets
were still used for prediction. Experiments show that the Faster R-CNN can have better performance
than the more advanced neural network structure if the design of the framework structure is reasonable
and the parameter adjustment is appropriate. Practice has shown that the advanced deep learning
system is not the best object detection system for some specific detection objects in the field of industry.
Of course, it should not be ruled out that advanced neural networks can be optimized and modified to
achieve better performance.

Table 9. Comparison with other advanced deep learning system.

Samples Correct Samples -
Methods Total Detected Detected Accuracy Precision Recall
R-FCN 120 106 95 88% 90% 79%
YOLOV3 120 100 88 83% 88% 73%
Ours 120 120 119 100% 99% 99%

YOLOV3 is a more advanced deep learning system than Faster R-CNN. When using standard
datasets, YOLOv3 works better, but it is not very good in the defect detection of this paper.
The experimental data in some reference [19] also proves at this point, Table 10 shows that there are
more defects detected on pit, and the breach, abrasion and scratch images are better, but the accuracy
of abrasion detection involving a large number of small points is not high. The R-FCN test results
are exactly the opposite. We just analysis some reason between Faster R-CNN and YOLOv3. Reason
analysis:(a) YOLOv3 input image is a fixed image of 416 X 416 resolution, Faster R-CNN input image
size is variable and much smaller than 416 X 416, so when extracting features, small targets like pits
and small dots can easily lose useful information for inputting large images. Dimmed small images
are not easy to lose useful information; (b) YOLOv3 requires a large number of training samples, and
Faster R-CNN does not require a large number of training samples, so under the same sample quantity
conditions, when Faster R-CNN achieves good results, YOLOV3 is not as good as Faster R-CNN.

Table 10. YOLOv3 comparison study for four detects base on non-training image.

Samples Correct Samples

Detects Total Detected Detected Accuracy Precision Recall
Pits 30 10 9 33% 90% 30%
Breach 30 30 25 100% 83% 83%
Abrasion 30 30 23 100% 77% 77%
Scratch 30 30 30 100% 100% 100%
Mixed 120 100 88 83% 88% 73%

Certainly, over-fitting must be considered, to prove the model for comparison in the project is the
comparable one. The reasons of over-fitting of deep learning include training sample quantity, model
and match between the two, etc. Because the training sample quantity is fixed for comparability, so a
suitable model has to be selected. To prevent over-fitting, a suitable model is generated by adjusting
net architecture, early stopping, regularization and adding noise, etc. But the image and YOLOv3
(YOLOV3 is from another mature trademark recognition project) are fixed, that means, early stopping
is a good choice.
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In order to select a suitable model, the early stop strategy is applied in YOLOv3 training. Figure 22
shows accuracy, precision and recall of YOLOvV3 base on different training rounds. It shows, when
the training rounds is increase, the accuracy, precision and recall will gradually stabilize. In fact,
on the project, involving simple geometric images (e.g., pits) and complex geometric images (e.g.,
abrasion), with the increase of training rounds, a fewer simple geometric images that can’t be detected,
complex geometric images can be detected, but the repetition rate and error rate of detection is higher.
These problems are out of the scope of this paper.
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Figure 22. Evaluation against different training.

In addition, in order to determine whether the models used for comparison are significantly
over-fitted, the cross-validation is usually adopted, i.e., the training data set is used for testing.
The result shows that the accuracy, precision and recall tested using the training image is better than
the test results with non-training data. Because of the line scan defect image is very different from civil
image, so cross-validation can’t be used as a basis for judgment.

6. Conclusions

Because of the requirements of saving production costs, it is necessary to classify defective shafts.
The classification of micro-fine defects on the polished shaft surface is a challenging aspect of research.
For the characteristics of defects, a deep neural network-based machine learning system using artificial
intelligence is proposed. Experimentation proves that the methods can be applied to production
practices. The research in this paper draws the following conclusions:

1)  The Faster-R-CNN object detection framework with the ResNet101 convolutional neural network
feature extraction algorithm can be applied to industrial practical environments

2)  The limiting condition is the proportion of the detected object in the whole image, which should
be as close as possible to the training image when using an existing deep learning network
system in industry. This is different from the image size invariance of object detection and image
processing fields.

3) Aslong as the defect is visually identifiable in the image, background interference, brightness,
and contrast have little effect on image recognition; the shape of the detected image has no effect
on the detection.

4) A processing method for large image small object is proposed to meet the requirements of deep
learning model for processing high precision large image base on polishing shaft scanning image.

5) It is theoretically feasible to increase the number of positive samples by setting multiple IoU
values, and the method is necessary in practice. Further proof is left for the next step work.
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