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Abstract: The verification of the integrity and authenticity of multimedia content is an essential
task in the forensic field, in order to make digital evidence admissible. The main objective is to
establish whether the multimedia content has been manipulated with significant changes to its
content, such as the removal of noise (e.g., a gunshot) that could clarify the facts of a crime. In this
project we propose a method to generate a summary value for audio recordings, known as hash.
Our method is robust, which means that if the audio has been modified slightly (without changing
its significant content) with perceptual manipulations such as MPEG-4 AAC, the hash value of the
new audio is very similar to that of the original audio; on the contrary, if the audio is altered and its
content changes, for example with a low pass filter, the new hash value moves away from the original
value. The method starts with the application of MFCC (Mel-frequency cepstrum coefficients) and
the reduction of dimensions through the analysis of main components (principal component analysis,
PCA). The reduced data is encrypted using as inputs two values from a particular binarization system
using Collatz conjecture as the basis. Finally, a robust 96-bit code is obtained, which varies little when
perceptual modifications are made to the signal such as compression or amplitude modification.
According to experimental tests, the BER (bit error rate) between the hash value of the original audio
recording and the manipulated audio recording is low for perceptual manipulations, i.e., 0% for
FLAC and re-quantization, 1% in average for volume (−6 dB gain), less than 5% in average for
MPEG-4 and resampling (using the FIR anti-aliasing filter); but more than 25% for non-perceptual
manipulations such as low pass filtering (3 kHz, fifth order), additive noise, cutting and copy-move.
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1. Introduction

The proliferation of technologies and platforms for sharing information has made the increase in
information in recent years exponential. Within this large amount of information, specific needs arise
related to very diverse aspects such as authentication and integrity verification [1], content security [2],
application of copyright [3], covert communication [4], or identification of multimedia contents [5],
among others. Some of these applications fall within what is known as digital forensics.

Digital forensics is a discipline whose main objective is the application of computer tools in legal
proceeding or an official investigation of some kind. It is used by experts to analyze, preserve and
produce storage data for both volatile and non-volatile media, contributing to the veracity of digital
evidence that is legally provided [6–8]. One of the fields of this discipline is audio forensics, where
the aim is to acquire, analyze, or evaluate audio recordings which may be presented as admissible
evidence in some official venue [9–11]. Some specific tasks normally performed in audio forensics
include authentication and integrity verification and the identification of multimedia contents.

In the case of authentication and integrity verification applications, the aim is to ensure that the
information (e.g., digital evidence) was not inadvertently or deliberately altered prior to examination,
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i.e., what is being demonstrated is that the content has not changed [9,12]. On the other hand,
the identification of multimedia contents can be useful when there is only partial access to the
information; this is the case of song identification systems (from a few seconds), or also of digital
forensic systems, when the data have suffered fragmentation or partial destruction [13]. It is important
to note here that the integrity check seeks to demonstrate that a content has not changed, while the
multimedia content identification seeks to determine if the fragment is part of a content that has
previously been identified as incriminating.

In any case, how these challenges are addressed depends on the characteristics and availability
of information on the content to be evaluated. This is usually achieved through the calculation of a
numerical value based on input data, i.e., the use of cryptographic hash functions [14]. However, due to
the high sensitivity of these functions to minor changes in the input, this solution is not practical when
exact copies of the content to be evaluated are not available [5]. This means that, if you only have
partial access to content, or even if the content may have changed (e.g., in the file format), the solution
is not appropriate. Similarly, alternatives such as encryption methods, cyclical redundancy check,
or even meta-data use may fail when digital content is modified such as via file format conversion,
meta-data removal, or analog/digital and digital/analog conversions [5,15].

In this type of situation, the methods that can be used must be robust enough to tolerate certain
modifications, or even allow identification using only part of the contents [16]. These methods mainly
include watermarking and robust hash functions. The first option is an invasive technique, consisting of
the imperceptible insertion of a specific code over the content [17]. This option is valid when the
content is susceptible to modification, but in some cases it may present drawbacks such as scalability
or the need to previously mark all content to be evaluated [5]. In the case of robust hash functions,
also known as perceptual hash functions or audio fingerprints, these are characterized as non-invasive.
In this case, a static or at least almost insensitive behavior in the hash code with respect to permissible
transformations in such content is desired [15].

In this context, the approach of robust hash functions for the identification of audio contents has
aroused recent interest due to its multiple applications. For example, alternatives to perform audio
identification by microphone capture have been presented [5], where one of the best known cases
is that of Shazam, a company that has multiple patents in this regard [18,19]. Other cases include
the identification of the audio environment to present related content (Google) [20], or in general,
perceptual methods presented by companies such as Philips, Microsoft or Gracenote [5].

Different approaches to perceptual hash functions have also been presented in scientific literature.
In general, perceptual hash methods may use one or more of the following blocks: (i) Divide the
input signal into contiguous time windows with some overlap and apply some kind of analysis to
them; (ii) separate the frequency components of the signal according to the human auditory system;
(iii) apply some dimensional reduction technique. In the first case, different types of time-frequency
transformations have been used, such as the FFT (fast Fourier transform ), DWT (discrete wavelet
transform) [2,21], SWT (stationary wavelet transform) [22], modified discrete cosine transform [23],
and Radon transform [24], among others.

In the second case, the use of techniques related to MFCC (Mel-frequency cepstrum
coefficients) [25], SFM (spectral flatness measure), or SCF (spectral correlation function) have been
proposed [5]. Finally, it is pertinent to use any size reduction technique that facilitates obtaining a
short and constant code, for example using NMF (non-negative matrix factorization) [21,24] or PCA
(principal component analysis). In [2], the authors use the approximation coefficients of a 3-level
wavelet decomposition as the perceptual feature value, and a measurement matrix to reduce its
dimension. According to the results, the approach shows improvements in terms of low pass filtering
and MP3 compression. However, for lossy audio encoding the results are not consistent, as the error is
lower for a low bit rate (average BER = 0.0042 for a 48 kbps bit rate), compared to a higher bit rate
(BER = 0.2189 for a 128 kbps bit rate).
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In any case, research related to perceptual hash functions is an active topic, mainly because
tolerance to some types of modifications depends on the application. Therefore, there are still some
challenges to be solved in this area. For example, in digital forensics it is required to identify
content when the whole data is not available, or when the content has been manipulated through
content-preserving operations (perceptual). Additionally, it is necessary to take into account the
computational cost, both in the generation and in the process of searching for the hash value in
a database.

Accordingly, this document proposes a new and robust hash function methodology for integrity
verification in audio signals. In other words, what is expected is that the hash value be invariable or at
least almost insensitive to moderate or permissible transformations in audio signals, such as format
changes. This can facilitate chain of custody processes for digital evidence, even with unintended
errors in the processing of information. The proposed method begins with the characterization of the
speech signal by calculating the MFCC and reducing dimensions by PCA. Subsequently, the data given
by PCA is encrypted, using as inputs, two values that come from a particular binarization system that
uses the Collatz conjecture as a basis. Finally, a robust 96-bit code is obtained that can support input
data modifications such as compression, amplitude modification, re-sampling and re-quantization.

The rest of the paper is organized as follows: Section 2 explains the concepts that will serve as
a basis for the following sections. Section 3 presents the proposed method to summarize a speech
signal. Section 4 shows the experimental validation, results and comparison of the proposed method.
Finally, in Section 5 the conclusion is given.

2. Basic Concepts

2.1. Collatz Conjecture

The Collatz conjecture was enunciated by the German mathematician Lothar Collatz. It states
that any positive integer (P) can be reduced to 1 by iteratively applying two operations (Equation (1))
that depend on the value of the entry number (even or odd). Its validation has been carried out
partially [26], for which it is estimated that there may be an infinite number of exceptions [27,28];
however, its validity for small values (P < 216) is easily verifiable.

Pk+1 =

{
Pk/2 i f Pk is even

3× Pk + 1 i f Pk is odd
, P > 1. (1)

2.2. MFCC

The MFCC (Mel-frequency cepstral coefficients) is a method to obtain a parametric representation
of a signal, which has been widely used in speech recognition tasks. To obtain this representation,
a 1st order FIR filter is used as a pre-emphasis filter to flatten the signal spectrum. Then, the STFT
(short-time Fourier transform is applied to the signal, maintaining a time overlap between the frames.
Its magnitude spectrum passes through a bank of filters formed by M triangular filters, where its linear
frequency is assigned to Mel-frequency through Equation (2) [29].

Mel ( f ) = 2595log10 (1 + f /700) . (2)

In the Mel domain, the filters are equally spaced in a frequency band [29].
After signal filtering, the DCT (discrete cosine transform) is applied to the logarithm of the above

data [30], in order to de-correlate them. Finally, a lifter is applied to obtain the MFCC coefficients.
The MFCC has been applied to speech recognition, audio signal processing and other scenarios [31,32].
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2.3. RSA

RSA (Rivest–Shamir–Adleman) is a well-known encryption algorithm that has been implemented
in different security scenarios. This algorithm was created by Rivest, Adleman and Shamir and was
patented in 1983 [33]; it is based on the generation of keys from two seed values (p and q), which are
usually chosen as very high value prime numbers. This selection is based on the complexity involved
in factoring very large numbers, which becomes more complex when the entry is a prime number.
This method is an asymmetric algorithm, i.e., it uses different public and private keys. The encryption
process of this algorithm can be summarized in the following six steps.

1. Select two different prime numbers, named p and q.
2. Calculate n = p× q.
3. Calculate the function φ (n) = (p− 1)× (q− 1).
4. Randomly select an integer e, where 1 < e < φ (n) and e is coprime with φ(n).
5. Calculate a private exponent d, where 1 < d < φ(n).
6. Apply module operation: e× d mod φ(n) = 1.
7. Finally, public keys are e and n, and the private key is d.

3. Proposed Method

The proposed method makes it possible to verify the integrity of a voice signal in forensic audio
environments. The scheme summarizes a speech signal in a string with a fixed length. The proposed
method can be explained according to the blocks shown in Figure 1.

2𝑏 + 1=[2,3,..,65537]
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Figure 1. Block diagram of the proposed robust speech hashing method.

3.1. Step 1. Pre-Processing

The input of the proposed scheme is a digital speech signal (X[n, m], 1 ≤ n ≤ N, 1 ≤ m ≤ M),
where N is the number of voice samples of X, and M is the number of audio channels. The value of
each sample is represented using a precision given by the number of bits per sample (b), and its value
depends on the type of data (e.g., integer). The number of audio channels of this signal may be greater
than one, so the first step is to convert X[n] into a monophonic digital speech signal X′[n], 1 ≤ n ≤ N.

3.2. Step 2. MFCC

Since the the proposed method is intended to be robust, it is proposed to use MFCC to obtain a
representation of the signal as a function of the response of the human auditory system. The MFCC is
a representation of the short-term power spectrum of the audio signal, where the short-term concept
refers to the duration of the characteristics [34]. In the proposed method, the MFCC parameters are
adjusted according to Table 1.
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Table 1. MFCC parameters.

Parameter Value

Frame duration (ms) 500
Frame shift (ms) 250

Preemphasis coefficient 0.97
Number of filterbank channels 20
Number of cepstral coefficients 12
Cepstral sine lifter parameter 22
Lower frequency limit (Hz) 300
Upper frequency limit (Hz) 3900

The monophonic signal X′[n] is the input to the MFCC block, and its output is the matrix M
(12×Y). Here, the number of rows of M is the number of Cepstral coefficients configured in the MFCC
block (which is set to 12), and the number of columns (Y) depends on the length of the input signal,
according to the following Equation:

Y =

⌊
t

FD− FS

⌋
, (3)

where t is the duration in seconds of the audio signal, FD corresponds to the duration of the frame,
and FS corresponds to the frame shift in the MFCC block. In the proposed method, these parameters
are FD = 500 ms and b = 250 ms, therefore Y is given by Equation (4).

Y =

⌊
t

0.25

⌋
− 1. (4)

3.3. Step 3. PCA

Once the MFFC matrix has been obtained, a reduction in dimensions is required. This process
is done through PCA (principal component analysis), which decreases the amount of data through
statistical analysis of input information. The process begins with the application of an orthogonal
transformation to obtain a group of new uncorrelated variables, where the first component is
characterized by having the greatest variance [35].

The application of PCA within the proposed method is carried out in order to reduce the number
of observations in the M matrix, thus obtaining at the output a single vector V of 12 elements
(corresponding to the number of coefficients of the MFCC block). In other words, PCA is being
applied in time frames. Although the dependence of the samples of the original audio signal is strong,
the application of PCA is proposed based on the following two reasons:

1. In time series data, the closer the vectors are (in time), the greater the dependency, and vice
versa [36]. Since the columns in matrix M correspond to 250 ms window frames (FD–FS), the time
separation of these frames is greater than the corresponding separation of the samples in the
original signal (1/sampling f requency = 1/8000 = 125 µs).

2. The main purpose of the proposed hash function is descriptive, not inferential, i.e., to summarize
the data. Therefore, non-independence does not seriously affect the application of the PCA [36].

Finally, each element of vector V is represented in integer format with b-bit precision. Its value
will be masked using the values supplied by the binarization block.

3.4. Step 4. Binarization Based on the Collatz Conjecture

The purpose of this block is to generate the data that will serve as input to the encryption
algorithm based on RSA. For the generation of this data, it is proposed to use the Collatz conjecture for
the binarization of integer values. From the conjecture, it is possible to obtain an alternative binary
representation of positive integers. In each iteration of the reduction process, a bit is added depending
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on which of the two expressions is used, i.e., when the operation applied is L/2, a bit “0” is added,
otherwise a bit “1” is added. Two additional values are obtained from the binary vector. The first is
the number of iterations (IN) that the algorithm uses to reduces the integer to 1. The second is the
Hamming weight (HW) of the binary vector, i.e., the number of ones in the vector.

In the example shown in Table 2, the Collatz conjecture has been applied to reduce the number
six. The results are the binary vector “100001010”, IN = 8, and HW = 3.

Table 2. Example of Collatz conjecture-based binarization.

X = 6 Operation Binary Vector

6 6/2 = 3 0
3 3× 3 + 1 = 10 1
10 10/2 = 5 0
5 5× 3 + 1 = 16 1
16 16/2 = 8 0
8 8/2 = 4 0
4 4/2 = 2 0
2 2/2 = 1 0
1 1 (MSB)

Given that the elements of the vector V are represented in integer format with a precision of b
bits, in the binarization block, the objective is to obtain a set of IN and HW values that allow each of
the possible values that V can take to be represented. In this case, this block provides 2b IN and HW
values. Each pair of values is obtained through the algorithm shown in Algorithm 1. It is important to
bear in mind that the vectors containing the IN and HW values are only generated once.

Algorithm 1 Collatz-Based Binarization.

1: Input: X, L← 2, Cont← 0.
2: Output: Vector_Bin, IN, HW.
3: Vector_Bin← [];
4: while X 6= 1 do
5: if X is even then
6: X ← X/2
7: Vector_Bin← [0 Vector_Bin]
8: else
9: X ← 3 ∗ X + 1

10: Vector_Bin← [1 Vector_Bin]
11: end if
12: end while
13: IN ← length o f Vector_Bin
14: for i← 1 to IN do
15: HW ← HW + Vector_Bin(i)
16: end for

The next step is to replace each element in the vector V using the IN and HW values. To obtain the
values corresponding to each V element, two multiplexers are used. In the first multiplexer, the b bits
of the V element are used as select lines and each of the 2b IN values are the input lines; in the second
multiplexer, the select lines are the same, while the input lines are the 2b HW values. This means that a
value of j in V, is replaced by the jth position in IN and by the jth position in HW. Both the IN and
HW values of each element in V will be used as input values for the encryption block.

Continuing with the previous example, the sample value is replaced by two values: The number
of iterations and the Hamming weight (see Figure 2). In this case, the value of the select lines of
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the upper multiplexer is 6, so the output value corresponds to the sixth element of the vector IN,
i.e., the number of iterations for the number 6 in the Collatz-based binarization. Similarly, the value of
the select lines of the lower multiplexer is 6, so the value of its output is the sixth element of the HW
vector, i.e., the hamming weight of the number 6 in the Collatz-based binarization.

M
U
X

M
U
X

HW vector

p

q

RSA

𝐻1𝑥24

Sample value
V[i]=610=1102

IN vector
IN[6] = 8

HW[6] = 3

Figure 2. Example of replacement of a sample value from the number of iterations and Hamming weight.

3.5. Step 5. RSA Encryption

The last block in the proposed method is RSA. This block has three entries, the vector V, and the
values p and q. For the proposed algorithm, the inputs p and q correspond to IN and HW, respectively.

It should be noted here that, although these values are not very high, computational complexity
remains, as each sample is independently coded (i.e., with different p and q). In addition, both IN
and HW can present similar values for each value of V. Additionally, the proposed methodology
could be used with another encryption method that uses seed values for key generation. In any case,
what best ensures that the method is not reversible is not the encryption itself, but the extraction of
characteristics by MFCC and data reduction by PCA.

Finally, from the keys generated with each p and q, the encryption of each value of V is carried
out, having as output the data encrypted by RSA, called H[i]. This output is a fixed-length string
containing 96 bits, i.e., a 24-digit hexadecimal string.

3.6. Step 6. Comparison

After obtaining the hash code, it is possible to compare it with the hash code of a second test
signal. The hash value of this second signal is obtained using the same method as explained above,
and their comparison is made using the BER. The threshold analysis that determines whether the
signals match is presented in Section 4.4.

4. Experimental Results And Analysis

4.1. Experimental Dataset

The speech recordings used in the validation of the proposed method come from a proprietary
dataset of 500 audio recordings from Spanish and English speakers. Each file is monophonic, with a
length between 24 and 59 s, a sampling frequency of 8 kHz and 16 bits per sample.

4.2. Performance Analysis

Performance analysis of the hash function is presented in terms of BER (bit error rate) and ER
(entropy rate). BER and ER are defined below.

• Bit Error Rate (BER): One of the widely used parameters for comparing a pair of hash codes is the
BER. It is equal to the number of bits that differ between two hash codes, divided by the length of
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the hash sequence. The maximum value of BER is 1 and the minimum is 0. In the first case the
two hash codes are completely different, while in the second case the codes are the same.

The formula for obtaining the BER is:

BER =
N

∑
i=1

h1 (i)⊕ h2 (i)
L

, (5)

where h1 and h2 are the hash codes of two different recordings, L is the length of the hash value,
and ⊕ is the XOR operator.

In this study, with 500 different recordings (a), the number of BER values obtained with all
available pairs is calculated using the binomial coefficient:(

a
b

)
=

a!
b! (a− b)!

, (6)

for a = 500, b = 2. Then, our result is 500!/(2!498!) = 500 × 499/2 = 124, 750.
Having many BER values, they should follow a Gaussian distribution with µ = 0.5 and
σ =

√
µ (1− µ) /L [37]. Since a = 500, L = 96, the expected standard deviation value will

be σ =
√

0.5 (0.5) /96 = 51× 10−3. As a result, Figure 3 shows the histogram of 499 BER
values obtained by the comparison between a sample recording and the rest of the remaining
499 recordings.

Table 3 shows the expected values and experimental values obtained from the 124,750 BER values.
As can be seen in this Table, with the proposed hash function, the data distribution approximates
the Gaussian distribution. This function facilitates resistance to collisions since both the mean and
the dispersion of bits that differ between two hash codes of different recordings are close to the
theoretical value.

• ER (entropy rate). The ER value allows you to compare the performance of hash functions and,
unlike other evaluation parameters, does not depend on the length of the hash code. The higher
the ER value, the better the performance. The ER is obtained by taking into account the probability
of transition between two hash sequences, p, using the following equation:

ER = −p log2 (p)− (1− p) log2 (1− p) , (7)

where p = 0.5
(√

σ2
e − σ2

t /σ2
e + σ2

t + 1
)

. For our case, p = 0.626, and therefore ER = 0.953.

These values are discussed in Section 4.5.

Figure 3. Gaussian distribution of 499 BER (bit error rate) values: An example.
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Table 3. Expected values (t) and experimental values (e) obtained from the entire 124,750 BER values.

Type Theoretical Values Experimental Values

Parameter µt σt µe σe
Value 0.5 0.05103 0.4175 0.05439

4.3. Analysis with Perceptual and Non-Perceptual Manipulations

Once the hash codes of different recordings have been analyzed theoretically and experimentally,
the next step is to examine the hash codes after applying perceptual and non-perceptual manipulations.
The first ones preserve the content, i.e., that do not change the perceived content. Generally speaking,
two audio clips can be considered significantly similar if they sound the same [38]. For forensics
purposes, it is desirable that perceptually similar recordings have very similar hashes (i.e., a BER close
to 0), while for non-perceptual manipulated recordings they have dissimilar hashes (i.e., a BER close
to 50%).

In order to illustrate BER values for perceptual and non-perceptual manipulations, we apply the
following tests: FLAC, MPEG4 AAC, volume, re-sampling and re-quantization (perceptual), and LPF,
additive noise, cutting and copy-move (non-perceptual). Table 4 describes the parameters used in
each case. To illustrate an example, the signal shown in Figure 4a was used. In the case of perceptual
manipulations, both the RMS (root mean squared) value of original minus modified signal, and the
BER between the hash of the modified signal and the hash of the original signal were calculated
(see Tables 5 and 6, respectively). According to these results, although RMS values can be higher than
zero for perceptual manipulations, their BER values are lower than 11%. On the other hand, Figure 4
shows examples of non-perceptual manipulations, with BER values higher than 38%. This means that
the hash values of signals with perceptual manipulations are similar to the hash value of the original
signal, whereas for signals with non-perceptual manipulations, the hash values differ greatly from the
original hash value.

Table 4. Manipulations used to test perceptual and non-perceptual hashing.

Perceptual Manipulation Description Parameters

Format conversion: FLAC
Conversion to FLAC
and returned to wav

Sample rate: 8 kHz
Bits per sample: 24

Format conversion: MPEG-4 AAC
Conversion to MPEG-4 AAC
and returned to wav

Sample rate: 44.1 kHz
BitRate: 192 kbps

Decrease Volume
The amplitude of the recording is
attenuated by a scale of 2 Gain: −6 dB

Re-sampling
Sampling frequency is set to 16 kHz
and returned to 8 kHz

8 kHz→ 16 kHz→ 8 kHz
(using anti-aliasing FIR filter)

Re-quantization
Each sample is quantized
to 32 bits/sample,
and returned to 16 bits/sample

16 bits→ 32 bits→ 16 bits

Low-pass filtering Butterworth low pass filter (LPF) 3 kHz, fifth order

Noise Gaussian Additive noise µ = 0 σ = 0.01

Cutting
Delete samples from
the original signal 5000 samples are deleted

Copy-move
Copy and move samples
in the original signal 10,000 samples are exchanged
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Table 5. Example of perceptual manipulations for original signal shown in Figure 4a: RMS (root mean
squared) values of original signal and original minus modified signal.

Signal RMS Value

Original 179× 10−4

Original − Flac 0
Original −MPEG-4 AAC 1.502× 10−4

Original − Volume 89× 10−4

Original − Re-sampling 0.658× 10−4

Original − Re-quantization 0

Table 6. Example of perceptual manipulations for original signal shown in Figure 4a: BER values of
original signal versus modified signal.

Signal BER

Original 0%
Flac 0%

MPEG-4 AAC 10.42%
Volume 4.17%

Re-sampling 1.04%
Re-quantization 0%
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Time (s)
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(a) Original
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(b) LPF (BER = 0.4271)
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(c) Cutting (BER = 0.3854)
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(d) Copy-paste (BER = 0.4792)

Figure 4. Examples of non-perceptual manipulations and BER value between the hash of the original
signal and the hash of the modified signal.
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For the second part of the test, for each of the manipulations listed in Table 4, 500 manipulated
signals, their hash value and their BER were obtained. The average BER for each manipulation
is presented in Table 7. According to these results, for perceptual manipulations the BER value
(in average) is lower than 5%, while for non-perceptual manipulations it is higher (in average) than 25%.

Table 7. Results of perceptual and non-perceptual tests for 500 signals.

Manipulation Average of BER Values

FLAC 0.00%
MPEG-4 AAC 4.79%

Volume 0.99%
Re-sampling 2.75%

Re-quantization 0.00%
LPF 26.44%

Noise 41.62%
Cutting 33.45%

Copy-move 33.05%

In addition to the BER average, it is important to know the complete behavior of the data for each
type of manipulation. Figure 5 shows the histograms of BER values for the manipulations where the
hash differs.

(a) MPEG-4 AAC (b) Volume

(c) Re-sampling (d) LPF

Figure 5. Perceptual tests distribution.

As can be seen in Figure 5, the first three histograms are highly concentrated around the first bin,
with more than 60% of the data. Only a few BER values are in the last bin (>0.20). This behavior is
highly desirable for the perceptual hash, as it allows a threshold to be set for separating recordings with
different content from perceptually similar files. On the other hand, in non-perceptual manipulation
(Figure 5d), most BER values are in the last bin (>0.20), which means that the hash value has changed
a lot, and it will not be easy to discern whether the contents match.
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4.4. EER (Equal Error Rate) and the Threshold (th)

The last step in adjusting our model for perceptual purposes is the selection of the threshold.
The aim is to differentiate recordings with different content and to detect files with perceptual
manipulation. This is achieved by balancing FAR (false acceptance rate) and FRR (false rejection
rate). FAR is the ratio of the number of false acceptances (i.e., when two recordings of different content
are classified as perceptual modification) to the number of attempts, while FRR is the ratio of the
number of false rejections (i.e., when two recordings with the same perceptual content are classified as
different content) to the number of attempts. For forensic purposes, FAR implies that a new recording
can be used as (false) evidence and FRR implies that evidence that has been perceptually manipulated
can be discarded as valid evidence. Neither case is desirable, so it is necessary to find the best point
where both parameters have the same value, i.e., the EER.

Figures 6–8 show the FRR and FAR values for different threshold values for each type of
perceptual manipulation.
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Figure 6. EER for MPEG-4 AAC manipulation. The x-axis represents the threshold (0–1), and the y-axis
represents the error rate (0–100).
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Figure 7. EER for volume adjustment manipulation. The x-axis represents the threshold (0–1), and the
y-axis represents the error rate (0–100).

For MPEG-4 AAC manipulation, according to Figure 6, the EER value is obtained when the
threshold is 0.37, where the values of FAR and FRR are equal to 0.2%. It should be noted that for
threshold values lower than EER, the value of FAR is extremely low, and for threshold values higher
than EER, the value of FRR decreases. EER is the trade-off between both performances. The above
results mean that discrimination between perceptual manipulation or different content is correct in the



Appl. Sci. 2020, 10, 249 13 of 16

99.8% of cases (i.e., 100 − EER). It is also worth noting that with 124,750 BER values, the resolution is
1/124, 750 = 8× 10−6; for 500 BER values, the resolution is 2× 10−3. This means that with this dataset,
the lowest possible values of FAR and FRR are 8× 10−4% and 0.2%, respectively.

In terms of volume adjustment, for th = 0.22, the FRR equals 0% and the FAR equals 208× 10−6%.
Since the resolutions of FRR and FAR are not equal, the threshold of 0.22 is assigned as point EER,
with a value of 208× 10−6%. The use of this threshold results in discrimination between perceptual
manipulation and different content being correct in 99.9979% of cases.
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Figure 8. EER for re-sampling manipulation. The X-axis represents the threshold (0–1), and the y-axis
represents the error rate (0–100).

For re-sampling manipulation, the EER value is 0.2% for a th = 0.37. The discrimination accuracy
is equal to the MPEG-4 AAC compression case.

It is important to note that both FLAC manipulation and re-quantization work without false
classifications. This means that, despite the threshold value, in all cases the data are correctly classified.

4.5. Comparison with Related Works

In this section, we compare the proposed method with others of the state-of-the art. The following
parameters are selected: Volume adjustment (attenuation), re-quantization (up), downsampling and
ER. Tables 8 and 9 show the results.

Table 8. Comparison with state-of-the art approaches.

Perceptual Modification Ours [37] [23] [2] [39] [40]

Volume adjustment 98× 10−4 78× 10−3 98× 10−3 46× 10−6 0 78× 10−5

Down-sampling 27× 10−3 0 27× 10−3 11× 10−4 52× 10−2 37× 10−4

Re-quantization 0 NP 11× 10−5 0 3× 10−2 NP

According to the results of Table 8, the proposed method is the most effective in handling
re-quantization; it has an intermediate position for volume adjustment, as well as for down-sampling.
The previous works do not provide information regarding conversion to FLAC and MPEG-4 AAC.
In our case, FLAC compression does not change the hash value, whereas for MPEG-4 AAC, the mean
BER value is 47× 10−3. Here it is important to take into account both the mean and the standard
deviation of the BER values. A high σ value may imply the appearance of FAR or FRR.

For the above reasons, the values of p and ER are also taken into account. The closer σe is to
σt, the better the performance of the hash function, then pe is more similar to pt, i.e., 0.5, and as a
consequence, the ER value is closer to 1 (ideal). In other words, if the dispersion of BER values is
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significantly greater than the theoretical value, the system does not work with an adequate transition
probability between two hash values nor does it distinguish between ability and compression rate.
Table 9 shows the results for some selected state-of-the-art methods.

Table 9. Comparison in terms of entropy rate.

Parameter/Method σt σe P ER

Ours 0.051 0.054 0.626 0.953
[24] 0.0264 0.0366 0.781 0.758
[40] 0.0316 0.0341 0.637 0.944

According to the results of Table 9, the proposed method has a high entropy rate value,
and therefore, the proposed hash function follows the suggested characteristics for perceptual
applications.

5. Conclusions

The most important challenge of current research in verifying the integrity of digital audio
evidence was to provide a control function that would tolerate manipulations of signals with preserved
content, but would also identify those that significantly modified the content. For example, the hash
value of an altered recording with volume adjustment should be very similar to that of the original
recording, but the signal filtered with an LPF should provide a hash value distant from the original.
Thus, we proposed a method that summarizes the audio signal, but at the same time identifies its
most significant patterns, through the MFCC, PCA and RSA blocks. Since hash values are sensitive to
changes in the audio signal, it was necessary to define the BER threshold value between the hash of the
original audio and the hash of the manipulated audio in order to provide a binary output in relation
to the integrity of the content. The methodology to determine the threshold values was through the
cut-off point between FRR and FAR, in such a way as to optimize the number of manipulated audio
files that were labelled as authentic versus the number of original audio recordings that were labelled
as non-authentic. According to the results, the accuracy in verifying the integrity of the audio recording
is greater than 99.8% for the following manipulations: FLAC (sampling frequency: 8 kHz, and 24
bits per sample), MPEG-4 (sampling frequency: 44.1 kHz, and bit rate: 192 kbps), volume adjustment
(Gain: −6 dB), resampling (8 kHz→ 16 kHz→ 8 kHz), re-quantization (16 bits→ 32 bits→ 16 bits),
LPF (3 kHz, fifth order), additive noise, cutting and copy-move.

For future work, we propose the testing of hash values with other types of manipulations such as
acoustic impulse responses, and determining of the appropriate BER threshold value.
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