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Abstract: The expanding use of artificial intelligence (AI) in public administration is generating
numerous opportunities for governments. Current Spanish regulations have established electronic
administration and support the expansion and implementation of this new technology, but they may
not be adapted to the legal needs caused by Al Consequently, this research aims to identify the risks
associated with Al uses in Spanish public administration and if the legal mechanisms can solve them.
We answer these questions by employing a qualitative research approach, conducting semi-structured
interviews with several experts in the matter. Despite the benefits that this technology may involve,
throughout this research we can confirm that the use of artificial intelligence can generate several
problems such as opacity, legal uncertainty, biases, or breaches of personal data protection. The
mechanisms already provided by Spanish law are not enough to avoid these risks as they have
not been designed to face the use of artificial intelligence in public administration. In addition, a
homogeneous legal definition of Al needs to be established.
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1. Introduction

The public sector is involved in a process of digital transformation to adapt to digital
services and the new demands of citizens. Governments are changing their procedures
to improve service delivery, be more effective and efficient in their public policies, and
also increase transparency, interoperability, and citizen trust (Mergel et al. 2019). Therefore,
technological advances have caused public administrations to embrace a more dynamic
and flexible position, and consequently, they need to adopt new innovative administration
models, which can improve the reaction capacity of the public sector (Campos Acufia 2019).

However, public administrations have had problems adapting to technological ad-
vances, since in several cases there has not been a good political situation, nor have there
been adequate organisational structures (Dawes 2013). In addition, there has not been a
concern to promote smart governance (Criado 2021), understood as a new governance man-
agement paradigm based on the promotion of new technologies, practices, policies, and
more efficient resources. The COVID-19 crisis has highlighted the value of digital adminis-
tration, which has allowed European countries to improve their offer of digital services
this last year, because of mobility restrictions and measures to prevent the pandemic.

In fact, the European Parliament has already described various technologies as key
strategies of the 21st century to improve the digitisation process, among which is artifi-
cial intelligence (Al) (European Parliament 2019b), generally referred to a combination
of machine learning techniques used for searching and analysing large volumes of data,
algorithms, and automated decision-making systems (ADMS) able to predict human and
machine behaviour and to make decisions (European Parliamentary Research Service
2019). Thus, Al has the potential to transform different aspects of governments, including
interactions with citizens, the provision of services, the design of public policies, and
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decision-making (Sun and Medaglia 2019; Valle-Cruz et al. 2020). For this reason, public au-
thorities are introducing the use of these methods in various stages of public management.
Different Al projects or experiences have been developed but in specific sectors, such as
the field of health (Mesko 2017), sustainability (Nishant et al. 2020), labour market (Allam
and Dhunny 2019), or mobility (Nikitas et al. 2020), which have generated a lack of global
policy and synergies that help to solve complicated problems in the public sector.

Nevertheless, uncertainty about the potential impact of new technology and an ex-
isting legal framework not adapted for the new socio-technical scenario has generated a
series of difficulties regarding the use of Al. At the European level, a legal answer has been
explored to help solve the risks of Al following a series of principles centred on the human
being (Pifiar Marfias 2019; Cerrillo i Martinez 2020b). Therefore, at the end of April 2021, the
Commission presented a proposal for a regulation on Al, “Proposal for a Regulation laying
down harmonised rules on artificial intelligence (Artificial Intelligence Act) and certain
Union legislative acts”. Due to the Commission being aware of the multiple applications
that the use of Al can imply to users, it is vitally important for the legislature to consider
its legal and ethical implications and effects, without stifling innovation. However, this
technology can generate tensions concerning fundamental rights, legal security, or with the
principles and obligations of the public administration (Cotino Hueso 2017; Thelwall 2018;
Valero Torrijos 2020).

The interest of states and supranational organisations in this matter has been reflected
in declarations, guidelines, plans, and strategic programs to integrate Al in contemporary
societies to encourage its progress and, at the same time, safeguarding possible interests
and rights. In the Spanish case, the development of intelligent administration has been
uneven, although in certain areas the use of Al is advancing faster, such as the case of
police investigations or in tax and social security matters. Current Spanish regulations
have established electronic administration and support the expansion and implementation
of new technologies, but they may not be adapted to the legal needs generated by Al
This occurs despite having several projects based on Al, such as the one developed by
“Consejeria de Empleo, Formacién y Trabajo Auténomo de la Junta de Andalucia” to
reduce the time of resolution of subsidies in the context of the COVID-19 pandemic for the
self-employed. Furthermore, similar tools such as “data mining” are being used by public
administrations to analyse large amounts of information to extract patterns or identify
relationships within the analysed data set to formulate predictions. These are used to
determine the probability that irregularities have been committed in a public procurement
procedure (Criado 2016; Cerrillo i Martinez 2017).

The goal of this article is therefore to define what are the risks derived from this
new technology that Spanish public administrations may face and if the current law has
mechanisms to deal with them. For this reason, the research questions will be:

e Do we need a legal definition of AI?
e  What are the risks associated with the Al uses in Spanish public administration?
e  Can current Spanish legal mechanisms solve them?

The initial assumptions are, on the one side, that the definition of Al is vital for
regulation and governance because laws and policies need it to operate and, on the other
side, that the use of Al can generate problems such as gender biases or intrusions to
the privacy of citizens and that Spanish legislation is not prepared to provide a solution.
Based on the existing intelligence administration and Al literature, a semi-structured
interview guide for the expert interviews has been derived. Fourteen interviews were
conducted with experts knowledgeable about the development of Al and its applications
in public administration. The experts included researchers from prestigious Spanish
and foreign universities, IT public workers, public managers on the national, regional,
and municipal government levels, and experts from the legal profession. The interview
guideline addressed topics such as the existence of gender bias in current Al projects, the
lack of transparency in the use of this technology, or the legislative possibilities to fight
these risks.
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In order to answer the research questions, a dual structure was followed. On the one
hand, the first part is analytical and descriptive, which allows the setting of the foundations
of the concept of Al in public administrations, also its use and legal guarantees both in the
European Union and in the Spanish case. This theoretical framework will be completed
by an overview of the benefits and risks of the implementation of artificial intelligence in
public management. On the other hand, the second part of the research focuses on the
analysis and discussion of the interviews carried out.

In the following, the theoretical framework is provided for the appearance and regu-
lation of artificial intelligence in the public sector at European and Spanish levels and its
risks are presented. Then, the methodology used and analysis steps are described. Finally,
in an inductive process, the findings are derived and are discussed in the context of the
existing literature. The paper concludes with a conclusion and a set of limitations of this
research.

2. Background

Al is having a great impact in contemporary society; its use in the private sector
is widely extended. For example, algorithms are being used to improve computational
language (Nowicki et al. 2021) or for the development of autonomous cars (Harris 2018).
However, the value creation and functioning of Al in specific public uses are also evident.
Lately, Wirtz et al. (2019) identified a set of types of Al uses in public services, such as pre-
dictive analysis, simulation, and visualisation of data to prioritise those areas that require
inspection by administrations. Consequently, Todoli Signes (2020) declares that automated
tools can reduce the time and resources used, and also determine non-compliance patterns
and trends that would be undetectable by human experience and intuition. Moreover,
these instruments help efficient planning in the medium and long term. In this sense, the
benefits that new technologies can bring to public administrations are many, including the
possibilities in public procurement with the use of techniques for cross-analysis of huge
amounts of data (Valcarcel Fernandez 2019; Sobrino-Garcia 2021a).

2.1. Theoretical Frameworks on Artificial Intelligence in the Public Sector. Concept, Benefits,
and Risks

The notion of Al is related to computer systems capable of thinking, learning, collecting
data and information from multiple sources, and acting according to several objectives
correlated to algorithms. The creation of these algorithms is a statistical, mathematical, and
also human process, including the large amount of data collection and analysis in different
phases (Coglianese and Lehr 2017). According to the European Commission (2018), Al
refers to systems that display intelligent behaviour by analysing their environment and
taking actions, with some degree of autonomy, to achieve specific goals. Therefore, Al-
based systems can be software-based, in the case of voice assistants, or Al can be embedded
in hardware devices, such as autonomous cars.

Deep learning and machine learning are the subfields or applications of Al, which
deal with designing algorithms capable of educating machines by helping them recognise
patterns and extract knowledge from previous cases (Ali and Frimpong 2020). An example
of the types of algorithms that use deep learning are those used to calculate the risk of
recidivism or in the creation of targeted advertising adapted to a specific audience (Murphy
2012; Tegmark 2017). Deep learning is inspired by the functioning of neural networks in
the human brain, and the data goes through different “layers” in which learning rules are
applied (Bertolini et al. 2021). Al techniques begin from a set of input and output variables.
The relationship between them is established through a training or learning process carried
out by algorithms, guided by large amounts of data. This system requires a sequence
of instructions that specifies the actions to be executed by the computer system (Navas
Navarro 2017). These algorithms can build solutions or AI models for certain problems.
Usually, an Al algorithm assigns the same relevance to input variables such as a person’s
income level, zip code, or ethnic origin, unless the creator indicates otherwise. If these
variables allow the performing of the objective of the algorithm, they will be considered
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important. Therefore, an algorithm does not seek to certify the veracity of a hypothesis,
but rather to look for correlations between the data (O’'Neil 2016).

This is precisely one of the keys to algorithms: their advantage lies in their ability
to anticipate behaviours, guess trends, or witness plausibility. Algorithms could support
operational management and service delivery by public organisations. For instance, they
could enable organisations to deploy people and resources in a highly targeted way when
undertaking audits. Moreover, the technology underlying an algorithm enables decision-
making processes to be made more transparent and easier to audit (Valle-Cruz et al. 2019;
Zheng et al. 2020). Nevertheless, the constructions generate correlations not connections of
causality and, in general, they are unable to provide the codes to their operation, with the
only exceptions of some particularly sophisticated algorithms. Consequently, this system
presents several problems: the models can generate biased predictions (Caliskan et al. 2017)
or that the use of numerous variables combined with complex algorithms could lead to
models incomprehensible for humans (Zlotnik 2019).

Although the principal motivation for the use of this technology was to solve problems
objectively, in many cases the algorithms or the data set used by them may contain certain
biases that lead to discrimination. People also have some in-built biases, but there is a
risk in using an algorithm that it may be primarily dependent on decisions taken by the
programmer or data scientist (Noble 2018). The discrimination resulting from algorithmic
processes is produced by the introduction of data processing and decision automation
technologies, although they also present problems of opacity, difficulty in assigning respon-
sibility for decisions, and risks to the intimacy and privacy of people (Soriano Arnanz 2021).
Finally, some algorithms used by public administrations or central governments have been
obtained from external companies. The data and mechanism used by these algorithms
are often owned by the external company, who may wish to protect this information.
Where liability or aspects such as the processing of personal data are concerned, the public
administration cannot simply rely on the information provided by the company. This
makes analysing and managing the risks associated with the algorithm more difficult for
the public sector. For this reason, the use of Al by public administrations must be guided
by the guidelines of “good administration” (Ponce Solé 2019), understood as the principle
according to which public administrations correctly perform their purpose, serving the
general interest, and making an adequate weighting of the means, circumstances, facts,
and elements present (Menéndez Sebastian 2021). In other words, the use of Al by public
administrations must serve the general interest of citizens, with respect for private interests
and guaranteeing fundamental rights. Therefore, the public sector literature has considered
the adoption of soft law criteria as beneficial for the development and implementation of
Al in public administrations (Sarmiento 2008; Valero Torrijos 2020), that is, the adoption of
agreements, policies, or codes of conduct that establish performance standards.

2.2. Policies on Al in the European Union. Ethics and Human Rights as the Core to the Next
Regulation

According to the previous literature, Al allows the management of large databases to
improve the work of public sector professionals, especially from the integration of internal
and external databases, even if they include information of a different nature, and both
quantitative and qualitative, to generate new results. For this reason, different initiatives
have emerged in the European Union (EU) that promote Al development strategies in the
public sector, as this technology has proven to be a powerful transformer on the European
economy and competitiveness. Precisely, the “Digital Agenda for Europe”, are a set of
policies that pretend to redesign the European telecoms sector and to achieve a “data-
driven” public administration based on technology such as Al, blockchain, or big data.
Still, the EU has also been concerned about the risks involved in this technology and
has overseen the promotion of a framework based on European principles and values.
Consequently, the EU is attempting to create a policy on Al and an incipient structural
legal framework to support it. The European Parliament (2019a) highlighted not only the
benefits of Al in public administration, but also a number of ethical, legal, and economic
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concerns relating to the risks facing human rights and fundamental freedoms. Thereby,
a human-centred Al should be human rights-based (Raso et al. 2018). Even though there
has been some limited discussion at the European government level of the impact of Al on
human rights, especially regarding the right to privacy, the impact on social and cultural
rights has so far received little attention (Fernandez-Aller et al. 2021).

However, some authors declare that jurisdictions that understand the limitations of
machine inferences that feed on machine readable human behaviours will gain a com-
petitive advantage compared to jurisdictions that fail to consider the human-centred Al
(Hildebrandt 2020).

Nowadays, several ethical codes and guidelines for Al development have been drawn
up by different organisations, frequently in response to growing awareness of the possible
adverse effects of this technology (Morley et al. 2020). Until now, policy documents related
to ethics and Al have also focused more on ethical frameworks than on possibilities for
enhanced regulation (Vesnic-Alujevic et al. 2020). Since 2017, the EU has been trying to
establish a common policy on Al, at the same time the Commission was mandated to
analyse the risks of Al to guarantee privacy and ethical standards. Next, in the communi-
cation “Artificial intelligence for Europe”, the fundamental elements about this technology
were established. These can be compiled into three ideas: first, the adoption of measures
in the educational and labour spheres to face the economic changes that came from the
fourth industrial revolution; second, the promotion of technological and industrial capacity
using AL and finally, the development of an ethical-legal framework based on EU values.
These standards should be elaborated according to other European standards, such as data
protection, cybersecurity, or open data.

Afterwards, the European Commission and the member states signed a declaration
on cooperation in the field of AI, which includes the intention to cooperate in this area and
to establish policies at a national level. Furthermore, an action plan was elaborated, which
promoted coordinated and harmonised actions linked to the development of an ethical
framework and the approval of technical standards, for lack of European regulation. At the
beginning of 2020, the Commission published the “White paper: on Artificial Intelligence—
A European approach to excellence and trust”, which presents several policy options to
enable trustworthy and secure development of Al in Europe, in full respect of the values
and rights of EU citizens.

The objective of the white paper was to promote different regulatory proposals, high-
lighting the urgency to develop an Al ecosystem focused on citizens, business development,
and services of public interest. Later, the European Parliament approved three reports
that analyse how to regulate Al according to respect for ethical standards and trust in
Al technology. These reports had three basics: first, the balance between the protection
of rights and the technological impulse; second, the existence of a civil liability system;
and finally, an intellectual property system, as well as guarantees for developers. These
three elements must be followed by a regulation that supports human intervention and
supervision of this technology. In short, although the EU is beginning to generate the bases
of an Al regime, it does not have a coherent legal framework that helps to harmonise the
use of this technology.

Although, since 2018 with the Coordinated Plan on Artificial Intelligence, several
European countries have developed their national Al strategies. Currently, more than 20
countries have published national Al policies (Van Roy et al. 2021).

The European Proposal for a Regulation on the Uses of Al

After all the communications, reports, and the white paper, the Commission published
in April 2021 a proposal for a regulation to harmonise rules on Al This project defines the
Al system as a software developed with one or more of the techniques and approaches
listed in an annex and can, for a given set of human-defined objectives, generate outputs
such as content, predictions, recommendations, or decisions influencing the environments
they interact with. This annex contains a detailed list of approaches and techniques for



Adm. Sci. 2021, 11,102

6 of 21

the development of Al to be adapted by the Commission in line with new technological
development. Specifically, it has set three different approaches: the machine learning, the
logic- and knowledge-based, and the statistical methods. The main basis of this future
regulation is to take advantage of the benefits that Al offers and, at the same time, prevent
the risks that can derive from its use. These risks involve the possibility of people’s integrity
or life damage, serious impacts for society or economic activities, or even negative impacts
on fundamental rights (Ferndandez Hernandez 2021).

This regulation proposal combines different intervention techniques from the total
or partial prohibition of certain activities to avoid risks, through preventive controls with
authorised regimes, to an inspection and liability system. Apparently, this proposal pro-
hibits some uses of Al, specifically those that manipulate citizens, those that use personal
information to detect vulnerabilities of personal ones, and those that use personal infor-
mation to establish classificatory profiles of citizens. Although some of these uses may be
performed by a public authority in exceptional cases authorised by a rule and for public
safety purposes, it seems rather that this exception is intended for generic surveillance
(Huergo Lora 2021). On the other hand, there are a group of applications that require
authorisation, such as remote biometric identification in public places, which will require
administrative authorisation if there is an enabling regulation. Moreover, specific rules will
be established for certain cases; for example, when the public administration or the entity
use automated mechanisms or chatbots that interact with users, they will be warned that
they are not talking to a real person.

However, the true core of the European proposal is the approach to the uses of Al based
on the risk analysis that this system may generate for the fundamental rights and security
of people. The proposal includes a series of high-risk applications that will require specific
conditions; for example, in the case of biometric identification, a prior verification by an
independent third party is required, as well as, for the operation of critical infrastructure,
that is, systems whose malfunction can cause very serious damage, such as a power station.
This variety of Al systems will be subject to severe obligations, having to guarantee that
they have risk assessment and mitigation methods, high quality of the data used in the
system, comprehensive documentation on its development and purpose, and human
supervision to minimise the risk. Nevertheless, the European legislator has given some
flexibility to the requirement of transparency to respect the industrial secrets used in the
application. At the same time, those applications that are not classified as “high-risk”
may assume voluntary codes of conduct. Moreover, member states will have to establish
supervision and sanction mechanisms. One of the last issues that the proposal regulates is
the establishment of sandboxes or controlled test spaces.

In short, this regulation proposal establishes some requirements which allow for
Al applications to be used by both public and private operators. They are general and
additional requirements that seek to prevent damage to protected property and rights at
the highest legal level. In other words, the proposal tries to prevent those harmful results,
not forbid things that are now allowed.

2.3. Al in Spanish Public Administration. The Legal Guarantees of Administrative Law

The European commitment to the implementation and development of Al in public
administration has received significant support from member states. In the Spanish case,
the approval by the Government of the “Spain 2025 Digital Strategy” and the “Spanish
Strategy in R&D in artificial intelligence” are aligned with the Digital Agenda for Europe
to achieve a public administration at the forefront of new technologies. For years, the
framework of the Spanish digital administration model has as its principal axis the adoption
of new information and communication technologies (ICT), intending to promote the
so-called information society. Thus, national strategies for digital transformation were
produced during the first decade of the 21st century and focused on the development of
digital public services. Since then, a series of principles focused on transparency, citizen
participation, and public innovation have been addressed (Criado 2016), and consequently,
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the use of ICT was expanded within Spanish governments and public administration.
Along with the political-strategic dimension of the Spanish digital administration is the
regulatory and normative component. At the beginning, Law 30/1992 on the Legal Regime
of Public Administrations and Common Administrative Procedure contemplated the
possibility of a future electronic provision of public services, defining common bases
and general rules for the risks that could arise in the use of new technologies in public
administration. According to successive modifications, key aspects of security and privacy
were included, as well as an ICT management model in public administration. Next, in
2010, two royal decrees came into force, the National Interoperability Scheme and the
National Security Scheme, which, joined to the associated technical standards, established
the basis for the exchange of data between public administrations under the necessary
security standards. However, it was not until 2015 that Law 39/2015 of the Common
Administrative Procedure of Public Administrations and Law 40/2015 of the Legal Regime
of the Public Sector came into force. These regulations attempt to guarantee the right and
obligation of citizens to interact with public administrations through digital mediums, from
the simplest administrative procedures to identification systems and electronic signatures.
Particularly, Law 40/2015 established a regulation on the use of electronic means in the
internal functioning of the public sector, opening the door to automated administrative
action. Consequently, for the first time, the possibility of using technologies such as Al
in the Spanish public sector was included. Nowadays, this legal system includes the
possibility that public administrations can adopt automated decision-making using the
electronic means available. Nevertheless, the use of Al in public decision-making requires
the consideration of certain elements such as the own connection of the decision with the
public administration, the phases of the administrative procedure in which the algorithms
may intervene, or the motivation of these public decisions (Cerrillo i Martinez 2020a). Still,
it is a limited and dispersed regulation, with gaps in the procedure for the creation of the
algorithm and the explanation of the automated decisions. Despite these limitations, this is
the only administrative-legal provision related to Al’s particularities (Ponce Solé 2018).

The governments of the Spanish autonomous communities have already begun to
implement Al projects in the public sector. For example, the Comunidad Valenciana
has incorporated a security administration tool for network analysis (known as SATAN).
This software cross-databases the public administrations to identify corruption cases in
administrative processes. SATAN analyses millions of data in real-time and allows for
alerts about possible conflicts of interest; for instance, if there are irregular extensions or
modifications of the public contract’s specifications after awarding them, or even if several
offers have been obtained in the processing of a contract. In these cases, when the system
detects signs of corruption risks, it categorises the alarms according to how important they
may be and sends an alert to the inspectors in charge of analysing the information.

In short, in Spanish administrative regulation, there is neither definition of algorithms,
nor a legal regime that guides the application of algorithms in the public sector. However,
the absence of a specific regulation does not exempt the application to the rest of the
administrative law regulations, as well as the principles of transparency, open government,
and good governance (de la Sierra Moron 2021).

3. Materials and Methods

The research questions were designed to investigate the phenomenon of Al in public
administration in the Spanish case, to determine if an Al definition is required, and to
understand the risks that may exist in the public sector and verify if the Spanish legislation
can mitigate these threats. Therefore, a qualitative and interpretative stance was adopted,
aiming to understand the approaches and perceptions in the uses of Al in Spanish public
administration.

As the method of inquiry, we chose semi-structured interviews with experts to collect
data directly from those subjects involved in Al projects with a broad overview of public
administration decisions and in-depth insights about implementation actions. The semi-
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structured interview is a qualitative data collection strategy in which the researcher asks
informants a series of predetermined but open-ended questions. This method consists of
a dialogue between researcher and participant, guided by a flexible interview protocol
and supplemented by follow-up questions, probes, and comments. The method allows
the researcher to collect open-ended data, to explore participant thoughts, feelings, and
beliefs about a particular topic and to delve deeply into personal and sometimes sensitive
issues (Dejonckheere and Vaughn 2019). An expert is defined as a person with technical,
process, and interpretative knowledge in relation to their areas of expertise. They have
more than just systematic organised knowledge—experts also have deep knowledge in
specific experiences which result from their actions or obligations of the specific functional
status within an organisation (Bogner et al. 2009). We opted for expert interviews because
of the viewpoints they provide and for their privileged access to public policy-making
processes. Specifically, for the semi-structured interview questions, we followed different
thematic guidelines, but they did not have a specific wording or exact order (Martinez
2006; Valles 2009).

In this research, an interview analysis approach was used that focused on meaning,
according to four stages (Silverman 2013; Lopez-Chao et al. 2019). First, the content analysis,
which implies the codification of the meaning to facilitate its categorisation, and for this
reason, the analysis codes were established. Second, the encoding of meaning, which
implies giving a keyword to a specific part of the text to facilitate its identification. Third,
the meaning condensation; in this stage, the meanings expressed in short formulations
were summarised. Finally, the interpretation of the meaning; in this phase, we proceeded
to the interpretation of the text. This type of analysis allows for attention to the linguistic
features of an interview, being able to generate and verify the meaning of the statements,
as well as to improve the precision of the questions in the interview (Qu and Dumay 2011).

3.1. Data Collection, Procedures, and Instrument

To ensure precision and rigour, the sample selected was defined by its ability to
represent salient characteristics and features of relevance to the investigation. Consequently,
the first step was to decide about the sample by those who were able to provide the most
relevant information. Therefore, we selected different personalities from the legal, academic,
and technical fields who worked in the elaboration, implementation, and regulation of
these types of algorithms in Spain, intending to know practical experiences. Experts
were involved directly in Al and digital transformation projects in public administration
and presumably exposed in their real-life settings to the central phenomenon of this
research. This method allowed us to generate the data necessary to determine the different
categories of the main concept from the experts’ perspective and to delineate any differences
(Ragin 2009).

The selection of the experts was based on their national status in the area of Alin public
administration. The experts selected are publicly known to have high-level overview of the
topic, are known to have made statements and research projects about the legal guarantees
of Al in administrative activity, and have special knowledge and experiences based on
their functions or responsibility. The experts came from different public administrations
(e.g., universities, councils) or other organisations involved in Al public sector projects
(e.g., IT service providers, consultancies).

In total, 14 experts from Spain were interviewed. Eight experts were academic pro-
fessionals who came from public universities and four experts who came from private
organisations, including consultancies that specifically advise governments and several
public administrations. Moreover, these organisations are specialised in supporting or pro-
viding services in the public sector. The last two experts came from government (ranging
from the national level to municipal level). Academic experts have been part of research
projects (at the national and municipal level) in which possible difficulties related to the
use of Al in different areas of the public sector have been studied. The private sector
experts are from legal consultancies which advise public administrations on Al policy and
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its implementation. Although these organisations are from the private sector, the experts
were able to provide relevant perspectives to this research.

The expertise of the 14 interviewees included implementation, strategy, or policy
development related to artificial intelligence. Some experts were involved in public service
automation projects linked to machine learning. Other experts described their participation
in the development of policies for the national and municipal level. The interviewees from
consultancies gave legal assistance in the development of policies or the implementation of
public sector policies.

The prosperity of the research based on semi-structured interviews with experts
depends on the number of interviews conducted, the quality of the experts interviewed,
and the quality of the experts (King et al. 2019). According to the previous literature
(Glaser and Strauss 2000), at least ten interviews are required to adequately analyse the
patterns and differences across subjects. Therefore, fourteen interviews were conducted
with experts knowledgeable about the development of Al and its applications in public
administration. The interviews were conducted using online meeting tools and were
transcribed into word files, eliminating the personal data of the interviewees, and all the
interviews were conducted in Spanish. Thus, some of the nuances of the language may
have been lost during the translation for the transcripts. This modality was chosen due to
the problems caused by the COVID-19 pandemic. For this research project, the interviews
were conducted between September and October 2020 by contacting the experts using an
email template to contact and invite them.

Semi-structured interviews included a short list of guiding questions that were sup-
plemented by follow-up and probing questions that are dependent on the interviewee’s
responses. All questions should be open ended, clear, and avoid leading language. Conse-
quently, for this research, we developed some thematic guidelines linked to the research
questions to guide the interviews. Following these guidelines, we formulated several
standard questions to introduce the subject (Table 1).

Table 1. Semi-structured interview and standard questions.

Semi-Structured Interview and Research Questions

Research Questions Thematic Guidelines Standard Questions
How do you define AI?
Do we need a legal definition of AI? Concept of Al and the trust of citizens Can we trust AI?

How can Al improve the public sector?

What are the main risks for the public

What are the risks associated with the Al sector?

Possible risks in the use of Al

uses in Spanish public administration? What effects does Al have on privacy?

Can Al technology lead to biases?

Can current Spanish legal mechanisms

solve them?

How should AI procedures be regulated?
How to update the legislation of artificial
intelligence so that it is fairer and
considers its risks?

Do we have legal and administrative
mechanisms to regulate AI?

Compatibility with current legislation

3.2. Data Analysis

For the data analysis, we used a common approach based on using codes from a
codebook for tagging segments of text and then sorting text segments with similar content
into separate categories for a final distillation into major themes (Table 2). This approach has
been described as a ‘template approach’ as it involves applying categories based on prior
research and theoretical perspectives (Miles 1994). Specifically, there are three elements
used in the analysis of the information in attention to the analysis processes: data reduction,
provision and transformation of information, and extraction and verification of conclusions
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(Ballester et al. 2003). These elements have been used to facilitate the identification of
the fundamental ideas of the interviewees, considering the different factors that affect
the subject. Later, we used an analytical process to reconstruct them in a structured and
meaningful way, to obtain a series of conclusions to carry out the subsequent triangulation
of results.

Table 2. Analysis of the interviews for stages.

Analysis of the Interviews

Phases Explanation
Phase 1 During the first cycle of the data analysis the coding and categorisation of the information was applied.

To divide the information into categories, an analysis based on thematic criteria was followed, in which the
Phase 2 . oo

text was reduced according to the criteria addressed.
Phase 3 In the third phase, we made a grouping that allowed us to generate a structure of the information. Next, we
transferred this information into a text document to facilitate its visualisation and presentation.

Phase 4 Finally, we elaborated an assessment that allowed us to conclude the transmitted experiences, existing

patterns, or generalisations in the investigated field.

The analysis of the interview resulted in four categories (Table 3). Three of them
directly related to the research questions: the concept of Al, risks of the use of Al in
the public sector, and legislative and administrative instruments. The fourth category,
“transparency and trust in Al algorithms”, emerged as a concern among those interviewed
due to the importance of the transparency obligation in the Spanish public sector.

Table 3. Summary of the categories and indicators of Al in public administration.

The Use of Al Technology in Spanish Public Administration

Categories Indicators

Concept and design of the Al algorithms

autonomy, intelligence, human process, deep learning, machine
learning, training

Transparency and trust in Al algorithms open or semi-open code, neutrality, human intervention

Risks in the use of Al algorithms biases (gender), privacy, opacity, algorithms’ legal status

Legislative and administrative instruments

ethical principles, control mechanisms, audits, protocols,
collegiate bodies, soft law

4. Results

The results in this section are presented from the categorisation and analysis of the
transcripts of the 14 interviews. We organised our findings along the four dimensions
derived from the coding and related to the research questions. Results of the data analysis
approach are displayed, mainly using quotes from the interviews with the experts. We
present the results obtained according to the categories to establish the bases that, together
with the theoretical framework, will answer the research questions in the following section.

4.1. Concept and Design of the Al Algorithms

The previous literature has established a concept about Al according to several charac-
teristics (e.g., autonomy). Furthermore, different European organisations have contributed
through their guides and documents. However, the interviewees agree that a harmonised
definition should be established as a starting point.

“We need a homogeneous and clear definition of artificial intelligence. Computerised
systems capable of thinking and learning by themselves. The creation of these algorithms
must be understood as a human process.” (Interviewee 10)
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This technology has numerous definitions given by consolidated research. However,
and as the interviewees point out, we can take some characteristic features: computer
systems, learning capacity, algorithm training, and autonomy. Al tries to emulate the
capacities of the human brain, and for this reason, this technology is potentially applicable
to any field of human intellectual activity.

“An Al system needs a sequence of instructions that specify the different actions that the
computer must execute to solve a specific problem. This sequence of instructions is the
algorithmic structure used by the Al system. Therefore, “algorithm” is the procedure to
find the solution to the problem.” (Interviewee 4)

Parallel to that, the interviews have highlighted that Al is only one of the automation
systems since there are other methods with algorithmic techniques. There are machine
learning and deep learning, allowing the development of an approach with a data orienta-
tion to educate machinery to promote its autonomy.

“A system with machine learning could learn the data and classify with greater precision,
but one with deep learning can ‘train’ with the new data it receives. That is, it can use the
wrong differentiator and make a mistake once, but the next time the system use another it
gets closer and closer to the correct result.” (Interviewee 8)

Next, another theme that came out in the semi-structured interviews was the design
of algorithms for Al. According to the interviewees, in the design of these systems, the
ethical approach must prevail and be implemented in the business, professional, and
technological sectors, and even in promoters of public policies and future regulations.
The possibilities that Al offers raises a series of questions that go from the own ethics of
researchers, designers, and users to the moral behaviour of the artificial products resulting
from the design. The insertion of an ethic in the development process can promote or force
the organisations to structure and adapt to regulatory compliance, generate governance
that is sensitive to problems, and insert various internal and external control systems.

“Certainly, an Al design based on ethics can go a long way toward introducing positive
values into society and preventing or correcting injustices.” (Interviewee 14)

In this sense, several interviewees highlighted that the proposals of the European
Parliament on the ethical framework for the design and production of this type of tech-
nology are an essential step since they imply respect for human dignity, autonomy, and
self-determination of the person.

“We also need to move forward in ethics, perhaps with an ethical statement for Al
professionals like the one used by other professions (lawyers, doctors).” (Interviewee 1)

4.2. Transparency and Trust in Al algorithms

Apart from the elements related to the research questions, another concern that arose
among the interviewees was trust in this system and operation transparency. In general,
experts agree that we should trust Al since it can help find solutions to many of society’s
problems, as we remarked in the background of this research.

“We can trust in artificial intelligence, but we need to improve some issues related to the
transparency and comprehension of algorithms and human supervision of all processes.”
(Interviewee 1)

However, some experts agree that the problem lies in the human capital, which works
behind the Al design. They expose a fascinating and controversial idea, and that is trust
in the human being. Cultural or ideological values pervade people, which can lead to
biases in algorithms. Moreover, two experts point out that one of the problems regarding
Al mistrust is the understanding of the deficiency of the algorithm’s operation, especially
between public administrations.

“The question would be if we can trust humans. Artificial intelligence is a development
of the “human” for this reason, it carries several “pros and cons”. Yes, we can trust
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artificial intelligence but—like everything else—the level of trust will depend on where it
comes from. For example, is a system developed in the European Union the same as one
in China? No. Since they do not have an equal legal system. This situation is the same
for companies, some are more reliable than others.” (Interviewee 4)

In the face of the possible problems of lack of trust, elements such as transparency
appear, in relation to dimensions such as how an algorithmic decision is arrived at and
based on what assumptions, and how this could be corrected to incorporate feedback from
the involved parties. The process of algorithmic auditing within the software development
company or public entity could help in tackling some of the ethical issues raised. Tech-
nology cannot advance outside of society, and there is the base of trust: appropriate and
effective control.

“Elements such as transparency (what data it uses, what decisions it makes, etc.) are
essential to monitoring the performance of the algorithm once it is in a state of imple-
mentation. The possibility of carrying out external audits, for example, would also be
interesting to study.” (Interviewee 6)

4.3. Risks in the Use of Al Algorithms

The third category includes the conflicts that we identify both in the theoretical
framework and in the interviews with experts. Specifically, we divide them into four
subcategories: algorithms’ legal status, gender biases, privacy, and opacity.

Algorithms’ legal status. Regarding the first of the risks, some interviewees identified
that one of the conflicts derived from algorithm uses in the public sector is their legal
status. One of the interviewees points out that the Spanish public administrations have
denied access to the algorithm in certain cases, due to the uncertainty about its status
as information accessible to the public. Nevertheless, this case has been resolved with
the statement that the algorithm is also public information if the algorithm is held by the
administration. Furthermore, the interviewee also remembers the decision of the Tribunale
Admministrativo Regionale of Italy, in which it is considered that an algorithm used by the
Ministry of Education was an administrative act.

Biases/Gender biases. Another of the risks detected was the existence of biases. In this
sense, the interviewees highlight that machine learning can cause disproportionate damage
to minority and oppressed groups, showing some concern about gender biases.

“The biases depend on the data that the algorithm uses, that is, if the data includes this
type of discrimination, the biases are transmitted to the algorithm. These can be produced
by the prejudices of the designers.” (Interviewee 5)

A major driver of bias in Al is the training data. Different types of massive data can
be used for algorithm training; on the one hand, those that arise from the interaction of
people on the Internet, for example, in social networks or internet forums, and on the
other hand, the data generated by machines and technological devices, such as those
obtained by GPS sensors, electricity, or water consumption data, etc. Due to this fact,
there is increasing concern about the existence of deficits in the data quality, particularly
in the gender biases related to the underrepresentation of women and specific groups
in the databases. However, some interviewees opined that the biggest problem is the
perpetuation of certain roles and biases in the social consciousness.

“Whoever designs the algorithm can determine the existence of biases in the algorithms.
This can be conscious or unconscious, reproducing certain social patterns that may
involve biases. However, although the design of an algorithm by a woman can avoid some
of these biases, it may not happen in all cases since certain patterns are unconsciously
maintained.” (Interviewee 2)

Nevertheless, Interviewee 13 reflected the need to treat all biases with the same
relevance, bringing up the algorithm’s cases used for image or voice recognition based on
gender stereotypes according to people’s physical appearance. These algorithms reproduce
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false assumptions about how people ‘s physical attributes should be according to their
biological sex and ethnic or cultural origin. Public administrations are guarantors of equal
rights and opportunities for citizens, and because of this, the existence of any of these
biases in the algorithms that public administrations may use is unacceptable.

“I believe that biases, all of them, have to be dealt with holistically. Besides, the problem of
bias must be approached from the design, and in Al implies the analysis of the data used
for development, and of the variables selected in these in the first place.” (Interviewee 13)

Privacy. A third risk that generates a big concern among citizens is related to artificial
intelligence’s impact on personal data protection and people’s privacy. These doubts derive
from the fact that the current Spanish administration has access to and generates a large
number of citizens’ data. For this reason, it must be considered that the processing of
personal data in public administrations involves different risks compared to others and that
they derive, at least, from the volume of affected subjects, from the extension of the data
collected, or from the impossibility, in many cases, to the objection to processing personal
data. Although the public administrations guide their data processing by a spirit of public
service, various risks could materialise for citizens in certain situations. For instance,
these include situations of the government of law bankruptcy, the public administrator’s
abuses, in circumstances of massive personal data or selective filtering because of security
breaches, or in the event of legislative changes that affect cross-data transfers. Therefore,
the interviewees remember that the development and design of Al projects must follow
current data protection legislation.

“When the algorithms process personal data, the adoption of the necessary measures for
the management of privacy and personal data is required under the provisions of The
General Data Protection Regulation (GDPR).” (Interviewee 2)

Opacity. Good administration requires transparency, although when public adminis-
trations use Al there is a risk of opacity. In fact, it is common to refer to machine learning
algorithms as black boxes.

“The opacity or lack of transparency is one of the main characteristics of the algorithms
(black boxes) and one of its principal defects. To face this undeniable reality, major
technology companies have also begun to recognise the problems that come with this type
of Al technology.” (Interviewee 12)

The interviewees commented that the algorithms could be opaque for different reasons:
for technical reasons (machine learning algorithms are dynamic and complex, which makes
it difficult to know their design), for legal reasons (the legislation on transparency and
access to public information recognises several limits to avoid harming certain legal assets),
or for organisational reasons (it is common for public administrations not to formalise
decisions regarding the use of algorithms).

“Algorithmic opacity makes it extremely difficult to detect algorithmic bias. Principles
such as the explainability of the algorithm, its fearless face enormous difficulties in
achieving their objectives due to the extremely high complexity of many algorithms, even
for technological experts.” (Interviewee 3)

Along with the complications perceived by Interviewee 3, for his part, Interviewee
2 remarks that the algorithm used by public administrations is public information, and
therefore, the transparency mechanisms included in Spanish legislation must be followed.

4.4. Legislative and Administrative Instruments

The interviewees gave a unanimous opinion that the current Spanish legislation is not
prepared to provide a solution for Al problems. For this reason, it is necessary to develop
administrative and legal mechanisms. Therefore, they propose various alternatives ranging
from the creation of collegiate bodies or committees to control the progress of Al projects to
the development of ISO certifications. The latter refers to a certificate that verifies that an
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entity complies with a set of regulated guidelines and is in accordance with the reliability
standards in the regulated matter.

“Control over Al programming is essential and must be carried out by independent bodies
or mechanisms, preferably collegiate and with the participation of the people/groups that
may be affected by the decision. However, control/supervision cannot be limited to the
initial moment, prior to its operation, but, on the contrary, it must be projected in an
evolutionary way to the later phases of system operation, particularly if non-deterministic
algorithms are used.” (Interviewee 8)

Other interviewees opined that the key lies in the adoption of principles with the
human-centric approach, the values of respect for human rights, dignity, freedom, democ-
racy, and equality. The EU and Spain have a solid regulatory framework that will set the
global standard for human-centric Al In addition, the General Data Protection Regulation
ensures a high standard of personal data protection and requires the implementation of
measures to ensure data protection by design and by default. For this reason, Interviewees
6 and 9 propose the implementation of a prior impact assessment, such as the evaluation
contained in the GDPR, to verify the development of the Al algorithm according to the
standards and principles set.

“We can take advantage of Al by adapting it to principles such as loyalty, explainability, or
accountability. Different principles focused on achieving Al person-centred and therefore,
with an egalitarian approach. In this sense, technological, ethical, and training measures
can be implemented, especially the latter aimed at software designers.” (Interviewee 12)

“The quality of the artificial system could be assessed with a prior impact assessment
(article 35 GDPR) but including equality. This evaluation should be carried out into the
administrative procedure that leads to the approval of the algorithms if it is designed by
the public administration itself. Although, in those cases in which the development of
the algorithm is contracted to a private company, this evaluation must be agreed in the
contract.” (Interviewee 9)

5. Discussion

This study has attempted to answer three research questions: (1) Do we need a legal
definition of AI? (2) What are the risks associated with the Al uses in Spanish public
administration? (3) Can current Spanish legal mechanisms solve them? In this section, we
determine the need for a legal definition of Al and give the defining characteristics. Here,
we provide an empirically based description of the principal risks of Al uses in Spanish
public administrations and we contribute with possible regulatory proposals to minimise
or prevent these difficulties. Furthermore, the results from expert interviews evidenced
another element, the trust and transparency in this technology use.

In this section, we discuss how our findings extend the existing literature on the Al
technology uses in public administration and its risks. Then, we also discuss how our
findings provide interesting regulatory proposals not only for the Spanish case but also to
be extrapolated to other countries with a similar administrative system.

5.1. Concept, Transparency, and Trust of Artificial Intelligence Algorithms

The definition of Al is diverse in the existing literature, and therefore, the character-
istics emphasised will fluctuate a little depending on whether the research comes from
fields such as computer engineering (Abdeldayem and Aldulaimi 2020; Batarseh et al.
2021) or others associated with the social and legal sciences (Raso et al. 2018; Campos
Acuna 2019). However, the experts interviewed have pointed out common characteristics
of Al, such as autonomy, learning capacity, algorithm training, and the fact that it is a
computer system. These features have been supported by the existing literature (Cotino
Hueso 2019; Ali and Frimpong 2020). In response to the first research question, having a
precise legal definition accepted by the scientific community will avoid ambiguities and
legal uncertainties. For this reason, the above characteristics are crucial to developing
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a solid and homogeneous legal concept. Actually, the need for a legal definition of Al
comes from the need to legitimise it, that is, to establish it according to the rules of law
and with the aim to unify the concepts to avoid legal loopholes. The European Union
has tried to establish a definition through its working documents, a starting point for the
adaptation of the countries that compose it, including Spain. This term contains an explicit
reference of the notion of intelligence, nevertheless, since intelligence is a vague concept the
notion of rationality is better. This refers to the ability to choose the best action to take in
order to achieve a particular goal, given concrete criteria to be optimised and the available
resources. Our results have made it possible to extract the principal characteristics of Al,
supported by the existing literature, to establish a base for the Spanish legislator to adopt
an Al definition.

The approval of a legal term for this technology will also transmit trust among citizens,
another of the concerns underlined by the experts interviewed. Thus, the design of
the artificial intelligence algorithms used by the public administration has been another
question debated in the results, prevailing the need for following an ethical approach in
both the private and public sectors. Most of the experts affirmed that the characteristics
that an algorithm must have to guarantee transparency and provide trust were that it
had an open-source code and training with open data. This type of algorithm would be
auditable and, therefore, could be subject to citizen control (Vesnic-Alujevic et al. 2020).
However, some authors differ on the previous affirmation. The reason behind this is related
to the importance of the intellectual property rights of the company algorithm (Ponce Solé
2019). The protection of the source code seeks to avoid its publicity, and for this reason,
its approach as open source would be complicated if the development of the algorithm is
made by a third party and not the public administration.

From the results of the interviews, we were able to extract another proposal for the
adoption of an ethical approach in the algorithm’s elaboration. That is, the implementation
of an ethical statement for Al professionals like the existing statements in other professions,
such as the Spanish Legal Professional Code of Ethics. This code would ratify and elaborate
behaviour standards to respect the higher values of society and human rights in the devel-
opment of algorithms. The norms dictated in the code of ethics would be previously agreed
upon and approved commonly and unanimously by all the members of the profession.
These would be guidelines of conduct to carry out an adequate job and help the whole
of society that requests the services of the profession to obtain full satisfaction with the
proper execution of the work.

5.2. Main Risks of Using Al Algorithms in Public Administration

In response to the second research question, we identified four principal risks in the
algorithm uses by Spanish public administrations: the biases (gender), the privacy, the
algorithm’s opacity, and the algorithm’s legal status. One of the main concerns detected in
the results was the possible existence of discriminatory biases, with significant relevance of
gender. This is due to the correlation constructs generated by the algorithms that can lead
to biased results (Caliskan et al. 2017). The algorithms that can reproduce the traditional
discrimination structures of members of disadvantaged groups is through the selection and
weight given to the variables used by these systems for the measurement and prediction of
the object they deal with. The priority given to some variables over others in measuring
the phenomena that algorithms are responsible for can influence and bias the results
(Soriano Arnanz 2021). Algorithmic discrimination can also be derived from errors or
biases contained in the databases used in the development of automated decision-making
systems. The existing literature has been concerned about the transfer and existence of
gender biases dependent on decisions taken by the programmer or data scientist (Thelwall
2018; Scheuerman et al. 2019). In this sense, some of the experts interviewed indicate that
the biggest problem is the perpetuation of certain roles and biases in society’s consciousness.
Therefore, in our opinion, more emphasis should be placed on the multidisciplinary
education in Al, for raising the ethical and social awareness of Al professionals and
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researchers, and for the education of society. Data quality is of particular importance for
Al applications, dictating the need for mechanisms and metrics to safeguard this quality,
especially to ensure that training data does not result in bias. Open access to public-sector
data sources with high scientific and social value is one way of contributing to reducing
such bias (Fernandez-Aller et al. 2021).

Regarding privacy problems, the results have shown concern about the impact of
artificial intelligence on the protection of people’s data. It is because public administrations
have large databases of citizens that have been compiled in the exercise of their public
functions. Although the processing of personal data through an algorithm is governed by
the provisions of the GDPR, this European regulation may not be adapted to Al specialties
(Wachter and Mittelstadt 2019) and therefore neither the Spanish regulation on privacy.
However, some GDPR provision can be particularly useful since it enables a suitable
design and a preventive analysis of the technological tools. For this reason, the public
administrations that use Al algorithms must comply with a minimum set of conditions to
guarantee the compliance of the data treatment. Furthermore, some experts interviewed
emphasised that sometimes the systems that integrate the Al are in the form of third-
party engines and components interlaced in the data processing of the data controller.
These components can be libraries or source codes, but there can also be complete systems
processing the data. In other words, there may be an information system in a public
administration integrated into an Al engine that is running at the same time on a server
in another country. This way of operating ‘in the cloud” or with several chain managers
is a source of risks that must be handled, especially if third countries intervene with
inconsistent data protection legislation (Sobrino-Garcia 2021b).

One of the characteristics of Al algorithms is the possibility of generating highly
complex models, which would cause opacity according to the existing literature (Zlotnik
2019; Cerrillo i Martinez 2020c). In this regard, experts have exposed the different reasons
for which algorithms may be opaque, ranging from technical conditions to legal causes.
For this reason, the adoption of the principle of good administration is key to guaranteeing
transparency due to the possibilities associated with good administration in its sense of
efficacy and social precaution (Ponce Solé 2019; Cerrillo i Martinez 2020a). To grant the
guarantee of the right to the good administration of citizens and allow the control of
automated activity, a series of initiatives could be implemented. These would range from
the construction of an administrative procedure for the algorithm’s approval to the creation
of an explanation right of the algorithm’s operation. When public administrations make
automated decisions, they must explain how the algorithm has worked and what kind of
data it has used to obtain that result.

Finally, some interviewees identified that one of the conflicts derived from algorithm
uses in the public sector was their legal status. Relative to this concern there is no agree-
ment in the existing literature since some authors argue that algorithms are considered
regulations (Boix Palop 2020). However, the Spanish courts have determined that the
algorithm is public information if the algorithm is held by the administration. It is in
line with the Italian and the Netherlands courts’ judgements (2019-2020), which affirmed
the responsibility to guarantee an algorithm cognoscible by public administrations. All
this is has the aim of verifying that the decision adopted by the algorithm is under the
prescriptions and purposes provided by the public administration rules.

5.3. The Lack of Spanish Regulation and Preventive Proposals

Finally, our principal results confirm the assumption on the third research question.
Current Spanish legislation does not provide a clear answer to the risks of the use of Al
by the public administration. For this reason, it is necessary to develop some mechanisms
(legal and administrative) to respond to the problems associated with the use of algorithms
in automated decision-making. In this regard, the existing literature recommends a strategy
in which openness (open source, open data, open algorithms, etc.), can play an impor-
tant role as an enabling factor, and in particular, facilitating dissemination and auditing
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(Fernandez-Aller et al. 2021). However, according to the interviews performed, we believe
that the approach of soft law norms is convenient (Sarmiento 2008) since the EU and Spain
have a solid framework of principles with a human-centric approach. The regulatory
base should be a standard with basic principles such as respect for human rights, dignity,
freedom, democracy, and equality. Once this base is established, to mitigate problems with
possible biases in the data, the creation of collegiate bodies or committees to control the
development of Al projects is the most viable option, which is also accordant with the
literature (Valero Torrijos 2020). These committees or collegiate bodies would have the
participation of the people/groups that may be affected by the decision. Another proposal
that can be assumed in the case of the public sector is the creation of certification systems
such as ISO standards, according to which it would be verified that an entity complies with
the ethical and complementary guidelines for the preparation of Al projects.

6. Conclusions

The expanding use of Al in public administration is triggering numerous opportuni-
ties for governments. Despite the benefits that this technology may involve, throughout
this research it becomes clear that the use of artificial intelligence in public decision-making
cannot be performed in any way since this can generate several difficulties. Governments
cannot keep up with the rapid development of Al and the public administrations lack
adequate Al policies. The starting point is the adoption of a legal definition of artificial
intelligence since the EU has only defined this technology in non-binding documents.
According to the analysis of the interviews and the previous literature, four key charac-
teristics can be extracted for the definition of Al: autonomy, learning capacity, algorithm
training, and the fact that it is a computer system. These elements can serve as the basis
for the elaboration of a legal definition in laws or regulations and in accordance with the
documents issued by European organisations. A legal concept of artificial intelligence is
necessary to avoid insecurities at the legislative level.

The use of Al by the public sector can have a great impact, not only among govern-
ments but also among citizens. The organisational system and the traditionally bureaucratic
form of government would be replaced by an automated and sometimes more efficient
system. These challenges of Al use can be related to employees’ lack of knowledge about
artificial intelligence and machine learning, which would involve the incorporation of spe-
cialists and experts. According to the previous literature and the analysed interviews, the
interpretation of Al can be complex, with a challenging opacity that could make it difficult
to understand the system and communicate it to citizens. In this sense, Al could undermine
the fundamental values of due process and transparency. Since these systems can consist
of black-box processes, it is not always clear who is responsible for decisions made. On a
social level, the use of Al could, in some cases, lead to the human workforce being replaced.
However, people could be re-trained and re-employed for this new technology.

As has been demonstrated throughout the investigation, the use of Al by public
administrations can entail several risks: opacity, legal uncertainty, biases, or breaches of
personal data protection. However, the mechanisms already provided by Spanish law are
not enough to avoid these risks as they have not been designed to face the use of artificial
intelligence in public administration.

For this reason, we want to propose various measures that could be adopted for the
regulation of Al according to the analysis carried out. At the internal level of the companies
that are in charge of developing this technology, they could promote the adoption of
ethical codes that take into account the gender issue through the the creation of groups of
specialised professionals and the opening of code. In addition, another measure that could
be implemented would be to carry out audits by independent third parties. The regulatory
base should be a standard with basic principles such as respect for human rights, dignity,
freedom, democracy, and equality. Once this base is established, to mitigate problems with
possible biases in the data, the creation of collegiate bodies or committees to control the
development of Al projects is the most viable option, which is also accordant with the
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literature. Another proposal that can be assumed in the case of the public sector is the
creation of certification systems such as ISO standards.

At the European level, a legal answer has been explored to help solve the risks of Al
following a series of principles centred on the human being. Consequently, at the end of
April 2021, the Commission presented a proposal for a regulation on Al, “Proposal for a
Regulation laying down harmonised rules on artificial intelligence (Artificial Intelligence
Act) and certain Union legislative acts”.

The research findings had limitations since this study provides an exploratory analysis
of the Spanish perspective about the problems of the use of artificial intelligence among
public administrations. Therefore, the findings might not be applicable to all the public
administrations and governments of other countries. Future lines of research can advance
the theoretical understanding of the impacts of Al on the public sector and the political
perspective of the Al uses in public services, as well as the analysis and comparison of
specific artificial intelligence projects in European countries.

In short, despite the limitations of this research, we developed an overview of the
relevant risks derived from this new technology that Spanish public administrations may
face and if the current law has mechanisms to deal with them. Additional research is
needed to understand the specificities of the public administration Al uses in different
countries of the EU, and how specific Al projects look like inside public administration to
observe practical risks in the public sector. This will help identify how Al uses could differ
from the different countries.
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