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Abstract: Estimating various properties of soil, including moisture, carbon, and nitrogen, is crucial
for studying their correlation with plant health and food production. However, conventional methods
such as oven-drying and chemical analysis are laborious, expensive, and only feasible for a limited
land area. With the advent of remote sensing technologies like multi/hyperspectral imaging, it is
now possible to predict soil properties non-invasive and cost-effectively for a large expanse of bare
land. Recent research shows the possibility of predicting those soil contents from a wide range of
hyperspectral data using good prediction algorithms. However, these kinds of hyperspectral sensors
are expensive and not widely available. Therefore, this paper investigates different machine and deep
learning techniques to predict soil nutrient properties using only the red (R), green (G), and blue (B)
bands data to propose a suitable machine/deep learning model that can be used as a rapid soil test.
Another objective of this research is to observe and compare the prediction accuracy in three cases
i. hyperspectral band ii. full spectrum of the visual band, and iii. three-channel of RGB band and
provide a guideline to the user on which spectrum information they should use to predict those soil
properties. The outcome of this research helps to develop a mobile application that is easy to use
for a quick soil test. This research also explores learning-based algorithms with significant feature
combinations and their performance comparisons in predicting soil properties from visual band data.
For this, we also explore the impact of dimensional reduction (i.e., principal component analysis) and
transformations (i.e., empirical mode decomposition) of features. The results show that the proposed
model can comparably predict the soil contents from the three-channel RGB data.

Keywords: learning-based algorithms; RGB band; rapid soil test; empirical mode decomposition;
principal component analysis

1. Introduction

Soil moisture (SM), soil organic carbon (SOC), and nitrogen content (NC) are funda-
mental soil properties that describe soil quality and contribute to plant growth [1,2]. SM is
necessary for the absorption of nutrients by the roots and contributes to evaporation rates
that influence the activity of microorganisms in the soil, which are responsible for breaking
down organic matter and releasing nutrients that plants can use [3]. Adequate SM also
supports the transport of nutrients within the plant and helps regulate plant temperature
through transpiration [4]. SOC helps improve soil structure, water-holding capacity, and
nutrient retention as it serves as a source of nutrients and energy for soil microorganisms
essential for nutrient cycling and soil health [5]. NC creates chlorophyll that helps plants’
metabolism and structure and increases plant protein through incorporation into amino
acids and peptides [6]. Additionally, NC levels can affect the quality of plant products,
such as the protein content of grains and the flavor of fruits and vegetables [7]. Accurate
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estimation of these soil properties is essential for ecosystem management, such as soil
quality assessments, climate change, and a long-term prediction that contributes to taking
necessary steps to maintain and improve soil quality. Therefore, regularly monitoring these
properties is vital for forest and agricultural management and maintaining nitrogen and
carbon cycles [8].

Traditional measuring methods, such as laboratory analysis with chemical SM, SOC,
and NC treatments, involve lots of time, labor, and costs. SM can traditionally measure by
thermogravimetric method, microelectromechanical system (MEMS), heat flux sensors [9],
time-domain reflectometry (TDR) methods [10], etc. SOC estimations performed by the
Walkley–Black, dry combustion, humic matter colorimetry, etc. [11]. In contrast, the Kjeldahl
digestion method can traditionally measure NC [12]. These methods are slow and can cover
only a tiny piece of land. Remote sensing imaging can be a promising solution to overcome
these limitations and efficiently measure soil properties over larger areas [13]. Therefore,
developing an accurate estimation method that can quickly and precisely predict SM, SOC,
and total NC is crucial. Hence, some research has been performed using remote sensing
imaging as it can cover vast areas, and a short time is required for soil quality estimation.

Hyperspectral imaging (HSI) technology has become increasingly prevalent in recent
times. It can capture vast amounts of spectral and spatial data organized in multiple layers,
resulting in highly detailed and precise images of a given location. HSI sensors are typically
installed on satellites or aircraft. They are continually updated, allowing real-time Earth
surface monitoring and capturing a wide expanse in a single image. This technology has
numerous applications in fields such as agriculture [14], environmental monitoring [15],
food quality analysis [16], water management [17], mineral exploration [18], forensic
analysis [19], medical diagnosis [20,21], urban planning [22], military applications [23],
mineralogical mapping [24], crime imaging analysis [25], etc. Additionally, SM, SOC, and
NC prediction from HSI is becoming an important field of research.

With the rapid developments of hyperspectral remote sensing technology with ad-
vanced sensors, it has become possible to predict SM, SOC, and NC in a non-invasive way
(without physically testing any soil samples). A wide range of machine learning (ML)
models with different feature combinations is presented in paper [26]. The results show
that SM, SOC, and NC can predict accurately from HS data. Some other studies [27–34] also
proposed different ML models that can predict SM effectively from HS data. On the other
hand, due to the availability of the Land Use and Coverage Area body Survey (LUCAS)
dataset, many researchers proposed good models to predict SOC, NC, and also other soil
parameters from a wide range of HS datasets (400–2500 nm). The study [35,36] proposed a
large-scale SOC mapping and prediction approach. Similarly, another study [37–44] pro-
posed different ML models to predict NC from HS data. The lab-based HS remote sensing
prediction model provides the best prediction performance. The data is almost free from
environmental noise and can accommodate large HS bands with small spatial resolutions.
However, the hyperspectral camera and sensors are expensive and not readily available.

Some researchers try to predict different soil properties from satellite data to overcome
this problem. Multi-spectral satellite data, such as Sentinal 2, Landsat 8, etc., are freely
available and cover vast land with a single image. In paper [45–49], the authors predict SM
from different Satellite data. Other authors [40,50–55] studied the possibilities of predicting
SOC and NC from Satellite data. The soil properties predicting accuracy from Satellite data
is comparably lower than the average predicting accuracy from lab-based HS data. This is
because satellite data comes up with many environmental noises; therefore, extreme pre-
processing and massive computation power is needed to extract information from Satellite
data. On the other hand, visual range/digital cameras are everywhere and available in a
wide range.

Some research has been performed to predict different soil properties from digital
images. In paper [56], authors predict SM from digital images by using two machine
learning models: multilayer perceptron (MLP) and a support vector regression (SVR).
Similarly, the possibility of predicting soil organic matter from smartphone images is
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studied in research [57]. Another article [58] studied the prediction performance of SM
and organic matter from mobile captured images. Some other studies [59,60] also predict
soil texture from digital images. Other articles describe Munsell soil color chart [61] and
predicting soil carbon [62–64]. Although satisfactory research progress has already been
achieved in predicting SM and SOC from visual band images; however, the possibility of
predicting NC still needs to be discovered. Regarding our knowledge and understanding,
no literature shows the potential of predicting NC from visual band images.

Therefore, the principle aim of this study is to propose a model that can also predict
different soil properties from mobile captured images or traditional cameras. Hence, in this
study, only the three-channel of the visual band (VB), i.e., blue (450 nm), green (550 nm),
and red (650 nm), have been considered and explore the possibilities of predicting SM, SOC,
and NC. Although digital cameras can capture only three bands: red (R), green (G), and
blue (B), there are several research studies [65–67] that suggest that using only the average
of the three RGB bands can produce comparable results to using the entire spectral range
of 400–700 nm. We also explore the multi-spectral VB range (400–700 nm) to understand
the prediction performance.

Empirical mode decomposition (EMD) is a popular method to decompose the time-
series signal into different intrinsic mode functions (IMFs) based on frequency differences.
This technique is also helpful in filtering out some specific signal components from the
original signal in the presence of noise [68]. In this study, we have applied EMD in the
spectral signal data to filter out some specific spectral signals and extract new features from
them to be used in machine learning techniques to improve classification performance.
Based on our knowledge, this is the first time EMD is applied in the spectral domain to see
its effeteness in the classifications, as the hyperspectral data sometimes have noise for soil
analysis. In this study, we have also applied principal component analysis (PCA) on the
hyperspectral reflection data and the newly extracted features from the EMD to observe
the classification performance.

The contributions of this research are given as follows:

• To explore the possibility of prediction soil properties (SM, SOC, NC) from a 3-channel
RGB band and the full spectrum of visual band data.

• To provide a prediction comparison in three cases: i. full range of HS band ii. VB, and
iii. only RGB band.

• Effectively use EMD to eliminate data noise and improve the soil property prediction
accuracy.

• To reduce large data dimension using PCA, minimize computational time and cost
and improve prediction accuracy.

• Performance of a wide range of ML and DL models is evaluated to understand the
best prediction accuracy depending on various soil properties.

The paper is structured as follows: In Section 2, we provide a description of the HS
remote sensing data and the ground truth SM, SOC, and NC data. Section 3 outlines the
step-by-step workflow employed in this study. The results obtained from using different
algorithms to predict SM, SOC, and NC are presented in Section 4, along with a comparative
analysis that includes validation and evaluation. A critical discussion of the research
outcomes is given in Section 5. Section 6 concludes the paper by offering a methodology
for predicting SM, SOC, and NC for visual band data that can be used as a guide.

2. Datasets

For this study, we have used three different hyperspectral datasets. A brief overview
of these datasets is given below.

2.1. Soil Moisture Dataset

The SM dataset was captured during the five-day field camping that spanned over
two weeks in May 2017 in Karlsruhe, Germany, which is freely available for research [69].
The measurement setup centered around an undisturbed soil sample consisting of bare
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soil without vegetation. The soil sample was composed of strongly clayey silt with a
15 cm radius and 20 cm height, irrigated according to a defined schema. The resulting soil
moisture ranged from 25% to 42%, as measured by TDR sensors installed in various depths
from 2 cm to 18 cm. However, for this study, the uppermost sensor’s readings, situated
2 cm deep, were considered as they provided the most accurate estimate of subsurface
soil moisture.

After that, HS remote sensing data was captured using a Cubert1 UHD 285 HS
snapshot camera, with 50 × 50 pixel images, each characterized by 125 spectral channels
ranging from 450 nm to 950 nm with a 4 nm spectral resolution. The camera was placed on
a tripod at 1.70 m height and captured the entire soil sample. Each image’s mean spectrum
of the soil surface was calibrated with the spectralon spectrum to produce a single data
point. The dataset comprises 679 high-dimensional data points, including 125 hyperspectral
bands and one soil-moisture value as ground truth.

2.2. Soil Organic Carbon and Nitrogen Dataset

The LUCAS database is a large-scale dataset managed by the European Commission’s
Joint Research Centre [70]. It contains information on land use, land cover, soil properties,
and topsoil characteristics from over 300,000 locations across 33 European countries. The
database is updated every three years starting from 2006 [70]. Its purpose is to provide
policymakers, researchers, and the public with valuable information for environmental
assessments, resource management, and decision-making.

The LUCAS database collects data through a standardized sampling approach, where
soil samples and measurements are taken at randomly selected locations across different
land use types. The database contains a wide range of information, including soil texture,
pH, organic carbon, nitrogen, and other nutrient properties. The LUCAS database is freely
available to the public, and users can access the data through the European Soil Data
Centre (ESDAC) portal [71]. The database has been used for various purposes, including
environmental monitoring, soil health assessments, land-use planning, etc. [72,73].

We have used the LUCAS 2015 dataset for SOC and NC prediction. This camping
consists of about 20,000 soil samples collected using a multi-level stratified random sam-
pling technique to represent Europe’s various land use types. For each sampling point,
a composite sample consisting of five topsoil samples (0–20 cm) was created and ana-
lyzed for physical, chemical, and reflectance properties using standardized methods in a
single laboratory.

After sample collection, the FOSS XDS Rapid Content Analyzer (FOSS NIRSystems
Inc., Denmark) was used to record the absorbance of each soil sample in the 400–2499.5 nm
range with 0.5 nm intervals [72]. The dataset comprises 28 countries’ data in approximately
21,782 soil sample data. From the LUCAS 2015 dataset, for this research, we only considered
the Swedish dataset that comprises 1891 soil samples. Figure 1 shows the point sampling
location in Sweden obtained from the given .shp file in ArcGIS Pro software. The dataset
includes point IDs associated with soil properties, including SOC and NC. The value of
SOC ranges from 2 to 543.1 g/kg, and the NC range from 0.2 to 36.7 g/kg.
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Figure 1. Study area for soil organic carbon and nitrogen prediction where the points show the
sampling locations.

3. Methodology

This study is divided into two processes: data prepossessing and regression model to
predict SM, SOC, and NC from three HS datasets. Figure 2 presents the work methodology
for this research.

HS Band

Data Preprocessing Regression Model

Evaluation Parameter

Band Wavelength

Dimension Reduction 
(PCA)

RF DT

GB SOM

KNN ANN

SVR

R-squared

MAE

RMSE
Empirical Mode 

Decomposition (EMD)

Data Cleaning

Visual Band Selection

Data Scaling

1dCNN

Figure 2. Schematic illustration of the proposed regression framework using different machine
learning and deep learning models.

3.1. Data Prepossessing

In order to manage the high dimensionality of the HS data, five consecutive prepro-
cessing steps were examined in this study which are given as follows:

3.1.1. Data Cleaning and Filtering

Data cleaning and filtering are vital to building an excellent machine and deep-learning
model. For all three datasets, some data samples with missing ground truth data are manu-
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ally removed to minimize the inhomogeneity of data. Some other non-significant features
are also removed to make the dataset more usable and convenient for training purposes.

3.1.2. Visual Band Selection

This study aims to propose a model that can predict SM, SOC, and NC from gen-
eral digital camera images. Therefore, all other band reflection/absorbance values are
manually removed for the three different datasets, making the dataset only visual band
range. For SM data, the useable band values are 454 to 702 nm, and for SOC and NC data,
400–700 nm has been considered. After that, we are making the three datasets that contain
only three channels, i.e., red (R), green (G), and blue (B). To do this, we take the mean
reflectance/absorbance of the blue band (400–500 nm), green band (500–600 nm), and red
band (600–700 nm). These reflectance/absorbance values are used as input features to
predict the performance of SM, SOC, and NC.

3.1.3. Data Scaling

In the third step of data preprocessing, feature scaling was performed to standardize
all the input features before training the model. The motivation behind the feature scaling
is to make all the input features appropriately scaled to balance their contributions. In
this study, the standard scaling approach has been considered that mathematically works
according to the Formula (1).

zscore = (xtraining − umean)/s.d (1)

where zscore is the standard score, xtraining is the training sample, and umean and s.d are the
mean and standard deviation of the training sample, respectively.

3.1.4. Empirical Mode Decomposition

EMD is a technique that converts the input bands into physically meaningful additives [74].
This study passes all three VB range data through the EMD process to obtain the maximum
variance from the reflectance/absorbance data. The first IMF is then taken as an input
feature. Figure 3 shows the one sample SM reflectance curve, and the corresponding first
IMF is given in Figure 4. The mathematical expression of EMD is given as follows:

Isignal =
N

∑
n=1

IMFn + RESn (2)

where, Isignal is the reflectance/absorbance signal, IMFn is the Nth intrinsic mode functions,
and RESn is the residual to the corresponding Nth intrinsic mode, respectively.

Figure 3. Soil moisture reflectance curve of visual band range.
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Figure 4. Soil moisture reflectance curve corresponding first IMF.

3.1.5. Dimension Reduction

Finally, the Principal Component Analysis (PCA) technique has been adopted to
address non-linear high dimensional data units and effectively reduce data dimension [75]
in the visual band range. In this study, we depend on the primary seven major additives
that extract nearly 99.99% features from all three VB datasets.

3.2. Regression Model

To predict SM, SOC, and NC from three VB datasets, seven different well-known
ML regressor models have been adopted to understand the prediction performance, and
they are Random Forest (RF) [76], Decision Tree (DT) [77], Gradient Boosting (GB) [78],
Self Organizing Map (SOM) [27], K Nearest Neighbors (KNN) [79], Artificial Neural
Network (ANN) [80] and Support Vector Regression (SVR) [81]. The performance of a
one-dimensional Convolution Neural Network (1dCNN) [82] is also evaluated. Most ML
regressors are designed in scikit-learn library packages, Susi library packages implement
the SOM model, and the PyTorch library develops 1dCNN. A brief discussion of each
learning-based model that has been considered in this study is given below:

3.2.1. Random Forest

RF regression is an ML algorithm used for predicting continuous output variables.
It works by building multiple decision trees on different subsets of the training data
and combining their predictions. This algorithm selects the best feature at each split by
randomly selecting a subset of features, which helps reduce the correlation between trees
and improve model accuracy. The RF regression is robust, can handle large and complex
datasets, and is resistant to overfitting issues [83].

3.2.2. Decision Tree

DT regression shows a similar characteristic to RF regression. It partitions the feature
space into smaller regions based on the values of input features and assigns a constant
value to each region as the prediction. It selects the feature that maximizes the reduction
in variance at each split, and the process continues until a stopping criterion is met. It is a
simple and interpretable algorithm that can handle numerical and categorical features but
tends to overfit the training data [84].

3.2.3. Gradient Boosting

GB regression is also an ML algorithm used for regression tasks. It works by iteratively
adding weak decision tree models to the ensemble, where each new tree corrects the
errors of the previous tree. The algorithm minimizes a loss function by gradient descent,
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where the gradient is computed concerning the predictions of the current ensemble. It can
handle complex nonlinear relationships between the input and output variables and resist
overfitting [85].

3.2.4. Self Organizing Map

SOM also known as Kohonen map, is an unsupervised machine learning algorithm
used for dimensionality reduction, data visualization, and clustering [86]. It maps high-
dimensional input data onto a lower-dimensional grid of nodes or neurons, where each
neuron represents a cluster of similar data points. During training, the algorithm adjusts the
position of each neuron and its weights to match the input data better. SOM is a powerful
visualization tool that can reveal the underlying structure and patterns in high-dimensional
data and can be used for unsupervised clustering or to initialize the weights of other ML
algorithms. However, it requires careful tuning of hyperparameters and may be sensitive
to the initialization of the neurons. However, in this study, we have used the SOM packages
proposed in article [27]. This SOM framework involves two SOM architecture that combines
unsupervised and supervised learning.

3.2.5. K Nearest Neighbors

KNN is an ML algorithm used for both classification and regression tasks. It finds the
k-closest training examples in the feature space to a new test example and assigns the label
or value of most of the k-nearest neighbors to the test example. KNN is simple to implement
and can handle both numerical and categorical features. Still, it can be sensitive to the
choice of k and the distance metric used to measure the similarity between examples. It is
also non-parametric, meaning it makes no assumptions about the data distribution [87].

3.2.6. Artificial Neural Network

An ANN is an ML algorithm inspired by the structure and function of the human brain.
It consists of a network of interconnected nodes, called neurons, organized into layers.
During training, the algorithm adjusts the weights of the connections between neurons
to minimize a loss function. ANNs can handle complex nonlinear relationships between
input and output variables and are widely used in many applications. However, they can
be computationally expensive to train and may require careful tuning of the architecture
and hyperparameters [88].

3.2.7. Support Vector Regression

SVR is an ML algorithm that finds a hyperplane that maximizes the margin between
the predicted output values and the actual output values while still being able to predict new
examples accurately. SVR uses kernel functions to handle non-linear relationships between
input and output variables, and it can handle large datasets and high-dimensional input
spaces. However, it can be sensitive to the choice of hyperparameters and computationally
expensive for large datasets [81].

3.2.8. One-Dimensional Convolution Neural Network

A 1dCNN is a neural network commonly used for processing data sequences, such as
time series data. However, in this study, we have used 1dCNN with spectral series data to
understand the prediction performance. The network applies a set of learnable filters to the
input sequence using a convolutional layer and then downsamples the feature maps using
a pooling layer to extract the essential features. One-dimensional CNNs are well-suited for
time series data and can handle variable-length sequences [89].

All ML and DL regressor models are tuned to obtain a good prediction performance,
and the models tuning parameters are given in Table 1. However, GB and DT provide
excellent overall performance on the basic packages of the scikit-study library [90]. After
optimizing the hyperparameter of all ML and DL models, training and testing started in
Jupyter Notebook Python environments.
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Table 1. Hyperparameter optimization for different regression models.

Model Library Hyperparameter

RF scikit-learn n_estimators = 100, n_jobs = −1

DT scikit-learn –

GB scikit-learn –

n_rows = 35, n_columns = 35,
SOM susi n_iter_unsupervised = 10,000,

n_iter_supervised = 10,000

KNN scikit-learn n_neighbors = 5, algorithm = auto,

ANN scikit-learn hidden_layer_sizes = (20, 20, 20)

SVR scikit-learn C = np.logspace(−8, 8, 17),
γ = np.logspace(−8, 8, 17)

activation = LeakyRelu(),
1dCNN PyTorch optimiser = Adam, learning rate = 0.01

batch size = 1000, epochs = 500

3.3. Evaluation Parameter

The performance of each model was evaluated by calculating the coefficient of deter-
mination (R2), mean absolute error (MAE), and root means squared error (RMSE).

R2 describes how well the data fits compared to the ground truth data. R2 value
ranging from 0 to 1 and expressed as a percentage. MAE defines the absolute difference
between the predicted value and the original values calculated from the average difference
from the whole dataset. Mean squared error (MSE) is the difference between the predicted
and the actual value calculated by squaring the difference from the entire dataset. RMSE
is the error rate calculated by the square root of MSE. The closer the value of R2 is 1, the
more excellent correlation between the actual and predicted value. The lower the value of
MAE and RMSE, the better the prediction accuracy [91].

The mathematical formulation of these terms is given as follows:

R2 = 1−
∑(ytrue − ˆypred)

2

∑(ytrue − ¯yavg)2 , (3)

MAE =
1
N

N

∑
i=1
|yi true − ˆyi pred|, (4)

RMSE =
√

MSE =

√√√√ 1
N

N

∑
i=1

(yi true − ˆyi pred)2, (5)

where, ytrue and ˆypred is the original and predicted value, ¯yavg is the average value, N is the
number of samples.

4. Prediction Results

This section presents a comparative study of seven different ML models and one DL
model to predict SM, SOC, and NC from the three different datasets. The main objective is
to develop a model to perform satisfactorily on unseen data and eliminate under-fitting
and overfitting problems. Thus, to make the model more robust, a quite limited number of
cross-validations has been considered to understand the average prediction performance.
We divided the entire dataset into ten groups, where nine groups were used for training the
model, and the remaining group was used for testing, as depicted in Figure 5. We repeated
this process ten times, and the model’s performance was recorded for each testing data set.
We then calculated each ML and DL model’s mean prediction accuracy (Equation (6)). We
experimented on the three HS datasets to predict SM, SOC, and NC.
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Test DataTraining Data

E1

E1

E3

E10

Iteration 1

Iteration 2

Iteration 3

Iteration 10

Figure 5. Schematic diagram of 10-fold cross-validation for model evaluation.

Raverage =
1

10

10

∑
iteration=1

Riteration, (6)

4.1. Soil Moisture Prediction from Visual Band

The prediction performance of SM with five different feature combinations is given in
Table 2. A comparative study is also included when all the HS band (454 nm to 950 nm) was
considered to predict SM [26]. This table shows that when only three RGB channels have
been considered an input feature to predict SM, RF provides the best prediction accuracy
with R2, MAE, and RMSE 84.83%, 0.86, and 1.37, respectively. After that, we consider
the whole range of VB (454 nm to 700 nm) to observe the SM prediction performance.
The prediction accuracy is improved for all the ML and DL models, and the best results
are obtained for SVR with 93.89% prediction accuracy. The prediction performance is
further enhanced when PCA is applied to VB, and the best result was obtained for RF
(R2 = 95.51%, MAE = 0.53, RMSE = 0.88). This study performs EMD on VB, taking the
maximum variance as an input feature with the VB reflectance data. Finally, the PCA of
EMD with VB has been studied to understand the SM prediction performance. However,
EMD does not have an excellent contribution to improving the results.

Table 2. Soil moisture prediction of different ML and DL models regression results (R2, MAE, RMSE).
The best result is in bold format considering other models.

Model AHSB 1 [26] RGB 2 VB 3 PCA (VB) EMD + VB PCA
(EMD + VB)

RF 92.35%, 0.61,
1.02

84.83%, 0.86,
1.37

91.47%, 0.63,
0.98

95.51%, 0.53,
0.88

90.73%, 0.70,
1.04

92.68%, 0.60,
1.04

DT 88.48%, 0.66,
1.34

78.75%, 0.87,
1.65

81.32%, 0.81,
1.64

94.44%, 0.57,
1.17

84.15%, 0.72,
1.41

87.32%, 0.72,
1.44

GB 92.27%, 0.64,
1.09

81.19%, 0.95,
1.51

91.71%, 0.63,
1.03

95.42%, 0.52,
0.81

91.96%, 0.66,
1.04

93.56%, 0.58,
0.87

SOM 89.81%, 0.72,
1.10

86.85%, 0.85,
1.27

90.67%, 0.70,
1.06

92.36%, 0.61,
0.92

81.81%, 1.00,
1.47

82.39%, 0.92,
1.38

KNN 90.95%, 0.68,
1.08

82.29%, 0.93,
1.46

90.72%, 0.70,
1.11

91.14%, 0.62,
1.06

76.11%, 1.08,
1.63

79.68%, 0.96,
1.57

ANN 64.93%, 1.42,
2.07

46.12%, 1.91,
2.58

49.60%, 1.74,
2.38

90.94%, 0.70,
0.95

53.55%, 1.71,
2.34

88.15%, 0.91,
1.21

SVR 95.43%, 0.49,
0.80

73.43%, 1.29,
1.85

93.89%, 0.57,
0.94

91.29%, 0.62,
1.01

84.81%, 0.83,
1.33

89.13%, 0.77,
1.15

1dCNN - 72.87%, 0.12,
0.20

79.95%, 0.07,
0.09 - 79.96%, 0.07,

0.09 -

1 AHSB = All HS bands (454 nm to 950 nm), 2 RGB = Red green blue (3 channel), 3 VB = Visual bands.
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Figure 6 presents a box plot comparison for seven different ML models based on three
criteria: i. VB, ii. PCA of VB, and iii. PCA of EMD and VB. This box plot reflects the
outcome of the ten-fold cross-validation utilized for model validation. A circle, cross-line,
and diamond on the box represent the mean, median, and outliers. This figure shows that
PCA of VB is the most significant feature combination, and RF exhibits the highest average
prediction accuracy with minimal fluctuation in the prediction range.

Figure 6. Soil moisture prediction range in box-plot, where circle and diamond represent mean and
outliers, respectively.

4.2. Soil Organic Carbon Prediction from Visual Band

We investigated the potential of using our proposed methodology to predict SOC
from Sweden’s LUCAS dataset; a comparative study was listed from paper [26] when all
HS band (400 nm to 2500 nm) was considered, shown in Table 3. Here, we also studied
five feature combinations to predict SOC. When only RGB 3-channel band was considered,
the SVR model provides the best prediction accuracy (R2 = 79.48%, MAE = 39.75, RMSE
= 65.72). The prediction accuracy for all the ML and DL models improved when the full
range of VB (400 nm to 700 nm) was considered. When PCA was done on VB, the best
performance was noted for SVR with 85.77% prediction accuracy. The contribution of
EMD is evaluated on SOC prediction, and the overall best performance is obtained for SVR
(85.97%) when PVA was done on EMD with VB.

Figure 7 shows the comparison box plot for the seven different ML models with three
feature combinations. This figure shows that SVR performed the best prediction when PCA
was done on EMD with VB.

Figure 7. Soil organic carbon prediction range in box-plot, where circle and diamond represent mean
and outliers, respectively.
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Table 3. Soil organic carbon prediction of different ML and DL models regression results (R2, MAE,
RMSE). The best result is in bold format considering other models.

Model AHSB 1 [26] RGB 2 VB 3 PCA (VB) EMD + VB PCA
(EMD + VB)

RF 83.93%, 35.13,
62.46

73.47%, 43.72,
76.79

79.34%, 38.34,
67.80

82.91%, 36.45,
62.71

79.63%, 38.59,
68.04

82.97%, 36.34,
62.46

DT 67.43%, 42.94,
77.95

52.30%, 55.82,
103.11

65.73%, 47.97,
86.04

68.23%, 49.24,
88.01

66.09%, 47.52,
86.54

64.77%, 52.14,
91.95

GB 81.56%, 36.08,
64.15

73.77%, 43.22,
76.08

79.33%, 37.99,
67.59

81.61%, 37.89,
65.82

79.38%, 38.45,
67.69

80.70%, 37.64,
64.44

SOM 78.97%, 41.02,
67.07

75.97%, 43.64,
74.78

76.02%, 40.64,
69.76

77.23%, 42.23,
71.96

77.10%, 41.13,
71.42

76.56%, 42.89,
72.32

KNN 83.08%, 35.92,
60.92

73.96%, 43.02,
75.82

77.44%, 39.30,
69.60

77.04%, 39.67,
70.05

77.44%, 39.30,
69.60

83.56%, 35.76,
61.50

ANN 80.33%, 38.58,
62.58

71.12%, 48.49,
81.99

79.58%, 42.95,
71.64

85.31%, 33.17,
55.42

74.88%, 40.21,
68.38

85.91%, 32.19,
53.19

SVR 78.94%, 48.06,
67.39

79.48%, 39.75,
65.72

82.74%, 33.50,
64.14

85.77%, 33.12,
55.38

81.76%, 36.58,
64.27

85.97%, 32.93,
56.80

1dCNN - 76.84%, 0.10,
0.14

78.22%, 0.07,
0.12 - 77.80%, 0.07,

0.13 -

1 AHSB = All HS bands (400 nm to 2500 nm), 2 RGB = Red green blue (3 channel), 3 VB = Visual bands.

4.3. Soil Nitrogen Prediction from Visual Band

A similar study has been done to predict NC from LUCAS (Sweden) dataset, and a
comparative analysis is included from paper [26] in Table 4. When three bands of RGB
were considered, SVR provided the best prediction accuracy (R2 = 72.43%, MAE = 1.90,
RMSE = 3.23). The best prediction results were obtained for SVR (79.61%) when the VB
range was considered. The PCA of VB and EMD was also studied to predict NC, and most
of the ML models showed improved performance when EMD was considered. Figure 8
shows the comparison box plot of predicting NC. From this figure, SVR performed best
when PCA was done on EMD with VB.

Figure 8. Soil nitrogen prediction range in box-plot, where circle and diamond represent mean and
outliers, respectively.
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Table 4. Soil nitrogen prediction of different ML and DL models regression results (R2, MAE, RMSE).
The best result is in bold format considering other models.

Model AHSB 1 [26] RGB 2 VB 3 PCA (VB) EMD + VB PCA
(EMD + VB)

RF 73.98%, 1.80,
3.03

67.84%, 2.03,
3,37

71.53%, 1.93,
3.29

75.09%, 1.75,
2.90

70.86%, 1.98,
3.29

76.69%, 1.72,
2.84

DT 56.60%, 2.29,
3.89

49.61%, 2.72,
4.57

55.49%, 2.46,
4.17

52.87%, 2.26,
3.95

54.66%, 2.48,
4.24

53.98%, 2.29,
3.80

GB 71.91%, 1.80,
3.01

68.15%, 2.12,
3.52

72.21%, 1.96,
3.26

76.43%, 1.80,
2.91

72.77%, 1.95,
3.28

76.88%, 1.78,
2.85

SOM 74.71%, 1.87,
3.01

70.54%, 1.99,
3.40

70.41%, 1.93,
3.24

71.07%, 1.96,
3.33

70.61%, 1.88,
3.20

70.89%, 1.94,
3.26

KNN 73.96%, 1.83,
2.95

67.39%, 2.02,
3.38

71.61%, 1.96,
3.27

71.16%, 1.96,
3.26

71.61%, 1.96,
3.27

70.82%, 1.94,
3.22

ANN 74.30%, 1.80,
2.80

70.64%, 2.04.
3.41

68.33%, 1.99,
3.18

77.20%, 1.76,
2.79

68.72%, 2.17,
3.25

78.54%, 1.78,
2.89

SVR 71.64%, 2.09,
2.99

72.43%, 1.90,
3.23

79.61%, 1.59,
2.75

68.75%, 2.23,
3.40

75.86%, 1.76,
2.99

78.74%, 1.64,
2.82

1dCNN - 70.23%, 0.05,
0.10

74.74%, 0.04,
0.08 - 73.59%, 0.05,

0.08 -

1 AHSB = All HS bands (400 nm to 2500 nm), 2 RGB = Red green blue (3 channel), 3 VB = Visual bands.

5. Discussion

The primary purpose of this study is to understand how accurately we can predict SM,
SOC, and NC from VB data. Previous studies [26] have explored the potential of using HS
bands for soil property prediction using a number of ML models. However, HS sensors are
expensive and require specialized training, limiting their widespread use for soil analysis.
In contrast, VB data can be acquired using readily available devices, such as smartphones
or digital cameras, making it an attractive option for rapid soil testing. The following
observations can be summarised from the results discussed in Section 4.

• Soil properties (SM, SOC, and NC) can be predicted only using 3-channel RGB band data.
• Improved prediction performance for most of the ML and DL models can be obtained

when the full range of VB has been considered.
• For SM prediction, the best prediction accuracy is obtained for RF when PCA of VB is

considered an input feature.
• EMD plays a good role in SOC prediction; the best result is obtained for SVR when

PCA is performed on EMD transformation on VB.
• The good NC prediction is obtained for SVR when only VB is taken as an input feature.
• More stable NC prediction performance (Figure 8) is noted for SVR when PCA is done

on EMD with VB.
• The performance of 1dCNN is satisfactory for all of those soil properties predictions

in terms of error rate.

Table 5 shows the summary and provides a clear decision about the learning-based
models and corresponding prediction accuracy. If we have only the 3-channel RGB bands,
we can also predict SM, SOC, and NC with 86.85%, 79.48%, and 72.43% prediction accuracy,
respectively. However, accuracy was lost when we used only the 3-channel RGB band and
a full spectrum of VB compared with the AHSB. For SM prediction, the best performance
was obtained for SVR (95.43%) [26], whereas when only the RGB band was used, the
best prediction was obtained for SOM (86.85%), indicating a 9% accuracy loss. However,
with the availability of the VB band with some mathematical preprocessing, RF noted a
satisfactory improvement in SM prediction accuracy (95.51%).
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Table 5. Soil properties prediction results with specific feature combinations.

Soil Property Best Model (RGB) Accuracy (RGB) (R2) Best Feature & Model Best Result (R2)

Soil Moisture SOM 86.85% PCA (VB), RF 95.51%

Organic Carbon SVR 79.48% PCA (EMD + VB), SVR 85.97%

Nitrogen Content SVR 72.43% PCA (EMD + VB), SVR 78.74%

A similar pattern was also observed for SOC and NC prediction. When AHSB was
available, RF recorded 83.93% prediction accuracy [26]. However, with only the RGB band,
the prediction accuracy was reduced by 5%, and SVR obtained the best result (79.48%). The
prediction accuracy was improved with the full VB range, and the SVR model provided
the best prediction accuracy. ANN recorded 74.30% prediction accuracy when AHSB was
considered for NC prediction [26]. When RGB was used, only 2.5% prediction accuracy was
dropped (SVR), and the best result was recorded for SVR (78.74%) with some mathematical
prepossessing when VB was considered.

In summary, the results of this study suggest that VB data can be used to predict
SM, SOC, and NC, even using only the 3-channel RGB bands. In this study, we have
used three popular datasets, and we hope that our proposed approach is also suitable
for other datasets and regions. This methodology can provide a rapid and cost-effective
alternative to traditional soil analysis methods, enabling more frequent and widespread
soil testing. Additionally, more advanced ML and DL models and preprocessing techniques
can improve prediction accuracy, opening up new opportunities for precision agriculture
and environmental monitoring.

6. Conclusions

This study explores the possibility of predicting SM, SOC, and NC from VB data.
The results showed that the 3-channel RGB bands provide comparable results to predict
those soil properties, so traditional imaging systems (RGB band) can be used. Improved
prediction performance can be achieved when the full range of VB data is considered as an
input feature. The EMD and PCA have some roles in improving the performance of ML
and DL models. The best-performing models and feature combinations were identified
for each soil property, and their corresponding prediction accuracies were presented. This
study provides valuable insights into the potential of using low-cost and easily accessible
VB data for rapid soil testing.

The results of this study have practical implications in precision agriculture and
environmental management. With the increasing demand for sustainable agricultural
practices, accurate and rapid soil testing is crucial to optimize crop yields and reduce
environmental impacts. The findings of this study suggest that VB data can be used
as an alternative to expensive HS data for soil testing. The learning-based prediction
models developed in this study can be used in smartphone applications or low-cost soil
sensors for on-site soil testing, enabling farmers to make informed decisions about crop
management practices.

Overall, this study highlights the potential of VB data for soil testing and provides
a roadmap for future research in this area. Future studies could focus on generalizing
the developed models across different soil types and locations and integrating other data
sources, such as weather, on improving the accuracy of soil property predictions.
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