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Abstract: Landslides are one of the most damaging geological hazards in mountainous regions such 
as the Himalayas. The Himalayan region is, tectonically, the most active region in the world that is 
highly vulnerable to landslides and associated hazards. Landslide susceptibility mapping (LSM) is 
a useful tool for understanding the probability of the spatial distribution of future landslide regions. 
In this research, the landslide inventory datasets were collected during the field study of the Kullu 
valley in July 2018, and 149 landslide locations were collected as global positioning system (GPS) 
points. The present study evaluates the LSM using three different spatial resolution of the digital 
elevation model (DEM) derived from three different sources. The data-driven traditional frequency 
ratio (FR) model was used for this study. The FR model was used for this research to assess the 
impact of the different spatial resolution of DEMs on the LSM. DEM data was derived from 
Advanced Land Observing Satellite-1 (ALOS) Phased Array type L-band Synthetic Aperture Radar 
(PALSAR) ALOS-PALSAR for 12.5 m, the Advanced Spaceborne Thermal Emission and Reflection 
Radiometer (ASTER) Global for 30 m, and the Shuttle Radar Topography Mission (SRTM) for 90 m. 
As an input, we used eight landslide conditioning factors based on the study area and topographic 
features of the Kullu valley in the Himalayas. The ASTER-Global 30m DEM showed higher accuracy 
of 0.910 compared to 0.839 for 12.5 m and 0.824 for 90 m DEM resolution. This study shows that that 
30 m resolution is better suited for LSM for the Kullu valley region in the Himalayas. The LSM can 
be used for mitigation and future planning for spatial planners and developmental authorities in 
the region. 

Keywords: Natural hazards; landslides; landslide susceptibility mapping (LSM); frequency ratio 
(FR); ALOS-PALSAR; ASTER; SRTM. 

 

1. Introduction 

Landslides are one of the most significant geological hazards in mountainous regions all over 
the world and especially in the Himalayas, where landslides affect the lives of people through 
damage to property and loss of life [1,2]. One of the most geodynamically active domains is the 
Himalayas, which is highly susceptible to landslides and other natural hazards [3]. The study area is 
in the middle Himalayas, positioned in the intercontinental collision zone where the Indian plate is 
subducting under the Eurasian plate [4]. The Himalayan orogeny that is tectonically the most 
dynamic mountainous region across the globe is highly vulnerable to landslides and, its associated 
hazards. The Kullu valley is highly prone to natural hazards, especially landslides in the Himalayas, 
causing significant damages to the economy [5]. The primary type of landslides in the Kullu valley 
are rockfalls, rockslides and debris flow, which is of great concern to policymakers, planners and 
scientists [6]. Historically, the Kullu valley is a popular tourist destination known for landslides and 
landslides in 1995 caused the death of sixty-five people and destroyed the Kullu town. Landslide 
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susceptibility mapping (LSM) is usually done by assessing the probability of a landslide occurrence 
in a given region [7]. Over the years, landslide susceptibility modelling has become a practical 
approach to obtain better insights into the potential slope failures. Landslide inventory and 
conditioning factors are required to carry out LSM of an area [8]. The degree of landslide 
susceptibility of an area is shown as a map, which is the output of LSM. Conditioning factors are 
essential in LSM as they consider the geological and topographical aspects of the study area. The 
digital elevation model (DEM) is part of the essential underlying data that is used to derive various 
significant conditioning factors used in any of the susceptibility analysis for natural hazards. There 
are various conditioning factors like slope angle, aspect, elevation, plan curvature, topographic 
roughness index (TRI) and sediment transport index (STI) that can be derived from the DEM based 
on the assessment criteria and the study area [9]. Various studies have demonstrated the influence of 
DEM resolution on the quality of the LSM results. However, there is no direct correlation between 
the resolution of DEM and the quality of the results of the LSM [10–12]. 

The quality and accuracy of LSM are directly affected by the spatial resolution of the DEM and 
its derived factors. Much investigation has been carried out in various studies that have investigated 
the impact of the spatial resolution of conditioning factors on LSM [9,13]. Efforts have been made to 
understand the effects of landslide conditioning factors on the final susceptibility mapping [14,15]. 
Depending on the study area, various conditioning factors can be used for carrying out LSM like 
elevation, altitude, slope angle, plan curvature, rainfall, distance to roads, distance to faults, distance 
to drainage, geology, lithology and landcover. The most commonly used DEM derived conditioning 
factors are aspect, slope, elevation, curvature, topographic wetness index (TWI), TRI, and stream 
power index (SPI)  [16–19]. However, fewer studies have explored the effects of the spatial resolution 
of conditioning factors like DEM on LSM. The researchers in [20] extracted the conditioning factors 
derived from interferometric synthetic aperture radar (InSAR) data through contour interpolation. 
They used three different spatial resolution of DEMs, namely 5 m, 10 m, and 25 m, to characterise the 
relief at different scales for LSM. The study suggested that the DEM resolution is an important 
criterion and that it can significantly affect the overall accuracy of LSM. They found that results 
differed between landslide susceptibility classes; however, the higher the DEM spatial resolution, the 
more strongly the results depended on the valley’s topography. 

A substantial technical advance has been obtained by presenting algorithms, tools and software 
to automatically carry out complex tasks such as LSM in short times with robust procedures [21,22]. 
Also, due to advancements in the geographic information system (GIS) and earth observation 
technologies, including semi-automatic and machine learning techniques, the preparation of 
landslide inventory and susceptibility criteria is becoming more attainable and less time-consuming 
[23,24]. Remote sensing and GIS techniques are considered as the foundations of any natural hazard 
susceptibility modelling [25]. In the recent years, research has shown that GIS bases statistical models 
have been used for LSM like logistic regression (LR) [26], random forest (RF) [27], artificial neural 
networks (ANN) [7], interval pairwise comparison matrices [28], support vector machines (SVM) [29] 
and the frequency ratio (FR) [30]. In the recent study for the Kullu valley, FR showed greater accuracy 
compared to the analytical hierarchy process (AHP) along with hybrid spatial multi-criteria [31]. 
Validation of the various models are to estimate their robustness, prediction skills, and reliability. 
The most commonly used methods to assess the performance of a model are receiver operating 
characteristic (ROC), success rate curves, and area under the curve (AUC) [32–35]. There has been no 
study to assess the impact of DEM on the LSM for the Kullu valley, which is very prone to landslides 
in India and hence the study area was selected. Thus, this study demonstrates a detailed analysis that 
shows the impact of DEM resolutions and will contribute to a scientific discussion on this topic. 

2. Study Area 

The Kullu district is situated in the transitional zone between the lesser and greater Himalayan 
mountain ranges in the central part of Himachal Pradesh. It has a rugged topography with altitudes 
ranging from 1300 m to 6000 m above mean sea level with a total area of 1171 km² (Figure 1). The 
study area is characterized by a highly dissected topography, and precipitation amount varies 
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according to the tropical climatic conditions like monsoon season, which has more rainfall compared 
to the summer season. 

 
Figure 1. Map shows the location of the study area and the field photographs showing active 
landslides. (1) Phallan (2) Jallu (3) Kandi (4) Devgarh Gohi. 

The Beas is the main river in the area. It originates in the Pir-Panjal range, near the Rohtang crest 
(4038 m), and flows transversally to the two parallel ranges Pir-Panjal and Dhauladhar in the Kullu 
valley [36]. Typical elevations in the study area range from 1500 m to 6000 m with the highest peak 
like Manikaran and Sainj reaching almost 6000 m. The higher ranges have magnificent snow-covered 
peaks and glaciers. From a geomorphic point of view, the Kullu valley is classified into the following 
nine geomorphic units: Active flood plain, channel island, piedmont slope, river, glaciated terrain, 
snow cover, younger alluvial plain, highly dissected terrain, moderately dissected terrain, and low 
dissected terrain. The Kullu valley is characterized by highly variable lithology encompassing of a 
prevailing congregation of low-to-high-grade meta-sedimentary rocks to diverse lithotectonic 
groups. As our study area is situated in the Higher Himalayan domain, the geological, structural and 
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climatological settings are favourable for slope deformations. The study area, the Kullu valley, is 
exposed to a highly dissected topography that is susceptible to heavy rainfall and erosion. The Kullu 
valley falls in the alpine climate zone, which makes it more prone to frequent landslides. Debris flow 
is also common as the drainage produces flash floods due to the frequent rainfall. 

3. Material and Methods 

For this research, we use the FR model to evaluate the effects of different DEM resolutions on the 
final LSM for Kullu valley. Landslide inventory data from 2014–2017, along with nine conditioning 
factors, were used for this research. Three different DEM with varying spatial resolution was used for 
the research that is open and freely available, namely the Advanced Land Observing Satellite-1 (ALOS), 
the Phased Array type L-band Synthetic Aperture Radar (PALSAR) ALOS-PALSAR for 12.5 m, the 
Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) Global for 30 m, and the 
Shuttle Radar Topography Mission (SRTM) for 90 m for the Kullu valley. 

3.1. Landslide Inventory 

The landslide inventory was created using satellite imagery and field surveys. The foremost step 
was to identify landslide locations in the satellite imagery and to evaluate landslide-prone areas [23]. 
Active locations of landslides were mapped, and inventory maps were prepared using various 
techniques like satellite image interpretation, extensive field survey, and literature searches for 
historical landslide records [37]. An in-depth field survey was carried out to validate and map the 
landslides in the study area in July 2018. The landslide inventory illustrates the active landslides 
along with their properties like the type of landslide, structural attributes and distance from the 
nearest road. The landslides found in the study area are mainly characterized as debris slides, debris 
flows and rockfalls based on Varnes classification [38]. Training and testing data are chosen based on 
the size of the study area, inventory data and the model used. One hundred and forty-nine landslide 
locations were identified, and these were randomly divided into two groups, with 70% (104) used for 
training and 30% (#45) for validating the results. This is a standard approach for natural hazard 
analysis. There are no standard methodologies to assign inventory data for testing and training 
purpose. Figure 2 shows the distribution of landslide inventory for the study region along with the 
training and validation datasets. 
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Figure 2. The distribution of landslides for testing and validation in Kullu valley, Himalayas. 

3.2. Digital Elevation Model (DEM) 

Various DEMs, which are available for the Kullu valley in the open data domain, are used to 
carry out this comparative landslide susceptibility analysis. We used three DEMs of varying spatial 
resolutions: A 12.5 m DEM from ALOS-PALSAR, a 30 m DEM from ASTER-global and a 90 m DEM 
from SRTM global. The ASTER scanner, which is installed on the Terra spacecraft of NASA, collects 
in-track stereo images with two cameras of nadir- and aft-looking near-infrared. Since 2000, these 
stereo pairs have been used to generate single scenes of 60 × 60 km DEM with vertical accuracies 
usually between 10 m and 25 m. More common DEMs include the SRTM providing a three arcsec 
grid, and the Terra ASTER global digital elevation model (GDEM) with a one arcsec grid, which can 
provide fundamental topographic information. The high-resolution 12.5 m DEM is a synthetic 
aperture radar (SAR) interferometry derived DEM, constructed using satellite SAR data from ALOS-
PALSAR (radiometrically terrain-corrected, RTC) data downloaded from the Alaska Satellite Facility. 

3.3. Landslide Conditioning Factors 

Eight conditioning factors were selected for the study area based on the topological conditions 
and availability of the datasets. The conditioning factors were categorized into the four main groups 
of topographical, geological, hydrological and anthropological. Table 1 shows the categorization of 
the conditioning factors. 

Table 1. Conditioning factors classified based on the main four criteria. 

Topographical Geological Hydrological Anthropological 
Slope Lithology Distance to Drainage Landforms 

Elevation Distance to Faults  Distance to Roads 
Aspect    
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The three different spatial resolution (12.5 m, 30 m and 90 m) DEMs were used for deriving the 
slope angle, aspect and elevation. The slope angle is one of the most critical factors of the slope 
stability assessment in any LSM study [39]. The slope angle is directly linked to the landslides, and 
higher the slope angle is more susceptible to failure. The slope map was divided into five slope 
categories from 0° to >40° by intervals of 10°. 

The elevation is another crucial factor for LSM. Relief classes denote the elevation range from 
the lowest to the highest point in the study area [40]. The study area was classified into four groups 
that classified the terrain elevation: 0–1000 m, 1000–3000 m, 3000–4500 m and >4500 m above mean 
sea level. 

The aspect factor impacts the landslide occurrence as this relates to meteorological criteria such 
as the direction of the precipitation and the amount and frequency of incoming energy and large 
temperature amplitudes [41]. The aspect factor affects landslides as it relates to meteorological criteria 
such as precipitation direction and the average amount of sunshine. We classified this aspect into ten 
classes: North (0°–22.5°; 337.5°–360°), northeast (22.5°–67.5°), east (67.5°–112.5°), southeast (112.5°–
157.5°), south (157.5°–202.5°), southwest (202.5°–247.5°), west (247.5°–292.5°), northwest (292.5°–
337.5°), north (337.5°–360°) and flat (0°) [31]. 

Lithology is a crucial factor controlling the landslides as various lithological units have varying 
geological strength parameters, permeability and susceptibility to failure [42]. There are fourteen 
lithological units in the stud area, and the layer was prepared based on the quadrangle maps from 
the Geological Survey of India (GSI) at 1:250,000 scale. The lithological units present in the study area 
are biotite schist, kynite gneiss; glacio-fluvial deposits; granitic-gneiss and granitoid; micaceous 
sandstone; pale white to green quartzite; pebbly siltstone; phyllite quartzite, basic flows; quartzite 
schist; slate phyllite; sreaky banded gneiss; wangtoo granite; phyllite; phyllite schist; purple 
limestone. 

Distance to faults is primarily the causative factor for controlling landslides. Different 
lithological units and proximity to faults play a significant role in controlling the landslides. Regions 
that are closer to faults were more affected by earthquakes [43]. The faults were classified, based on 
the distance to faults, for intervals of 0–500 m, 500–1000 m, 1000–1500 m and >1500 m distance. 

Distance to drainage is another major controlling factor for landslide analysis [44]. Drainage 
provides water that causes material saturation, resulting in landslides in the valleys. The study area 
was classified into four different buffer ranges. The buffers zones were classified into intervals of 0–
100 m, 100–200 m, 200–300 m and >300 m distance. 

Landforms classes can differentiate and explain highly dissected zones within the region and 
the landslide activity that are likely to occur [45]. Kullu valley’s landform derived from GSI and was 
classified into nine landform classes: Younger alluvial plain, highly dissected terrain, the active 
floodplain, channel island, piedmont slope, river, glaciated terrain, snow cover, moderately dissected 
terrain, and barely dissected terrain. 

Distance to roads is significant for landslide occurrence [4]. The factor was divided into four 
buffers zones, which signifies the influence of landslides caused by roads. The classes were classified 
into the interval of buffer zones with 0–50 m, 50–100 m, 100–150 m and >150 m. 

All the conditioning factors were classified using ArcGIS software. All the eight conditioning 
factors was reclassified into three different resolutions for analysis related to the DEM (12.5 m, 30 m 
and 90 m). For each resolution of DEM, we had eight conditioning factors for analysis using the FR 
model. Figure 3 shows all the conditioning factors classified for the study area. 

Figure 4 shows the total number of landslides in each class of the eight conditioning factors. This 
also shows that which class is essential for each conditioning factor and how each conditioning factors 
are classified based on landslide inventory. 
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Figure 3. Cont. 
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Figure 3. The conditioning factors used in this study are as follows: (a) Elevation, (b) slope angle, (c) 
slope aspect, (d) distance to roads, (e) distance to drainage, (f) distance to faults, (g) landforms, (h) 
lithology. 
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Figure 4. Shows the landslide distribution in each class of the eight conditioning factors. 

3.4. Model Selection 

There are various methodologies available like analytical hierarchy process, frequency ratio, 
support vector machines, random forest, and many others for LSM [46,47]. We chose the FR method 
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as it is directly based on the location of the landslide inventory dataset. This data-driven methodology 
can clearly illustrate the influence of using DEMs with different resolutions. As the locations of 
landslides, when represented on different DEM resolutions, will be different in terms of pixel size 
and cover different areas from the other conditioning factors. In addition, this methodology is 
considered as of the simplest data-driven methodology that has been used for the LSM in several 
studies. In the presented study, we chose FR as we wanted to test if similar outcomes can be obtained 
with a very simple yet commonly used worldwide LSM method like FR in comparison to more 
sophisticated methods. 

Frequency Ratio (FR) 

The FR model is commonly used for landslide susceptibility analysis [48–50]. This model works 
based on the ratio of the probability of the landslide occurrence to that of the landslide non-
occurrence in a specific area [51,52]. The ratio of the probability can be easily calculated based on the 
inventory dataset, which is used for obtaining the weight of each class of the criteria [53]. The ratio 
of the inventory data in each class indicates the significance of the correlation with the landslide 
susceptibility. A linear combination model (see Equation (1)) can calculate the ratio for different 
classes of each criterion to the entire considered area: 

𝐿𝑆𝑀ிோ = ෍ ෍ 𝐹𝑅௜௝௞
௃ୀଵ

௡
௜ୀଵ ൣ𝑓𝑎𝑐𝑡𝑜𝑟௜൫𝑐𝑙𝑎𝑠𝑠௝൯൧ (1)

where n is the number of criteria, and k is the number of classes in each criterion that contributed 
to the landslide susceptibility map generation. Consequently, FRij is the FR weight of the jth class in 
the ith criterion. We used the FR method as this method shows more accurate results for Kullu valley 
compared to another method like AHP and suited for the study area and hence chose to use this data-
driven methodology for the study area. 

4. Results 

The susceptibility maps were produced using the FR method for three different resolutions. The 
weights from the FR model was used for the LSM. These LSM were categorised as areas that are 
highly susceptible to landslides using ArcGIS software. The weights from the FR model for each 
conditioning factors are represented in Table S1. The derived FR value of over one shows a strong 
relationship between the landslide data of the training inventory dataset and the high landslide 
susceptibility class [54]. FR values of less than one show a weak relationship between landslide data 
of the training inventory dataset and the low landslide susceptibility class. 

The resulting landslide susceptibility maps generated based on the three different resolution 
DEMs (ALOS-PALSAR 12.5 m, ASTER-Global 30 m and SRTM 90 m DEMs) are shown in Figure 5. 
The natural breaks classification method was used to classify values in the final maps. The 
susceptibility classes were categorized into five classes from very low, low, moderate, high and very 
high susceptibility.  
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Figure 5. Landslide susceptibility maps resulting from the FR model based on three different 
resolution DEMs: a) Landslide validation points used for accuracy assessment b) Advanced Land 
Observing Satellite-1 (ALOS) Phased Array type L-band Synthetic Aperture Radar (PALSAR) (ALOS-
PALSAR) 12.5 m, c) Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER)-
Global 30 m and d) Shuttle Radar Topography Mission (SRTM) 90 m. 

5. Validation 

The validation section is an essential part of modelling natural hazard susceptibility to predict 
possible future events [55]. This is a critical process to predict the accuracy of future landslide events. 
To find the success of the FR model, we use the resulting LSM with the inventory data from the study 
area. This gives an estimation of the effectiveness of the model used for the LSM and if the model is 
optimal for the study area and the analysis. In this research, we used 30% (#45) of the landslide 
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inventory for validation. The evaluation of the conformity between landslide inventory data and the 
resulting susceptibility maps of the applied DEMs can give a clear understanding of the suitability of 
each resolution of DEM for susceptibility mapping. 

5.1. Receiver Operating Characteristics (ROC) 

We used receiver operating characteristics (ROC) for validation of the FR model with three 
different spatial resolution of DEM [56,57]. The ROC approach shows the values between the true 
positive rate (TPR) and the false positive rate (FPR) in the susceptibility mapping. The y-axis indicates 
the TPR while the x-axis indicates the FPR. The TPRs are the pixels that are correctly referred to as 
landslide areas, and FPR are the pixels that are incorrectly referred to as landslide areas [58]. The 
AUC is the measure which indicates the accuracy of the LSM. The AUC values derived from the ROC 
approach for three resolution of DEM is 84% for 12.5 m ALOS-PALSAR, 91% for 30 m ASTER-Global 
and 82% for 90 m SRTM. The validation results showed good agreement between the validation data 
from the inventory dataset and the resulting susceptibility map from the 30 m resolution DEM from 
ASTER-Global. The resulting ROC is shown in Figure 6. 

 

Figure 6. Receiver operating characteristic (ROC) curves representing success rate for the resulting 
maps from the three different resolution DEMs. 

To find the areas that are exposed to landslide susceptibility is critical for spatial managers in order 
to plan for sustainable risk management and mitigation measures for landslide impacts. This can also 
save many lives and save the economic damage and loss by protecting the susceptible areas [59]. 

5.2. Relative Landslide Density (R-index) 

R-index is another validation method used mostly in landslide susceptibility analysis. The 
accuracy of prediction of landslide susceptibility was evaluated using an index of relative landslide 
density (R-index). We have used 30% (#45) of the total landslide inventory for validation, whereas 
70% (#104) of the landslide inventory was used for training. The R-index is given as follows by [60] 
(see Equation (2)). R =  (ni / Ni ) / Σ(ni / Ni ))  × 100 (2)

where ni is the percentage of the area of landslides in each susceptible class and Ni is the 
percentage of the landslide in each susceptible class [4].  

Results show that 30 m DEM has higher R-index values than other two DEM resolutions in very 
high susceptible classes for both training and testing datasets (See Tables S2 and S3). For the higher 
landslide susceptibility class, 90 m and 30 m DEMs have comparable R-index values range from 27 
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to 32 for training and 28 to 30 for testing datasets, which are almost double from 12.5 DEM result. 
The R-index values show that 30 m DEM resolution has an overall better result than the other two 
DEM resolution data used in our work (see Figure 7). 

 
Figure 7. R-index in susceptibility classes for the three different resolution DEMs based on training 
and testing data. 

6. Discussion and Conclusion 

The FR model proved to be simple and easy to apply for LSM and suitable for the highly rugged 
terrain of the Himalayas. This also shows that there is a correlation between landslide distribution 
and lithological units. Consequently, diverse lithological units display diverse behaviors concerning 
landslides. In addition, variations in the lithological units and fault lines in the Kullu valley are 
measured to have a substantial influence on controlling the occurrence of landslides. For the final 
susceptibility mapping, we used five classes from very low, low, moderate, high and very high using 
the natural breaks classification. This is a conventional and useful method for classifying landslide 
susceptibility maps. 

For each of the three DEM resolution, we modelled the landslide susceptibility map by analyzing 
in detail the relevance of the conditioning factors. The analysis is based on landslide inventory data, 
which was used as empirical input data for the FR model. The results from the AUC and R-index 
values obtained from the ROC approach shows that DEM derived from ASTER-Global 30 m 
resolution generated maximum accuracy compared to the much higher spatial resolution DEM of 
12.5 m derived from ALOS-PALSAR. 

Previous studies have demonstrated the impact of DEM resolution on the output quality of the 
LSM results showing that there is no correlation between the resolution of DEM and the results. This 
study also demonstrates that it is not necessary to use conditioning factors with high-resolution for 
every study area but rather optimal resolution input conditioning factors that are suited to the study 
area. This also shows that the results in the current research are in line with the previous literature 
and shows that using higher resolution conditioning factors does not necessarily result in higher 
accuracy for the susceptibility map. The limitation of this research is that there was no polygon data 
available or mapped for this study area for the susceptibility analysis that would have given a better 
understanding of the model used and the accuracy result. However, as seen in previous studies of 
LSM, the use of inventory type data (polygon or point) is not so much relevant compared to the 
impact of DEM resolution [10].  

In this research for the Kullu valley, the study shows that 30 m ASTER-Global DEM is best suited 
for the LSM analysis and subsequently deriving the conditioning factors in the 30 m resolution. These 
results are better in accuracy than the LSM. This conclusion is based on the current study area and 
can vary depending on the other study area. 
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Figure 8 shows the distribution of landslide inventory points in different susceptibility classes 
in an enlarged sub-area selected from the resulting landslide susceptibility maps. The 12.5 m ALOS-
PALSAR and 30 m ASTER-Global show a similar pattern of susceptibility though 12.5 m ALOS-
PALSAR shows higher susceptible areas compared to 30 m ASTER-Global and 90 m SRTM. The 90 
m SRTM shows a different pattern of susceptibility compared to 12.5 m and 30 m DEM due to the 
higher spatial resolution, whereas 12.5 m and 30 m DEM show a much better correlation between the 
susceptibility mappings. 

Figure 8. An enlarged sub-area from the resulting landslide susceptibility maps generated based on 
the three different resolution DEMs: a) 12.5 m DEM, b) 30 m DEM and c) 90 m DEM. 

The ASTER-Global 30 m resolution DEM results from FR model is based on the pixels of 30 m 
resolution, which means a single pixel of factor map represents as the same within the applied pixel 
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size of 30 m resolution. However, when we used the ALOS-PALSAR 12.5 m, each pixel of factor map 
denotes a 12.5 m resolution. As we applied the point dataset on landslide inventory, the location and 
area of landslides would be different in various DEM resolutions. Different pixel sizes resulting from 
different DEM resolutions may cover different areas from the other conditioning factors. All these 
matters were influenced our resulting LSMs. 

The results might differ from one study area to another study area and varies with the 
topographical conditions of the given study area as well. As the Kullu valley is highly prone to 
landslides, this study gives the optimal resolution for the FR method. Again, this might differ with 
other methods as well, and it would be good to continue this study with comparing different models 
like AHP or spatial multi criteria evaluation (SMCE) or hybrid SMCE to evaluate the impact of DEM 
resolution on landslide susceptibility. 

In future, we aim to develop an object-based LSM approach to evaluate the impact of the 
different resolution of DEMs. Object-based mapping approach allows defining different sizes of 
segmentation for further analysis. Further, we would also like to use polygon areas of landslides as 
the inventory dataset to gain a complete understanding of the impacts of the factor spatial resolution 
on the LSM process. 

Supplementary Materials: The following are available online at www.mdpi.com/2076-3263/9/8/360/s1, Table S1: 
The normalized weights for the classes of the criteria based on the frequency ratio (FR) technique for each digital 
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