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Abstract: A powerful tsunami triggered by the Mw 9.0 Tohoku earthquake struck the northern Pacific coast of Japan in 2011, destroying several coastal communities in Iwate Prefecture, Miyagi Prefecture, and Fukushima Prefecture. Here, we investigate a new spatio-temporal slip model (model B) developed by the Cabinet Office of the Government of Japan. This slip model was compared against the non-uniform slip model estimated using tsunami waveform data (model A). We focused our analysis on two areas that were destroyed by the tsunami. The town of Onagawa and the coastal Sendai Plain area were selected because they were located in front of the epicentre, where the most significant slips were registered. Our simulation results revealed that the spatio-temporal slip distribution better replicated the observed data. Regarding the tsunami waveforms from the coastal tide gauge station and offshore stations, the Cabinet Office’s slip model showed an approximately 30% better accuracy relative to the non-uniform slip model. Furthermore, by comparing the local inundation features at two locations with unique topographic and coastal morphological characteristics, we also found that model B better replicated the measured inundation depths. Finally, considering that tsunami-induced damage is a direct function of various inundation features such as the flow depth and flow velocity, this new slip model can generate more realistic damage scenarios for future tsunami assessments.

Keywords: 2011 Tohoku tsunami; temporal slip distribution; tsunami inundation features

1. Introduction

The powerful tsunami generated by the 2011 Tohoku earthquake destroyed several coastal communities along the Pacific coast of Japan. As of November 2014, the National Police Agency of Japan reported that nearly 10,000 people had been killed by this event. This tsunami also generated a great deal of tsunami data that could be used to further understand the dynamics of tsunamis. The earthquake source of this event has been extensively studied using single and joint data sources, including seismic, geodetic, and tsunami data [1–4]. In general, these proposed sources showed similar features in the solutions of the fault slip distributions [5]. Few studies have analysed the capabilities of these sources for duplicating the recorded inundation features. For instance, MacInnes et al. [6] found that most of these earthquake sources can reasonably replicate the observed inundation features. They also found that the tsunami sources inferred from tsunami data showed better agreement than those estimated using seismic data [7]. The highly sampled, high-quality data left by the tsunami opened the possibility for developing multiple time window inversions to estimate the spatio-temporal slip distribution of the 2011 Tohoku earthquake [8]. In this study, we evaluate the fault slip model developed by the Cabinet Office of the Government of Japan [9] (http://www.bousai.go.jp/jishin/
nankai/model/12/index.html) (henceforth referred to as model B) to reproduce the recorded tsunami features. We compare this slip model against the non-uniform slip model estimated by Fujii et al. [1] (henceforth referred to as model A).

Here, we conduct several near-field numerical simulations using two different tsunami sources. To thoroughly evaluate the reproducibility of various tsunami inundation features such as the maximum inundation flow depth and inundation height, we perform detailed tsunami run-up modelling in two different areas, with different topographic characteristics, that were destroyed by the 2011 tsunami. Furthermore, we validate the numerical results using field survey data published in the literature. The first target area in the tsunami run-up modelling corresponds to the town of Onagawa, which is located approximately 50 km north-east of the city of Sendai, Miyagi Prefecture, Japan. In this town, 75% of the exposed buildings were washed away by the tsunami [10]. An exceptional feature in this area is the presence of six reinforced concrete buildings that were overturned by the tsunami [11–13]. The second target area corresponds to the Sendai Plain, which represents 5 km of coastline north of the Natori River. In this area, the tsunami penetrated approximately 5 km onto land and destroyed several urban settlements located in the area [14–17].

2. Data

2.1. Bathymetry

In this study, we concentrate on two different areas to analyse the tsunami inundation features that were calculated using two different tsunami sources. Considering that the most significant coseismic deformation of the 2011 Tohoku earthquake was located near the epicentre and at the centre of the fault area, we selected two target areas directly facing the epicentre. Both of the target areas are located to the west of the epicentre (Figure 1), and they have different coastal morphological features. The first target area is Onagawa, which corresponds to a narrow bay. The surrounding mountains mainly dominate its topographic features and exhibit a relatively steep land elevation. The second target area is the coastal area of Sendai, which corresponds to the Sendai Plain area between the port of Sendai and the Natori River.

We constructed two nested grid systems for the near-field tsunami simulations. In the case of Onagawa, the grid system was divided into five sub-domains, with grid sizes ranging from 5 m to 405 m [18]. In the case of the Sendai Plain, the grid system was divided into four sub-domains with grid sizes ranging from 10 m to 270 m [19]. The bathymetry data for the regional tsunami computations were constructed from the Japan Oceanographic Data Center J-EGG500 (JODC-Expert Grid data for Geography-500 m) dataset with a 12 arc-second grid interval. Finer-resolution bathymetry data were constructed from the bathymetry point data provided by the Miyagi Prefecture Office. Details regarding the settings of the tsunami simulations based on the nested bathymetry are available in [18]. The topography data for run-up modelling were constructed using light detection and ranging (LIDAR) measurements from the Miyagi Prefecture Office.

2.2. Tsunami Waveform Data

In this study, we utilize eight coastal tide gauge stations and six offshore GPS (Global Positioning System) buoy stations. The selected gauge stations are located to the west of the epicentre (Figure 1). The tsunami signals from the Choshi, Onahama, Soma, Ayukawa, Ofunato, and Miyako stations were provided by the Japan Meteorological Agency (JMA). The data from Onagawa station were provided by the Onagawa Nuclear Power Plant of the Tohoku Electric Power Company of Japan (company, city, state, country). The tsunami signals from the Fukushima, Sendai, Miyagi Central, Miyagi North, Iwate South, Iwate Central, and Iwate North stations were provided by the Nationwide Ocean Wave Information Network for Ports and HARbourS (NOWPHAS) of Japan. The NOWPHAS and Onagawa station data were provided without astronomical signals and sampling intervals of 5 s. The JMA original data, with a sampling interval of 15 s, originally contained the astronomical tide
signal, which was approximated to a polynomial function and then removed from the recorded data. We applied a three-point moving average filter to eliminate high-frequency noise from the tsunami signals. All of the waveform data were resampled with a 10 s sampling interval.

**Figure 1.** (a) Fault slip distribution and corresponding coseismic displacement was calculated using model A (Fujii et al. [1]). The blue star indicates the location of the epicentre as per the Japan Meteorological Agency (JMA). The black rectangles show the target areas used for the tsunami inundation modelling. (b) Total slip distribution and corresponding coseismic displacement was calculated using earthquake source model B [9]. The triangles and squares indicate the location of the coastal tide gauge and offshore GPS wave gauge stations, respectively. Colours indicate the operating agencies (Green: the Nationwide Ocean Wave Information Network for Ports and HArbourS (NOWPHAS) of Japan; yellow: Japan Meteorological Agency (JMA); and light blue: the Onagawa Nuclear Power Plant of the Tohoku Electric Power Company of Japan). The contour lines in the left panels are drawn at 1-m intervals.
2.3. Field Survey Data

We compared our numerical results against measured observations from the field. The field survey data were downloaded from the Japan Society of Civil Engineers (JSCE) website. These data were surveyed between 25 March 2011 (two weeks after the main event), and the middle of April 2011 [14–16]. These data provide the geographical coordinates of the tsunami height, maximum water level, and run-up height inundation. The inundation area was also estimated by the Geospatial Information Authority of Japan (GSI). In this study, we compared the results of our numerical simulations regarding the maximum tsunami height along the northern Pacific coastline of Japan and the maximum inundation depth (water level) in each target area.

2.4. Tsunami Source Models

Several tsunami and earthquake source models have been proposed for the 2011 Tohoku earthquake and its associated tsunami; a detailed summary is available in [5]. Most of the tsunami source models inferred from tsunami waveforms mainly concentrate on reproducing the tsunami waveforms recorded at coastal and offshore stations. The tsunami sources estimated from the joint inversion of geodetic and tsunami data, however, can also reasonably reproduce the coseismic deformation on the land surface.

Here, we evaluate two different tsunami source models that were proposed for the 2011 Tohoku tsunami. Model A is a non-uniform slip fault model that is calculated by inverting the tsunami waveforms recorded at several coastal tide gauge stations, offshore pressure gauges, and deep ocean buoy stations. We utilize version 4.6 of the tsunami source model estimated by Fujii et al. [1] (http://iisee.kenken.go.jp/staff/fujii/OffTohokuPacific2011/tsunami_inv_ver4.2and4.6.html). The estimated fault area was 500 km × 200 km and was divided into 40 segments (Figure 1a). The maximum slip was 15.9 m in the shallowest segments near the epicentre. Figure 1a (right) also shows the coseismic deformation calculated from the non-uniform model. The maximum subsidence and uplift...
displacements were of 2.6 m and 19.1 m, respectively. The maximum deformation was located near the epicentre at the centre-west region of the fault area. Model B corresponds to the earthquake source proposed by the Cabinet Office of Japan [9]. This source was calculated by a joint inversion of geodetic and tsunami data. The slip distribution of this model is characterized by 4575 segments that measure 5 km $\times$ 5 km in size. Figure 1b (left) shows the total slip distribution of the estimated fault area. The maximum slip was 27.5 m and was located near the epicentre. Due to the high frequency of high-quality waveform sampling in the available data for the 2011 Tohoku tsunami, this model presents a spatio-temporal slip distribution every 60 s within the first 5 min after the main shock as shown in Figure 2). Figure 1b (right) also shows the coseismic deformation calculated from the total slip amount. This model also generates uplift and deformation regions near the epicentre. The uplift was approximately 12.5 m at the highest point, and the subsidence was approximately 3.6 m at the lowest point.

3. Method

3.1. Tsunami Numerical Simulation

We analyse the capability of each tsunami source model to reproduce the recorded inundation features by conducting tsunami simulations using high-resolution bathymetry data. We employ the Tohoku University’s Numerical Analysis Model for Investigation of Near-field Tsunamis No. 2 (TUNAMI-N2) code. This algorithm solves shallow water equations using a Cartesian coordinate system. The code was developed by the Disaster Control Research Center (DCRC), Tohoku University, Japan [20]. For this study, we revised the run-up modelling conditions by adopting a composite roughness coefficient for the land resistance. We set an equivalent roughness coefficient according to the land use condition [21]. This roughness coefficient considers a building occupancy ratio given by the relation of built-up area in a computational grid [18].

To compute the initial tsunami condition, we assume an instantaneous displacement of the sea surface that is assumed to be identical to the coseismic displacement. The rectangular fault model proposed by [22] is used to calculate the seafloor deformation. We also include the effect of horizontal crustal movement on the total vertical component [23]. The coseismic deformation computed from each spatio-temporal slip distribution (Figure 3) is incorporated into the tsunami propagation model by adding the associated sea surface displacement to the current water surface elevation [18].

3.2. Validation of Source Models

To validate the numerical results calculated from the non-uniform model and the spatio-temporal slip model, we conducted two types of verifications. The first is a comparison of the synthetic and recorded tsunami waveforms from the coastal and offshore tide gauge stations. For this purpose, we calculate the normalized root-mean-square (NRMS) misfit coefficient [24]. This coefficient gives the best agreement between the observed and computed tsunami waveforms for values equal to zero. We use the available tsunami signals of the first wave cycle to compute the NRMS misfit coefficient. The time range of the data used from each station includes the two initial wave cycles (grey bars in Figure 4). However, some coastal stations (Miyako, Ofunato, Ayukawa, Onagawa, Sendai, and Soma) were damaged during the tsunami attack [25]. As a result, these stations only recorded portion of the first tsunami wave. For these stations, we only use the recorded data for the calculation of the NRMS misfit coefficient. The second verification scheme corresponds to the calculated inundation depth in each target area. Here, we calculate the $K$- and $\kappa$-coefficients proposed by Aida [26]. The first coefficient represents the geometric average of the ratio between the synthetic and observed data. The second coefficient is the fluctuation in the $K$-coefficient for each observed point. The JSCE guidelines for tsunami assessment of a nuclear power plant [27] recommend that the $K$-coefficient should be between 0.95 and 1.05, and that the $\kappa$-coefficient should be greater than 1.45.
Figure 3. Snapshots at 1, 2, 3, 4, and 5 min of tsunami propagation. (a) Snapshots calculated from the tsunami source model proposed by Fujii et al. [1]; (b) Snapshots calculated using the spatio-temporal earthquake slip distribution proposed by the Cabinet Office of Japan [9]. The blue star indicates the location of the epicentre.

Figure 4. Comparison of recorded (black line) and computed tsunami waveforms as per Fujii et al. [1] (blue line) and the Cabinet Office [9] (red line). The grey bars indicate the time frames used to compute the normalized root-mean-square (NRMS) misfit coefficients.
4. Results and Discussion

4.1. Tsunami Propagation

Typically, tsunamis begin to propagate with a single, initial sea surface displacement condition. This initial condition is calculated based on a slip distribution model that defines the rupture area. Tsunami waves then propagate away from the source with a phase velocity depending directly on the local bathymetry [28]. As a result, tsunami inundation features are mainly a function of the initial condition and the local bathymetry. However, the new spatio-temporal slip model for the 2011 Tohoku earthquake incorporates additional coseismic deformation data for the first 5 min of tsunami propagation (at a 60 s interval). At a given propagation time, these additional deformation data are used to update the current sea surface deformation. Figure 3 shows a comparison of five snapshots between the tsunami propagation using both models. The propagation from model A follows a known pattern; the initial condition starts to spread while reducing its wave amplitude (Figure 3a). Conversely, tsunami propagation derived from model B (i.e., the spatio-temporal slip distribution) shows increasing wave amplitudes during the first 4 min of propagation. This fact is verified by the associated tsunami’s potential energy [29]. In the case of the first slip model, the potential energy decreases by approximately $5 \times 10^{19}$ J after each minute of tsunami propagation. Meanwhile, the tsunami’s potential energy associated with the spatio-temporal slip model increases by approximately the same amount of energy.

4.2. Synthetic Tsunami Waveforms

The propagation characteristics described in the previous section will have considerable effects on the arrival time and wave height of the computed tsunami waveform. Figure 4 shows the synthetic tsunami waveforms calculated using both slip models. As expected, the shallow water equations are capable of adequately solving the first and later phase components of the tsunami waveforms at the locations of the offshore GPS buoy stations (Iwate North, Iwate Central, Iwate South). There are, however, some discrepancies in the initial wave amplitude. While the computed initial amplitude using model B at the Miyagi Central and Miyagi North stations is consistent with the recorded one (approximately $-50$ cm), the computed amplitude using model A is approximately $-2$ m. This condition is also observed at the Ofunato station (Figure 4). This difference is likely due to the initial sea surface deformation that generated the lowest subsidence near the location of the coastal stations.

Meanwhile, there are apparent differences in the synthetic waveforms computed at the coastal stations, where the tsunami propagation mainly follows a nonlinear behaviour due to shallow bathymetry and coastal morphology. For instance, the maximum tsunami amplitude estimated at the Ofunato, Ayukawa, and Onagawa stations using model A is slightly higher than the recorded amplitude. Furthermore, in case of Onagawa station, two peaks characterize its maximum amplitude (Figure 4). Although nonlinear effects due to shallow bathymetry may contribute to the waveform shape at this location, this double peak does not appear in the synthetic waveform calculated at the same location using the second slip model. In the case of the Sendai station, only half of the initial waveform data are available due to the destruction of the tide gauge at this location. The initial computed amplitudes using both models at this station display similar characteristics to those calculated at the Ofunato, Ayukawa, and Onagawa stations (Figure 4). At the Sendai station, the tsunami propagation from model A better reproduces the observed small amplitude (Figure 4b). Concerning the arrival time, however, model A shows better reproducibility than model B. In the case of model B, the tsunami wave arrives approximately 10 min late. The maximum tsunami height estimated from each slip model is shown in Figure 5. In general, each model generates the maximum height along the coast of Sanriku to the north of the Tohoku region (Figure 5). The tsunami height around the Sendai Plain, however, is the highest in the case of model B (Figure 5b). These different features of the synthetic tsunami waveforms and the maximum tsunami height further define the effects of the spatio-temporal slip distribution on modelling the tsunami inundation.
To determine the slip model that provides the best fit for the recorded tsunami waveforms, we calculate the normalized root-mean-square (NRMS) misfit coefficient [24]. First, we calculate the NRMS misfit using only the offshore GPS stations. The coefficients are 0.35 and 0.25 for model A and model B, respectively. Regarding the tsunami waveform at coastal stations, the NRMS is 0.77 and 0.65 for model A and model B, respectively. These values indicate that model B can fit the observed data with an approximately 30% better accuracy relative to the first slip model.

**Figure 5.** (a) Maximum tsunami heights computed using the tsunami source proposed by Fujii et al. [1] (model A). (b) Maximum tsunami heights estimated using the spatio-temporal earthquake source from the Cabinet Office Model [9] (model B).

### 4.3. Inundation Depths

In the case of Onagawa, our calculations suggest that the tsunami arrived approximately 30 min after the main shock. Topographic features mainly constrain the estimated inundation areas. In general, the inundation limits are consistent with those estimated by the GSI (Figure 6a,b). The local flow depth within the inundated area, however, shows very different outcomes. In most of the flooded area, the maximum inundation depth estimated using model A is approximately 5 m higher than the calculated maximum depth using model B (Figure 6c). For instance, the measured inundation depth at Onagawa Hospital was 1.95 m [18]; at this same location, model A estimates an inundation depth of approximately 6 m. Model B, however, estimates an inundation depth of approximately 2 m. A point-to-point comparison of the modelled and measured tsunami inundation depths (Figure 6d) further illustrates the overestimation of the measured data by the results using model A. Therefore, to test the reproducibility of each slip model, we calculate the Aida parameters (Table 1). Based on the K- and κ-coefficients, the inundation results from the second slip model better reproduce the local inundation depths in Onagawa.
The inundation area in the Sendai Plain determined from both slip models exceeds the estimated inundation limits from the GSI. In this area, unlike Onagawa, the flooded areas were mainly characterized by the tsunami source and local bathymetry rather than the topographic features (Figure 7a,b). Figure 7c,d are calculated by subtracting the measured inundation depth (GSI) from the inundation result estimated by each slip model. The local inundation depths in the inundation zone show smaller differences between both models. The maximum difference can be found near the coastline and to the north of the Natori River. In general, both slip models overestimate the measured data. Near the coastline, however, both models are approximately 1 m lower than measured inundation depth. Although the differences in the inundation depths for the Sendai Plain are generally of 2 m, the results also show that, as observed for Onagawa, model A generates more significant inundation run-up relative to model B. A point-to-point comparison of the modelled and measured tsunami inundation depths (Figure 8) shows that neither slip model can fully replicate the measured data. In general, both models produce higher flood depths. Nevertheless, to test the reproducibility of each slip model, we also calculate the Aida parameters (Table 1) in this target area. Based on the \( K \) and \( \kappa \)-coefficients, the inundation results from model B still show better agreement concerning the replicated measured inundation depths.
Figure 7. Sendai computational area. (a) Maximum inundation depth computed using the tsunami source published by Fujii et al. [1]; (b) Maximum inundation depth estimated using the earthquake source developed by the Cabinet Office of Japan [9]; (c) The difference in the maximum inundation depth between the Fujii et al. [1] model and measured inundation depth; (d) The difference in the maximum inundation depth between the Cabinet Office [9] model and measured inundation depth. The x symbols show the locations of the JSCE measurements. The black line indicates the inundation limits estimated by the GSI.

Figure 8. Comparison between the JSCE field survey data and the computed inundation depth from the Fujii et al. [1] (a) and Cabinet Office [9]; (b) models.
5. Conclusions

We analysed a new spatio-temporal slip model for the 2011 Tohoku earthquake and tsunami to reproduce the observed inundation depths at two locations in the affected area. The spatio-temporal slip model (model B) was compared against a non-uniform slip model (model A). For model B, we adopted the earthquake source proposed by the Cabinet Office of Japan [9]. Model A is based on the tsunami data-inferred slip model estimated by Fujii et al. [1] (version 4.6). Our results revealed that model B better replicated the observed data. Regarding the tsunami waveforms recorded at the coastal tide gauge station and the offshore stations, the new proposed slip distribution showed an approximately 30% better accuracy relative to slip model A. Furthermore, by comparing the local inundation features at the two different locations with unique topographic and coastal morphological characteristics, we found that the Cabinet Office model also better replicated the measured inundation depths. Finally, our numerical results for the 2011 Tohoku earthquake and tsunami suggested that, while single non-uniform slip models can reasonably solve for tsunami propagation and inundation features, the new spatio-temporal slip model shows great potential for the same task. Thus, considering that tsunami-induced damage directly depends on various inundation features such as the flow depth and flow velocity, the implementation of this model can lead to more realistic damage scenarios.
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